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ABSTRACT The goal of the present paper was to develop an
experimental technique to detect trace concentrations of com-
plex molecules in the atmosphere using near-IR diode lasers.
Ethanol and propane were chosen as model species. New opti-
cal, hardware, instrument-operation-mode and data-processing
approaches for detection of trace complex molecules were de-
veloped. Different physical processes limiting the sensitivity of
trace molecule detection were considered and solutions were
developed to reduce the influence of these mechanisms on in-
strument operation. An absorption sensitivity of αmin = 2.5×
10−5 for 4.5 ms measurement time was achieved, which is com-
parable with the sensitivity of “small” molecule detection. The
first results utilizing this technique for in-field monitoring of
trace complex molecules are presented.

PACS 33.20.Ea

1 Introduction

The first high-resolution molecular spectra using
tunable diode lasers (TDLs) were recorded more than 30
years ago [1]. During the intervening decades, tunable diode
laser spectroscopy (TDLS) was widely used in different areas
of high-resolution molecular spectroscopy. A sample of the
scope of activity can be found in [2], presenting papers from
recent conferences TDLS-95, TDLS-98 and TDLS-2001.

Trace molecule detection using a TDL was considered
as one of the most promising application of TDLS. The
first demonstration of such an application was the open-
atmosphere CO sensor [3]. The next important step towards
highly sensitive trace molecular detection was achieved by
J. Reid et al. [4] and increased significantly the sensitivity
of resonant absorption detection using 2 f detection. Vari-
ous detection techniques used by different researchers (more
than 400 publications during the last 20 years) demonstrated
highly sensitive trace molecule detection with 0.1–1 ppb de-
tection limits (see, for example, [5–9]). The majority of these
results dealt with “small” molecules having spectra with re-
solved separated lines or multiplets. In contrast to “small”
molecules, the line centers in the absorption spectra of com-
plex molecules are located very close to each other (less than
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10−3 cm−1). This leads to overlapping of separate lines even
at low pressures due to Doppler broadening and to forma-
tion of continuous band absorption spectra at atmospheric
pressure.

Several approaches were developed to use TDLS for
trace complex-molecule detection. To compare different tech-
niques, αmin – the minimum detectable absorption – is usually
used. αmin characterizes set-up parameters and the approach in
use, and does not depend on a particular molecule or sample
cell properties.

At low pressures, spectra of some complex molecules
have fine structure, with characteristic widths of the spec-
tral features close to the Doppler width. In [10], a spectral
correlation function was proposed to detect trace complex
molecules in absorption. This approach was then applied to
detect trace freon-12 in the atmosphere [11] and BCl3 in high-
purity GeCl4 [12]. (The English version of these results can
be found in [13, 14].) As was shown in [13], the approach
under consideration gives an improvement in sensitivity of√

Z with respect to single-line detection, where Z is the num-
ber of spectral features recorded. In these experiments, Z was
about 10 000 and αmin = 10−6 −10−7 was demonstrated. The
high density of lines in complex-molecule spectra in this case
was transformed from a disadvantage (lines overlapping) to an
advantage (huge number of recorded spectral peculiarities).

Ethanol has a similar spectra structure near 7.8 µ at low
pressures. In [15], an ethanol detection technique was de-
scribed using a quantum cascade laser (QCL) and multipass
cell. It was the first demonstration of a very promising new
laser type for trace-molecule detection. In the paper, absorp-
tion sensitivity was not mentioned, and using data presented
we have estimated it to be αmin = 2 ×10−3.

With increasing pressure, the above-mentioned fine struc-
ture of the complex molecular spectra will be smoothed due to
collisional broadening. Frequently, complex-molecule spec-
tra have no fine structure even at low pressures (for example,
see the ethanol band near 1.39 µ, below). At first sight it seems
that such spectra cannot be detected by TDLS because they
are much broader (100 cm−1) than a typical TDL tuning range
(∆ν ∼ 1 cm−1). However, detailed investigation of complex
molecular spectra has shown that many of them even at at-
mospheric pressure have rather narrow peculiarities of the
order of a few cm−1, being comparable with ∆ν. For instance,
ethanol vapor has a narrow Q-branch near 1.392 µ, propane –
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1.686 µ, dimethylhydrazine – 1.514 µ, etc. It is interesting to
note that impurity spectra in liquids have similar widths.

In [16], we have demonstrated the possibility of detect-
ing ethanol near 1.392 µ using this technique and algorithms
developed for “small” molecules. The sensitivity achieved,
αmin = 3.3 ×10−3, was mainly limited by environmental hu-
midity variation and TDL temperature instability because of
ethanol absorption overlapping with a strong water line.

Molecules with unresolved spectra mentioned above were
introduced in [17] as broadband absorbers. The first broad-
band absorber detection using TDL was demonstrated by
A. Mantz [18] more than 20 years ago, who used a TDL
system with multiple wavelengths to detect impurities in
plastics. Broadband spectral structure is of great impor-
tance for many applications for explosives, drugs and toxic-
molecule detection. A straightforward approach is to use two
lasers emitting in and out side of the absorption band of the
molecule of interest. In [17], two TDLs operating near 1.65
and 1.31 µ were used to detect pyridine (C5H5N). Using data
presented, we have estimated the absorption sensitivity as
αmin = 0.2 −2 ×10−3. Simultaneous detection of methanol
and isopropanol was demonstrated in [19] using two lasers
operating near 1.391 and 1.402 µ, utilizing the cavity ring-
down (CRD) spectroscopy technique. CRD is a very promis-
ing technique for trace molecule detection. It is difficult to
compare it with traditional methods because it compensates
losses in absorption sensitivity by increases in optical length.
In [19], the absorption coefficient sensitivity was estimated as
2.4 ×10−9 cm−1 and αmin = 2 −7 ×10−3. It has to be men-
tioned that many of the applications at the moment need
remote monitoring, where the CRD technique cannot be used.

As can be seen, at the moment the absorption sensitivity
realized for broadband absorbers is 2–4 orders of magnitude
worse than that typically needed for the detection of “small”
molecules at atmospheric pressure and complex molecules at
low pressure with a spectrum fine structure present, and not
enough for trace complex-molecule detection.

Broadband absorbers represent the most difficult situation
for trace molecule detection when no filtering procedures can
be used. We consider the results below to be quite general.
This paper describes an attempt to develop a technique of trace
complex molecule (broadband absorber) detection. We pay
special attention to developing a technique to be used in real
applications where remote monitoring is required.

2 Experimental

2.1 Molecular spectra

It is very difficult to choose an optimal spectral
range for any particular application because several aspects
have to be taken into account, including the molecule itself,
the laser and detector properties as well as the particular re-
quirements of the application. We gave priority to the near-IR
range for several reasons [16]. As remote monitoring is con-
sidered, eye safety standards [20] and glass transparency re-
quire the near-IR range. TDL and photodiodes for this spectral
range are very reliable, commercially available and can oper-
ate at room temperature.

Although molecular fundamentals having the highest ab-
sorption coefficients are located in the mid-IR, this region is

still inconvenient for applications because TDL and photode-
tectors need cryogenic cooling. In the near-IR range, one can
find overtones and combination bands having 30–300 times
smaller absorption than in the mid-IR. However, this loss of
molecule absorption strength in some situations is overcom-
pensated by an increase in photodiode detectivity. This is
true for hydrogen bonds of many molecules. In the near-IR,
one can find the first stretching overtones of several hydro-
gen bonds (OH − 1.4 µ, NH − 1.5 µ, CH − 1.7 µ, etc.). For
other molecules, different spectral ranges have to be used. For
example, a TDL operating near 7.8 µ is used to detect UF6
(broadband absorber) [21].

Ethanol and propane, being representatives of molecules
containing OH and CH bonds, respectively, were chosen to
develop this technique of trace complex-molecule detection.
Figure 1 shows transmission spectra of ethanol and propane
in the near-IR range. Spectra were recorded using a Fourier
transform spectrometer (FTS) Bruker 66-v with spectral reso-
lution 0.25 and 0.5 cm−1 for propane and ethanol, respec-
tively. The vapor over 98% liquid ethyl alcohol and a 5% gas
mixture of propane in nitrogen were used. Propane contains
only one CH bond and has its overtone band near 5800 cm−1

(the strongest feature near 5800 cm−1 in Fig. 1). In ethanol,
both CH and OH bonds are present and absorption bands
can be observed in both representative spectral ranges (weak
band near 5800 cm−1 and a strong one near 7180 cm−1). Al-
though the spectra have broad, unresolved features even at low
pressures (broadband absorbers), rather narrow spectral pecu-
liarities (marked by arrows in Fig. 1) enable TDLS usage for
trace complex-molecule detection.

Figure 2 demonstrates a more detailed investigation of the
ethanol spectrum. Transmission spectra of ethanol vapor were
preliminarily recorded using the FTS “Bruker 66-v”. A 25-cm
long room-temperature cell was filled with ethanol vapor at
different pressures from 0 to saturated pressure (38 Torr at
T = 18◦). The set of spectra recorded was used to obtain the
ethanol spectrum presented in Fig. 2a. The cross section K(ν)

determines the light transmission due to molecule absorption
in the following way (no pressure dependence of K(ν) was
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FIGURE 1 Transmission spectra − T(ν) of ethanol (1) and propane (2) in
the near-IR range; ethanol: L = 20 cm, P0 = 30 Torr, C = 98%; propane:
L = 25 cm, P0 = 760 Torr, C = 5%. Arrows indicate sharp spectral features
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FIGURE 2 Room-temperature cross section spectrum K(ν) of ethanol va-
por in the near-IR. a Spectrum recorded by FTS Bruker 66-v, resolution
0.25 cm−1; b ethanol spectrum fragment obtained by TDL (circles) and spec-
trum model (solid line); M1, M2, and M3, spectral ranges selected for ethanol
detection (see text)

experimentally observed):

T (ν) = I

I0
= exp [−α (ν)] = exp [−K (ν)P0CL] , (1)

where T(ν) and α(ν) are transmission and absorption spectra,
respectively; I0 and I are light intensities for the empty sample
cell and the cell filled with a gas mixture, respectively; P0 is
the gas mixture pressure; C is the average concentration of the
molecule under consideration; L is the- cell length; P = P0 ×
C is the molecule partial pressure, æ(ν) = K(ν)P0C is the ab-
sorption coefficient. Below, CL is the integrated concentration
and c(x) is the local concentration at point x:

CL =
L∫

0

c(x)dx . (2)

In the near-IR spectral range, a rather strong absorption band
of ethanol was recorded within the spectral range between
7060 and 7220 cm−1. This band represents the OH stretch-
ing overtone of the ethanol molecule and has a rather sharp
Q-branch with HWHH (Half Width at Half Height) of ap-
proximately 1.3 cm−1 and a center near 7180 cm−1 (1.392 µm).
A fragment of the ethanol spectrum near the Q-branch was
obtained by TDL (Fig. 2b). Narrow absorption lines in Fig. 2
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FIGURE 3 Absorption spectra – α(ν) of water (solid) and ethanol (dot-
ted) vapors in the atmosphere. P0 = 1 atm, L = 2 m, T = 18◦, 50% humidity,
ethanol concentration CC2H5OH = 160 ppm

are due to trace H2O in the non-dehydrated ethanol (98%)
used in the experiment. The ethanol absorption in the spec-
tral range under consideration has no fine structure even at low
pressures. Four Gaussian functions were used to model the
Q-branch shape (solid line in Fig. 2b).

Other compounds containing an OH bond also have ab-
sorption bands and lines within this spectral range. In this
respect, when developing the methods of ethanol vapor detec-
tion one should pay special attention to measurement selec-
tivity, especially, as concerns water vapor absorption that in
real conditions significantly exceeds the absorption of ethanol
vapor. The above is illustrated by Fig. 3, which shows the ab-
sorption spectra of water and ethanol in the vicinity of the
ethanol Q-branch. The spectra were recalculated for the op-
tical path length L = 2 m, atmospheric pressure P0 = 1 atm,
room temperature, 50% humidity, and ethanol concentration
CC2H5OH = 160 ppm (ppm – parts per million). As one can
see, environmental water absorption is several orders of mag-
nitude higher in comparison with that of the ethanol to be
measured. Hence, ethanol is a good model on which to de-
velop algorithms for trace absorption detection in the presence
of the huge absorptions of other molecules.

To determine the optimal analytical range of the ethanol
spectrum (Fig. 2), three ranges can be taken into account:
7180.5–7182 cm−1 (M1) having the maximum derivative,
7179.4–7180.8 cm−1 (M2) on the other side of the Q-branch
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and M3 near 7176.5 cm−1 where there is no water absorp-
tion and ethanol has a flat spectrum. The first region, M1, is
close to a very strong water absorption line and that is why it
cannot be used in this application. In this respect, the second
spectral range M2 with weaker water lines was selected for
measurements.

3 Experimental set-up

Figure 4 shows a block diagram of the experi-
mental set-up, consisting of an optical part, electronics and
computer. Different variants of the optical part and its elem-
ents were developed and used in the present work. Radiation
from the TDL module (1) was collimated by the objective
(2). A beam splitter (1) deflected part (5–20%) of the laser
beam into a reference channel (4), the rest of the TDL radi-
ation was directed into an analytical channel (4). Gas cells
as well as other optical elements (glass plates, diaphragms
etc.) could be installed in the laser beam. Electronics was con-
nected to (1), (4) and (5), and a computer was used to support
instrument operation and data acquisition. The electronics
contained a multifunctional input/output board (6) and inter-
face analog module (7).

A set of various diode lasers, which emitted at the ne-
cessary wavelengths, was used in experiment. The major-
ity of these lasers were manufactured by Nolatech Com-
pany (Moscow, Russia) and had Fabry–Pérot or distributed-
feedback (DFB) resonators. We used also one DFB laser
SU1392-DFB-TE from Sensors Unlimited Inc. (USA). The
TDLs were assembled with a thermoelectric cooler/heater
(TE) and temperature-sensitive resistor (thermistor). Some
of the lasers were coupled to single-mode fibers. The usual
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FIGURE 4 Block diagram of experimental set-up: 1, TDL module; 2, ob-
jective; 3, beam splitter; 4, reference channel; 5, analytical channel; 6,
multifunction I/O board; and 7, interface module

TDL continuous-frequency tuning by pumping current was
approximately 1 cm−1. The TDL module was installed inside
a plastic box, which was thermostatically controlled for better
temperature stabilization.

The reference channel (4) contained a reference gas cell,
photodetector and focusing optics. The rest of the optical
scheme varied in different experiments. We used two main
types of instrument optical layout. The first was built on an op-
tical table. In this variant, the analytical channel laser beam
was focused by a lens at a distance of approximately 250 cm
from beam splitter (1) onto the photodetector. Gas cells with
lengths 8.6, 12 and 200 cm could be installed in the laser beam
in various experiments. Cells were filled with calibrated gas
mixtures. An MKS Baratron gauge measured gas pressure.
A second optical layout was used for open-path measure-
ments. To reflect the laser beam into the analytical channel
we used the following elements: a corner cube retro-reflector,
scattering screen and a topography reflector. The distance be-
tween the instrument and the reflector varied from 1 to 45 m.
Reflected TDL radiation was focused onto a photodetector
with the help of a spherical or a parabolic mirror.

Ge photodiodes having a sensing area of 1.1 mm2 with
specially developed preamplifiers with third-order low-pass
filters were used as photodetectors. The noise spectrum of
each photodiode and preamplifier was measured and opti-
mized for a particular application. Typical noise equivalent
power (NEP) was 2 ×10−12 W/Hz1/2 and the optimal band-
width was found to be 30 kHz.

The National Instruments multifunction input/output
board (NI-DAQ) PCI-MIO-16E-1 was installed into the com-
puter PCI bus and connected through an interface analog
module to the optical part of the instrument. Signals from
a thermistor and two photodetectors in the reference and an-
alytical channels were recorded by three NI-DAQ inputs.
Two board outputs were used to control the TDL and the TE
cooler/heater in the laser module. The board in use had 12-bit
resolution. The input voltage range could be changed with the
help of a programmable amplifier from (−50 mV−+50 mV)
to (−10 V −+10 V). The board maximum operating fre-
quency of 1 MHz was enough for the majority of experiments.
The interface module amplified signals from the board outputs
to necessary values for the TDL and TE currents, and provided
a highly stable power supply for the preamplifiers.

The instrument operated under full computer control.
Software was written using LabView 5.1. The NI-DAQ board
produced repetitive pulses of TDL excitation current of any
desired waveform that were generated by software and stored
in the board’s buffer memory. Temperature stabilization also
was performed by software using the difference between the
set value and the thermistor signal (thermistor temperature)
and a proportional-integration regulation algorithm. The feed-
back signal generated by the computer through the analog
interface was directed to the laser module TE cooler/heater.
A temperature stability of approximately 2 ×10−3 K was ob-
tained could be considered as typical for TDLS.

4 Operation mode

The intensity of TDL radiation and its frequency
depend on both the TDL temperature and the laser excita-
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tion current. Various TDL operation modes are used for trace
molecule detection. Below, we shall describe the technique
we developed and used in our laboratory. It is well known
that in TDLS physical processes, the limiting sensitivity of
trace molecule detection has a flicker-type nature (see, for ex-
ample, [7]). For flicker-type noise, the optimum strategy is to
perform a single measurement as soon as possible and then to
average the subsequent signals measured.

According to this strategy, short, repetitive current pulses
excited the TDL. The waveform of each photodetector sig-
nal period was separately recorded and processed and only
after processing were they averaged over the train of pulses.
As was mentioned above, the computer can generate any TDL
excitation-current waveform. Three examples of photodetec-
tor signals for different excitation-current waveforms used are
shown in Fig. 5. The TDL temperature was chosen so that
the radiation frequency was near the maximum of an ethanol
Q-branch. The sharp resonant features observed in Fig. 5 are
due to narrow spectral lines of water, as a cell filled with low-
vapor-pressure water was installed into the laser beam. Area
“0” corresponds to excitation current below the threshold. It
is very convenient to have this option to subtract background
radiation. Moreover, it is critically important in some cases,
for example, when the instrument receives only a very small
part of the laser light scattered from the topography reflec-
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FIGURE 5 Photodetector signal waveform examples. Areas 0, S and D
were used for background subtraction, stabilization of laser frequency tun-
ing cycles and trace-molecule detection, respectively; M1, M2, and M3, three
spectral ranges selected for ethanol detection (see text)

tor, superimposed by a huge background radiation [22]. Areas
“S” and “D” were used for laser frequency tuning stabilization
(see below) and trace absorption detection.

The signal shown in Fig. 5a was used in our spec-
troscopy experiments. An excitation-current waveform for
this case had the traditional trapezoidal form. Results pre-
sented in Fig. 2 were obtained using this mode. The same
waveform was used in [16] to detect ethanol. However, such
a waveform is not optimal for trace-molecule detection, es-
pecially when complex molecules are considered, because
of the influence of flicker noise. The signal shown in Fig. 5b
demonstrates another possible use of TDL properties. The
excitation-current waveform of the pulse consisted of a con-
stant current with a few periods of sawtooth function super-
imposed on it. For this waveform, the TDL emitted radiation
in all three spectral ranges (M1, M2 and M3) mentioned in
Sect. 2.1. When excitation current was increased, the TDL in
use changed its operation from one laser mode (M2) to an-
other (M3), shifted by 4 cm−1. Because of TDL bi-stability,
mode hops occurred at different excitation currents when
the current was increased or decreased. Hence, two different
waveform slopes are presented in Fig. 5b. The TDL radi-
ated at different frequencies shifted by 4 cm−1 with respect
to each other. In our experiments with different lasers, we
observed similar mode-hop behavior with higher frequency
differences (up to 50 cm−1). Such a TDL operation mode
is interesting when taking into account the spectral struc-
ture of broadband absorbers, because it provides an increase
in the spectral range. In contrast, we observed the pres-
ence of significant instabilities at the location of mode hops,
typical for such laser operation, which is not very good.
Finally, Fig. 5c shows a signal that we consider to be the
most attractive for trace-molecule detection. In this case,
the TDL emitted in one laser mode. In area “D”, excitation
current quickly switched from one trapezoidal waveform to
another. In the particular mode shown in Fig. 5c, the period
of switching was chosen to be equal to two data-sampling
periods. If this mode was in use, one could see the signal
with rectangular modulation on an oscilloscope, while the
recorded signal looked like two different data sets of odd and
even signal points. Any number of data sets could be ob-
tained by varying the ratio (integer) of switching period and
data-sampling time.

Let us consider the optimum time parameters for the TDL
waveform presented in Fig. 5c. Thermal processes in the laser
active area determine the TDL radiation properties [23]. There
are two characteristic times t1 and t2 that can be experi-
mentally obtained for each laser in use. For t < t1 ≈ 10 µs,
excess noise and instability of radiation will occur due to
inhomogeneous temperature distribution in the laser active
area (random distribution of excitation current density to-
gether with inhomogeneous current carrier mobility [24]).
For t > t2 ≈ 1 ms, long-term changes of laser contact prop-
erties influence the temperature distribution in the laser ac-
tive area, and these provide additional radiation instability.
Hence, the optimal timescale of the TDL waveform is be-
tween 10 µs and 1 ms. With this in mind, we used a data
sampling time of 5–15 µs and a pulse duration of 100–500 µs
for trace absorption detection. For precise molecular spec-
tral recording or for presentation purposes, higher pulse du-
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rations have been used as is shown in Fig. 5. For ethanol
detection, long pulses were also used to generate more data
points for better operation of the orthogonalization procedure
(see Sect. 2.4).

Figure 6 illustrates the operation of the system under con-
sideration. The signal waveform in the “D” area of Fig. 5c is
shown in Fig. 6a. Figure 6b presents the absorption α calcu-
lated using the two signals recorded: the first one when the
sample cell (L = 200 cm) was empty-I0 (not shown), and sec-
ond one when it was filled with ethanol vapor (P0 = 21 Torr,
C = 98%)-I (shown in Fig. 6a), with the help of (1). The slow
varying part of α is determined by ethanol (Fig. 2), while the
narrow lines are due to trace water absorption. The TDL fre-
quency tuning ν(t) presented in Fig. 6c was calibrated using
the known water line frequency ν0 = 7180, 3998 cm−1 [24]
(dot horizontal line), Fabry–Pérot etalon spectrum and the
functional dependence described in [23]. It looked like the
laser radiated “simultaneously” at two frequencies and these
frequencies were tuned during the laser pulse corresponding
to the two data sets in Fig. 6a and b. It is obvious from Fig. 6c
that the same water line was observed in the two data sets of
the present waveform denoted by the vertical dash-dot lines,
and the maxima of the slowly varying part of each data set
correspond to the ethanol Q-branch maximum. Different wa-
ter line widths in the two data sets are due to different slopes
of ν(t) (Fig. 6c). Laser frequency tuning was determined for
each of the instrument parameter sets in use and stored in the
computer memory.
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FIGURE 6 Recorded signal waveform (a), detected ethanol absorption, α

(b), and laser frequency tuning, ν(t), (c) (see text); ethanol: L = 200 cm,
P0 = 21 Torr, C = 98%

Our experiments with ethanol [16] showed that the
TDL temperature stability is of great importance for trace
complex-molecule detection. Variations of TDL temperature
should lead to a vertical parallel shift of ν(t) (Fig. 6c) and
the changing of the spectral line position within the pulse.
Figure 7 (left) shows laser frequency instability ν − ν0 (ν0-
frequency of spectral line) measured using the spectral line
position. A laser frequency variation with a standard deviation
std(ν− ν0) = 1.6 ×10−3 cm−1 was observed when a thermis-
tor was used as the temperature sensor. Taking this value into
account the environmental water absorption data (see Fig. 3)
and the experimental conditions used in [16], the absorption
sensitivity can be calculated as αmin = 2.4×10−3, being close
to the sensitivity results mentioned in the paper. The tradi-
tional stabilization scheme presented above has an important
disadvantage. It stabilizes the thermistor temperature rather
than the diode laser temperature. The trend in Fig. 7 is typi-
cal for such a TDL temperature stabilization scheme because
there is no ideal thermal contact between the thermistor and
the TDL.

Stabilization of TDL frequency tuning cycles ν(t) using
the spectral line position was proposed in [26] and pro-
vided significant improvement in TDLS precision. In this
approach, ν(t) (see Fig. 6c) is stabilized at one point of the
laser pulse. TDL frequency instability in this point is also
shown in Fig. 7 (right). The difference between the measured
spectral line position inside the pulse and the set value was
used; the remaining part was the same as described above
for temperature stabilization. For this stabilization scheme,
a ten-times improvement in stability was observed with
std(ν − ν0) = 1.5 ×10−4 cm−1. In our experiment we used
a signal from the reference channel with a 25-cm cell filled
with low water vapor pressure. To increase water absorption,
the spectral range M1 with the strongest water line was used
(Fig. 5). The frequency stability obtained was of the same
order as that in [26], taking into account the difference in
Doppler line width in the mid- and near-IR ranges. Long-
term instability of frequency tuning was observed. The slope
of frequency tuning ν(t) and the difference between the two
frequency sets changed with a characteristic time of around
30 min. This effect was compensated by a tuning frequency
calculation in real time using the position of all the spectral
lines observed in the recorded signal (Fig. 6a).

5 Data processing

Two signals similar to the one shown in Fig. 5c
were used in data processing. The first was the signal under
consideration, i.e. the analytical signal. The second signal had
to be recorded without the molecule under investigation in the
laser beam. During the preliminary step of data processing,
the background signal levels obtained for area “0” were sub-
tracted from both signals. Area “D” of the resulting signals
formed two arrays I(i) and I0(i) (i = 1....N) (Fig. 6a).

Further data processing includes: 1 – calculation of the
absorption array α(i) using (1) (Fig. 6b); 2 – separation of
even and odd points in α(i) resulting in two arrays P1 and
P2, corresponding to the two data sets mentioned above; 3
– interpolation of these arrays for all data points (i = 1...N);
4 – calculation of the analytical signal A(i) (A = P1 − P2)
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(A is the difference between the two data sets in Fig. 6b); 5
– calculation of the ethanol function E(i) using the ethanol
spectrum model (Fig. 2) and ν(t) determined; 6 – determin-
ation of the water function W(i) using the recorded water
vapor absorption spectrum; 7 – calculation of correlation fac-
tors between array A and arrays E and W using orthogonal-
ization procedure; and 8 – calculation of ethanol and water
concentrations.

Calibration steps 5 and 6 may be done either once in
advance and stored in the computer memory, or each time.
The experimental determination of the ethanol function E is
very complicated, contains many steps and is not reliable be-
cause of the presence of narrow water lines (Fig. 6b). For
this reason, the calibration procedure is based on the ethanol
spectrum model (see Fig. 2b solid line). We did not use the
HITRAN [25] database to calculate the water function W be-
cause the difference between the experimental water spectrum
in this spectral range and the spectrum calculated using HI-
TRAN data was too large. In contrast, the experimental W
determination was rather quick and simple. Two signals were
recorded to obtain W with a reflector installed at two different
distances from the instrument.

The data processing technique described above made the
final result insensitive to several disturbance factors in trace
absorption detection: preliminary step – insensitive to back-
ground radiation variations being slow with respect to the
signal period (100 µs–5 ms); step 1 – insensitive to the TDL
baseline; step 4 – insensitive to the TDL intensity variations
being slow with respect to the sampling time (5–15 µs); step 7
– insensitive to environmental water concentration variations.
The procedure demonstrated for ethanol detection is valid for
all broadband absorbers. We also used it with some modifica-
tions (data filtering) for small molecule detection.

The software developed allowed independent treatment of
each signal pulse (rapid monitoring mode). Thus, the mini-
mum duration of one measurement of molecule concentration
could be as quick as the pulse repetition period. Averaging
over a train of pulses led to noise reduction.

6 Results

The analytical array A can be presented as:

A (i) = P0CL × E(i) + a(i); i = 1, ..., N . (3)

Here, a(i) is the signal noise or disturbance component.
Noise limits detection sensitivity. Minimum detectable

concentration, Cmin, and absorption, αmin, can be determined
(if white noise is considered) for data processing in use:

Cmin = 1

P0 L

√√√√ 1

N

N∑
i=1

a(i)2

/ N∑
i=1

E(i)2

= std(a)

P0 L
√

N × std(E)
; ámin = std(a)√

N
. (4)

Here, std(E) is the standard deviation of the ethanol function
array E(i).

Cmin characterizes the sensitivity of the particular sys-
tem to detect a given molecule. To characterize experimen-
tal results presented in this section, we shall use the mini-
mum detectable molecule partial pressure in the gas mixtures

under investigation – Pmin = P0Cmin. This value was experi-
mentally measured when sample cells were filled. Integrated
concentration – Cmin L (see (2)) is frequently used to char-
acterize molecule detection sensitivity. This value is insensi-
tive to the sample cell or open-path length (traditionally its
unit is ppm× m). αmin was mentioned in the introduction and
æmin = αmin/L determines the minimum detectable absorp-
tion coefficient.

6.1 Laboratory test

We performed a calibration test on both the de-
veloped instrument and the detection procedure for trace
broadband absorbers. Below, we shall demonstrate results
for ethanol, because experiments with ethanol are more dif-
ficult in comparison with propane and many other complex
molecules. Calibrated gas mixtures with known ethanol par-
tial pressures P were used for calibration. Before each meas-
urement, the reference signal was recorded with the sample
cell (L = 8.6 cm) filled with environmental air. Then the cell
was evacuated and filled with a different ethanol pressure –
P (calibrated pressure below) from 0.5 to 31 Torr. Ethanol
vapor over 98% liquid ethyl alcohol was used as the ethanol
source. The spectrum of such a sample at low pressure con-
tains narrow water lines and cannot be used for calibration.
Atmospheric air was added to the cell to bring the total pres-
sure to P0 = 1 atm. This procedure had to be slow enough to
prevent ethanol condensation on the cell walls.

We averaged over 120 waveform periods with a measure-
ment time of 0.5 s. The ethanol partial pressure was deter-
mined using a data processing procedure (see Sect. 2.4) and
is presented in Fig. 8 as a calibration function for the gas mix-
tures used. A linear fit (solid) with 95% confidence lines (dot-
ted) demonstrates good technique linearity. The correlation
coefficient between calibrated and measured ethanol partial
pressures was 0.990 ± 0.015. Difficulties in the preparation
of calibrated gas mixtures (ethanol condensation) were re-
sponsible for the standard deviation of the difference between
experimental points and linear fit – 0.26 Torr. The standard

FIGURE 7 TDL frequency instability, ν−ν0, when thermistor signal (1) or
spectral line position (2) were used for feedback to TE
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FIGURE 8 Measured ethanol partial pressure in calibrated gas mixtures vs.
calibration mixture, circles – experiment; solid – linear fit, dotted – 95%
confidence; L = 8.6 cm, P0 = 1 atm

deviation of the measured partial pressure for a given cali-
brated mixture had the smaller std of 0.16 Torr.

An example of ethanol monitoring presented in Fig. 9
was obtained using a bubbling technique. The sample cell
(L = 8.6 cm) was installed in the TDL beam and was con-
nected to a volume with a calibrated water–ethanol solution.
Slow (0.1 l/min) atmosphere gas flow through the solution
provided a gas mixture with a reproducible water and ethanol
concentration. We used two volumes, one with distillated wa-
ter and other one with an ethanol–water solution (10 %vol.)
and we were able to connect each of them to the sample cell.
All other experimental details were the same as those given
above. The experiment presented in the figure started with
the water volume connected to the cell. The reference sig-
nal was recorded at that time. When volumes were replaced,
one can observe increasing or decreasing of ethanol integrated
concentration – CL. Half a minute was needed to replace the
cell volume content with the slow gas flow technique. The
measured ethanol integrated-concentration value recalculated
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FIGURE 9 Ethanol integrated concentration CL monitoring using the bub-
bling technique; L = 8.6 cm, P0 = 1 atm

to ethanol concentration in solution – 9.6 ±0.6 %vol. – was
in good agreement with the calibrated one – 10 %vol. (pre-
liminary equilibrium ethanol partial pressure was determined
using the same bubbling technique and FTS; interesting as-
pects of ethanol partial pressure thermodynamics above so-
lutions were considered in [27].) The minimum detectable
integrated concentration was found to be CL = 17 ppm×m.
This value corresponds to a minimum detectable ethanol par-
tial pressure Pmin = 0.15 Torr, similar to the calibration test.
Sensitivity limitations (see Fig. 9) were caused by the rather
slow processes. At the same time, the slow variation of the
analytical signal A baseline was observed in real time on the
computer screen. (Hence, sensitivity limitations in the present
experiments were related to the slow analytical signal baseline
variations).

An example of the rapid monitoring mode is shown
in Fig. 10. Each point is the result of an ethanol measure-
ment during one signal period (4.5 ms). Here, the laser beam
crossed a sample cell filled in the same way as during the cal-
ibration test. The cell was filled by environmental air (left)
and gas mixture (P = 9.6 Torr of ethanol in air) (right). Fig-
ure 10a and b presents transmission T and ethanol integrated
concentration – CL, respectively. In Fig. 10a, one can see
transmission variation when the beam crossed the cell: 100%
transmission when there was no cell in the beam, its reduc-
tion to 0% due to the cell walls, and some reduction because
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FIGURE 10 Transmission, T (a) and ethanol integrated concentration, CL
(b) measurements when laser beam was crossed by sample cell filled with
environmental air (left) and gas mixture (9.6 Torr of ethanol in air) (right);
L = 12 cm, P0 = 1 atm
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of light reflection by the cell windows when the beam passed
through the cell. When the first reduction in transmission was
detected, the software stored the signal prehistory in the com-
puter memory, calculated the reference signal, then recorded
the signal for some period of time (3 s for data presented),
and processed the data recorded. Additional noise can be ob-
served when a moving cell crossed the laser beam. Results
presented here were obtained with the cell having the low-
est noise. For other cells in use, noise was several orders of
magnitude higher. Minimum detectable integrated absorp-
tion Cmin L = 45 ppm×m was determined. It was limited by
the 12-bit ADC resolution, because change in the ADC pro-
grammable amplifier limits was followed by proportional
noise increase. Obtained Cmin L value has to be compared with
18 and 17 ppm×m (Figs. 8 and 9, respectively) obtained by
averaging of 120 signal periods. Due to signal averaging, in-
fluence of ADC resolution has to be reduced 11-times. The
final improvement in sensitivity after averaging was smaller
than that predicted because of flicker-type noise presence
(see Fig. 9).

7 Absorption detection sensitivity

In the present section we shall consider differ-
ent processes that limited absorption sensitivity. Significant
recorded signal variations due to optical misalignment, atmo-
spheric turbulence, etc. together with the broad, unstructured
spectrum of complex molecules prevent use of any filtering or
compensation during data processing. Hence, only direct sig-
nal recording can be used. At the beginning of our experiment,
the absorption sensitivity achieved was αmin = 3 ×10−3 [16].
In this respect it is necessary to mention that the maximum
ethanol absorption α for the highest ethanol partial pressure
presented in Fig. 8 was equal to 0.077. Variations in recorded
absorption were much smaller (see Fig. 6). During the ex-
periment it was found that several processes were responsible
for sensitivity limitation: intensity variations, environmental
water interference and inhomogeneity of the laser beam (see
below). All these processes had similar orders of magnitude.

Let us consider the minimum detectable absorption for ex-
periments presented in the previous section. The minimum
detectable ethanol partial pressure Pmin = 0.16 Torr obtained
for the calibration test and bubbling technique corresponds to
an absorption sensitivity (4), αmin = 9.1×10−6 for a measure-
ment time of 0.5 s. This value characterizes the instrument and
method in use. Results obtained are more than three orders
of magnitude better in comparison with previous results. The
improvement was achieved due to the above-mentioned an-
alytical spectral range change, laser frequency tuning stabi-
lization, and the orthogonalization procedure reducing inter-
ference with water absorption. Absorption sensitivity of the
rapid monitoring mode was found to be αmin = 2.5 ×10−5.
This experimental result is close to the 2.1 ×10−5 value cal-
culated based on ADC resolution and data processing in use.

As a 10−5 − 10−6 sensitivity level is considered as our
nearest goal, it is necessary to take into account the next physi-
cal limiting process. In [13] it was demonstrated that the basic
limitation of trace absorption detection using a TDL is related
to the physical properties of the TDL itself. The TDL active
area has inhomogeneous properties: excitation current density

(see Sect. 2.3), random radiation defect locations and tem-
perature and strain distributions, etc. Laser electromagnetic
standing waves interact with this inhomogeneous active area
to produce laser radiation with a given intensity, frequency,
polarization, near-field intensity and phase distribution on the
laser facet.

For other excitation currents, the overlapping of the stand-
ing wave and inhomogeneous active area will be different.
Hence, when the TDL excitation current is changed, one will
observe small variations in all the laser radiation parame-
ters mentioned above. Some of them (frequency and inten-
sity variations) were observed experimentally [28]. For trace-
molecule detection, variations in intensity (baseline) and laser
beam are of the main importance. Increasing baseline vari-
ations when a diaphragm was installed in the laser beam
described above was due to change in near-field laser radi-
ation with excitation current. Some of these problems were
solved by single-mode fiber usage, which made the TDL
beam homogeneous (for example, all long-term instabilities
mentioned in Sect. 3.1 were due to laser beam instability).
However, the basic problem of the baseline remains valid
because it is related to internal TDL properties. Typical vari-
ations in the baseline during laser pulses observed in our
experiments were of the order of 10−3 −10−4 and were repro-
ducible on a short timescale. For the rapid monitoring mode,
the baseline can be subtracted using the recorded reference
signal. On a long timescale, the inhomogeneous laser struc-
ture is unstable because of temperature fields, strains, etc.
changing. As a result, the baseline form is also changed. The
characteristic time for such changes is of the order of a few
minutes. This fact explains the above-mentioned flicker-type
limitation for TDL sensitive absorption detection. Several ap-
proaches developed to solve the baseline problem (to be pub-
lished elsewhere) promise to achieve 10−7 −10−8 absorption
detection sensitivity levels.

Characteristics of the DL radiation pattern are of great
importance for the problem under consideration. To investi-
gate TDL intensity distribution, a small diaphragm (1 mm in
diameter) was installed in the collimated laser beam (with
a diameter around 15 mm) after the objective (see Fig. 4).
The diaphragm was mounted on a two-coordinate transla-
tion stage with micrometric feedings and could be installed
at any point in the laser beam. The instrument operated in
the same mode as that presented in Fig. 6a. Additional re-
producible variations in the analytical signal (∼ 1%) simi-
lar to baseline variations in [28] were observed with the di-
aphragm installed. It was supposed that the TDL beam in-
homogeneity was responsible for this effect. To character-
ize this inhomogeneity, we measured the ratio of the sig-
nals from two data sets near the end of the pulse (ratio of
signals corresponding to different excitation currents). This
ratio has to be the same at any point in a homogeneous laser
beam. The experimental ratio distribution is shown in Fig. 11.
The chart only contains areas where the recorded signal was
more than 5% of its maximum value. In the vertical direc-
tion perpendicular to the laser p − n junction, the beam is
rather homogeneous. In the horizontal direction (x−axis) in
the plane of the junction it is very inhomogeneous, the above-
mentioned ratio changed from 2.2 on left side to 1.6 on right.
In other words, laser radiation for different currents had dif-
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FIGURE 11 Laser radiation diagram inhomogeneity, circle shows dia-
phragm dimension (see text)

ferent near-field intensities and phase distributions on the
laser facet (location, dimension, fine structure), and the same
for the far-field region – direction of beam propagation, its
dimension and wavefront form depend on laser excitation
current.

For detection of trace broadband absorbers, these effects
are very dangerous because any small change in the optical
scheme (change in optical alignment, atmosphere turbulence,
etc.) will cause large disturbances in the analytical signal. This
assumption was checked experimentally. The photodiode was
aligned to obtain maximum signal when all radiation was fo-
cused on its sensing area (no diaphragm was used) and a refer-
ence signal was recorded. Then the photodiode was gradually
displaced in four directions to have half of the previous signal
and the right, up, down and left parts of the laser beam were
recorded by the photodetector. The analytical signal A(i) ob-
tained is presented in Fig. 12. As can be seen, the disturbances
were as big as 1%. Similar to Fig. 11, disturbances in the ver-

0 50 100 150 200

-0.01

0.00

0.01

4

3

2

1

A

i

FIGURE 12 Analytical function A(i) for photodiode displacements in dif-
ferent directions with respect to its initial position: 1, right; 2, up; 3, down;
4, left

tical direction are smaller in comparison with the horizontal
direction.

To overcome the effect of inhomogeneous TDL beam,
several approaches can be proposed: 1 – to develop a TDL
with a smaller dimension in the plane of its p −n junction
to prevent laser near-field radiation variations with excitation
current; 2 – to install a small diaphragm in the beam to make
the transmitted part of the beam more homogeneous; 3 – to
use a scattering screen to make radiation recorded by the pho-
todetector more homogeneous, etc. In the last two cases, sig-
nificant reduction of recorded signal will take place. The most
attractive approach to obtain homogeneous laser radiation is
related to the employment of a TDL coupled with a single-
mode fiber. Figure 13 demonstrates a test of this assumption.
The measurement procedure was the same as for Fig. 10. Two
TDL modules were used in this experiment. The first module,
with a laser similar to the one used in previous experiments,
was installed in the experimental set-up (left). A dramatic
increase in noise (αmin ∼ 2 ×10−3) was observed when the
laser beam was crossed by a glass plate. We used glasses with
different qualities. Different types of disturbances were ob-
served: interference fringes dominated for high-quality glass
with parallel surfaces, while for a low-quality glass, a deflec-
tion in the direction of beam propagation was observed when
the glass crossed the laser beam. The results presented were
obtained with the second type of glass plate. The results we
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FIGURE 13 Transmission T (a) and absorption – α (b) measurements when
laser beam was crossed by a glass plate: diode laser (left), diode laser coupled
to single-mode fiber (right)
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obtained obviously take into account the above considera-
tions, because laser beam deflection has to produce a signal
waveform variation if the beam is inhomogeneous. A homo-
geneous laser beam was obtained when the TDL in use was
coupled to a single-mode fiber. TDL radiation was focused
on the fiber facet by a spherical lens. Experimental results
with this TDL module are presented in Fig. 13 (right). In spite
of significant recorded intensity variations, the great absorp-
tion sensitivity improvement is obvious. Minimum absorption
sensitivity αmin ∼ 4.8×10−5 was measured. The value we ob-
tained corresponds to a minimum detectable integrated con-
centration of Cmin L = 88 ppm×m (4). It is two times worse
in comparison with results presented in Fig. 10 because more
detailed investigation showed the presence of a disturbance
correlated with the transmission signal.

8 Field tests

The technique presented above was developed for
particular applications; several are presented below. Figure 14
shows the first demonstration of the possibility of measur-
ing trace ethanol vapor concentration inside a moving car
passing through the laser beam. The instrument and scatter-
ing screen were installed on opposite sides of the road. Data
acquisition and processing were the same as for Fig. 13. In
transmission T one can easily observe the car structure. From
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FIGURE 14 Transmission, T (a) and CL, ethanol integrated concentration
(b) measurements when laser beam was crossed by moving car without (left)
and with ethanol vapor inside (right)

left to right: front window, driver window, driver head, driver
seat, rear window, etc. This experiment took place before we
were able to use a TDL coupled with a single-mode fiber.
A scattering screen was used to make the laser beam more
homogeneous (see above). However, it is obvious that the re-
sult obtained was worse in comparison with the single-mode
fiber used to obtain a homogeneous laser beam. Because car
windows deflected the laser beam, which remained partially
inhomogeneous, the disturbances we observed were large.
Significant signal reduction due to the scattering screen pro-
duced high noise for 100% transparency time intervals. We
determined a minimum detectable integrated concentration
Cmin L = 350 ppm×m sensitivity in this experiment, which is
not enough, but reaching higher sensitivity in this case was
not our goal. This was the first field test of an instrument
and approach developed for rapid remote monitoring of trace
complex molecules (broadband absorbers). Two events are
presented in Fig. 14. In the first case (left), when the car passed
the laser beam, no ethanol was detected inside. Before the sec-
ond event was recorded, some ethyl alcohol was evaporated
inside the car and an ethanol concentration of 630 ppm was
measured.

The next example of a field test is presented in Fig. 15. We
used an instrument [22], the detailed description of which is
the subject of a forthcoming publication. The instrument was
installed in the corridor of our building. TDL light was scat-
tered from a wall located at 45 m from instrument. A mirror
(15 cm in diameter) collected scattered light on an InGaAs
photodiode. Data processing similar to Fig. 9 with a 500-µs
signal period and 600 averages was used in this experiment.
The figure presents CL – integrated propane concentration.
At the beginning of the experiment no propane concentration
was detected at a level of 1 ppm. The sensitivity for this type
of instrument is determined by photodiode noise because the
recorded scattered laser light is very small (around 1–5 nW).
At a given time, 13 : 56 : 15, a propane-containing volume was
opened and a few liters of propane were freed towards laser
beam. When the beam was crossed by the gas flow, a narrow
spike was generated. To understand the form of the CL behav-
ior, it is necessary to remember that the experiment took place
in a long corridor. After crossing the laser beam, propane flow
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FIGURE 15 Propane leakage detection using instrument developed and to-
pography reflector at 45 m distance
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reached the corridor wall, was reflected, and after some time
propane again appeared in the laser beam (broad maximum
with CL variation). At some time the propane concentration
was the same in the whole corridor cross-section. After this
moment, the instrument detected constant integrated concen-
tration with a value depending only on the propane leakage
volume.

9 Conclusion

In the present paper we describe new hardware,
software and data-processing approaches for trace complex-
molecule detection. Different physical processes limiting sen-
sitivity were considered and solutions were developed to re-
duce the mechanisms which influence instrument operation.
Absorption sensitivity of the rapid-monitoring mode of the
instrument developed was demonstrated to be αmin = 2.5 ×
10−5 for trace complex-molecule detection and measurement
time 4.5 ms. Taking L = 500 m if either a “Chernin” multipass
cell [29] or an open path with retro reflector is used, the mini-
mum detectable absorption coefficient æmin = 4.8×10−10 can
be considered as being realistic for trace complex-molecule
detection with a measurement time in the ms range, provided
that a spectral range is chosen so that atmospheric absorption
can be avoided. Achieved absorption sensitivity is good even
in comparison with “small” molecule detection. The sensitiv-
ity limit was mainly determined by the 12-bit resolution of
ADC in use. Averaging of signal trains can provide at least 10-
times improvement in αmin for a 0.5-s measurement time. The
first results of the application of the developed technique for
monitoring trace complex molecules in-field are presented.
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