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Abstract. Femtosecond laser pulses were applied to study the
energy deposition depth and transfer to the lattice forAu, Ni,
andMo films of varying thickness. The onset of melting, de-
fined here as damage threshold, was detected by measuring
changes in the scattering, reflection and transmission of the
incident light. Experiments were done in multi-shot mode and
single-shot threshold fluences were extracted by taking in-
cubation into account. Since melting requires a well-defined
energy density, we found the threshold depends on the film
thickness whenever this is smaller than the range of electronic
energy transport. The dependence of the threshold fluence
on the pulse length and film thickness can be well described
by the two-temperature model, proving that laser damage
in metals is a purely thermal process even for femtosecond
pulses. The importance of electron–phonon coupling is re-
flected by the great difference in electron diffusion depths of
noble and transition metals.

PACS: 78.47.+p; 79.20.Ds; 72.15Eb

It is well known that using subpicosecond pulses in laser abla-
tion has two major advantages over using nanosecond pulses:
much lower fluences are needed to accomplish ablation [1–5]
and considerably sharper contours can be achieved [2, 6–8].
The latter is illustrated in Fig. 1 for stainless steel1. Fig-
ure 1a shows a hole produced with248-nm, 25-nspulses, and
Fig. 1b presents one obtained with120-fs pulses of the same
wavelength. The precision of the lower edge is magnified in
Fig. 1c. Obviously, melting and debris contamination greatly
reduce the quality of microstructures that can be achieved
with nanosecond pulses. For such pulses thermal energy dif-
fusion into deeper parts of the material takes place during
excitation, which reduces the energy density near the surface

1 The authors thank Dipl.-Ing. G. Herbst, Fimea GmbH, Berlin-Adlershof,
for his permission to publish these results.
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and broadens the energy distribution. The diffusive energy
transport can be truncated by using metal films with thick-
ness smaller than the diffusion length. This effect was shown
for nanosecond pulses and the decrease of ablation threshold
with film thickness was described by the thermal diffusion
model [9–11].

In this paper we want to show that also for femtosecond
laser pulses there is diffusive energy transport by hot elec-
trons as long as there is no thermal equilibrium between elec-
trons and phonons [4, 12–14]. The resulting electron thermal
diffusion length is the decisive quantity for fs-laser mate-
rial processing, determining both the damage threshold and
the structure sharpness. Corkum et al. [15] were the first to
point out that the range of electronic thermal diffusion is de-
termined by the electron–phonon coupling strength. On the
basis of the two- temperature model they calculated the elec-
tronic diffusion range and defined a critical pulse duration
τc, which separates the ultrashort and ns ablation regimes.
It is important to note, however, that diffusion of hot elec-
trons presupposes the existence of an electron temperature
brought about by collisions of excited electrons with those
near the Fermi level [16–19]. The time to convert the initially
highly non-equilibrium electrons into a thermal distribution
depends, therefore, on excitation energy and density of states
(DOS) at the Fermi level. Consequently, the conversion takes
much longer for noble metals than for transition metals.

Before an electron temperature is established, the non-
equilibrium electrons penetrate into the material with ballistic
velocities of the order of106 m/s in the case ofAu [19–21].
Accordingly, the ballistic range can reach100 nmfor 100-fs
pulses. In transition metals with larged-band densities, this
is of the order of the optical penetration depth. Hence, when
considering the transport of absorbed energy into the depth of
the material we have to distinguish three processes occurring
in successive time intervals, as sketched in Fig. 2. The first
process is the highly non-equilibrium state of excited elec-
trons which relax by electron– electron (e−e) collisions. The
duration of this phase is determined by the collision rate, gov-
erned by the DOS at the Fermi level. The second interval is
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Fig. 1a–c.Microstructuring of a stainless steel sheet with248-nm laser ra-
diation. a A hole drilled with 25-ns pulses and a fluence of about8 J/cm2.
b A rectangular hole cut with120-fs pulses at1×1013 W/cm2. c A magni-
fied picture of the exit edge inb. These ablation structures were produced
by G. Herbst, Fimea GmbH, Berlin

characterized by the existence of a Fermi distribution and the
diffusion of hot electrons driven by the temperature gradient.
The hot-electron bath cools by electron–phonon (e− ph) in-
teraction, the strength of which limits the diffusion range. The
final state is reached when electrons and the lattice are in ther-
mal equilibrium, where the common thermal diffusion drives
the heat dissipation into the material.

The range of heat diffusion prevents sharp microstructural
contours and constitutes an energy-loss mechanism. This was
discussed at the COLA’93 meeting and elsewhere [9–11] for
nanosecond laser pulses, where electrons and lattice are in
thermal equilibrium. Here, we will treat the energy deposi-
tion depth for subpicosecond pulses where the electrons and
lattice are out of equilibrium. Although rate-equation models
have been proposed to describe the initial redistribution of
the absorbed energy [19, 20], we will show that the two-
temperature model (TTM) [22] can be successfully applied to
predict threshold fluences for melting. Even the ballistic mo-
tion can be incorporated into the TTM by altering the source
term [13, 14]. The crucial parameter is thee− ph coupling
constant,g, which determines the range of hot-electron diffu-
sion and thereby governs both the energy loss into the mate-
rial and the zone of thermal damage. In accordance with their
differentg values, we find vastly different energy deposition

Fig. 2a–c.Relaxation phases following optical excitation of metals. Att = 0
a highly non-equilibrium state is generated (a) which deexcites bye−e col-
lisions to form an electron temperature (b). This, in turn, cools bye− ph
interaction until it reaches thermal equilibrium with the lattice (c). The en-
ergy distributions inside the material and transport velocities are indicated
on the right

ranges for noble and transition metals. Once the metal film
thickness is smaller than this range, the fluence threshold de-
creases again linearly with thickness, since the critical energy
density required for melting remains constant.

1 Two-temperature model

As soon as an electron temperature is established, the
TTM [22] can be applied to describe the temperature dynam-
ics. It consists of the diffusion equations for the electrons and
lattice, coupled by a term proportional to the temperature dif-
ference of the two reservoirs multiplied by the strength of the
electron–phonon interaction:

Ce (Te)
∂Te

∂t
=∇ (Ke∇Te)− g(Te−Tl)+S(z, t) (1)

Cl
∂Tl

∂t
=∇ (Kl∇Tl)+ g(Te−Tl) , (2)

whereC andK are the heat capacities and thermal conductiv-
ities of the electrons and lattice as denoted by the subscriptse
andl . The source termS(z, t) contains the absorbed energy
and will be discussed in Sect. 1.3. Since in metals the ther-
mal conduction is dominated by electrons, we neglected the
diffusion term for the lattice in (2).

1.1 Diffusion depth for nanosecond pulses

In the nanosecond pulse regime the electrons and lattice are
in thermal equilibrium,Te= Tl . Hence, the dependence on the
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e− ph coupling strength vanishes, and (1) and (2) reduce to
the usual heat diffusion equation:

C
∂T

∂t
− K∇2T = S(z, t) . (3)

The solution for pulsed excitation has been frequently
discussed in the literature (see, e.g., [11, 14, 23, 24]). For
a δ-function pulse in time and an absorbed fluence,Fabs, in
a surface layer atz= 0, one finds fort > 0 a temperature
increase∆T = T−T0:

∆Tδ (z, t)= Fabs

C
√
πDt

exp
(−z2

4Dt

)
, (4)

whereD = K/C is the diffusivity of the material. This tem-
perature distribution decays rapidly in time and spreads into
the material with a thermal diffusion lengthL th,δ =

√
πDt.

For Gaussian pulses, (3) must be solved numerically and one
finds that the thermal diffusion length isL th,T max=

√
2Dτ at

the time when the lattice temperature has reached its max-
imum at the surface, i.e., when damage occurs. The timeτ is
defined as the half width at half maximum of the laser pulse,
τ = τL/2 [14, 25].

Figure 3a illustrates the diffusive temperature spread
in gold during the first100 nsafter excitation by a Gaus-
sian pulse ofτL = 25 ns and an absorbed fluence ofFabs=
130 mJ/cm2. Taking into account ballistic transport [19–21],
the calculation assumed an initial energy distribution of

Fig. 3a,b. Lattice temperature distributions at certain times after excitation
of a Au bulk sample by Gaussian pulses ofτL = 25 ns(a) and 200 fs (b)
with a fluence of130 mJ/cm2. The curvesshow the time evolution of the
spatial distributions in intervals given by the numbers in nanoseconds. The
insetsshow the time dependencies of the thermal diffusion lengths calcu-
lated with the full TTM for a Gaussian pulse and finite absorption depth
(solid lines) and from the solution (4) forδ-function excitation. The range
of electron diffusion is given byLc (see Sect. 1.4)

120 nm. Note the deep penetration of the temperature dis-
tribution into the material. The profiles in Fig. 3a can be
scaled up to higher fluences and provide an impression of
the thermal damage zone when microstructuring metal with
nanosecond laser pulses. The inset shows the time develop-
ment of the thermal diffusion length and compares results of
TTM calculations for Gaussian pulses (solid line) with theδ-
pulse approximation (dashed line). One recognizes that for
t ≥ 2τL both curves become identical and the diffusion length
is given byL th,δ =

√
πDt.

The consequence of thermal diffusion is that for materials
thicker thanL th,Tmax, only a fraction of the absorbed energy
remains near the surface and contributes to melting and evap-
oration. This energy transport to deeper parts of the sample is
ignored when using the total absorbed energy densityFabsα
to define the damage threshold (α is the absorption constant).
Instead, damage results whenFabs/L th,T max exceeds the criti-
cal energy density required for the phase transition. For films
with thicknessd< L th,T max, diffusion is blocked and, at con-
stant fluence, the energy density increases with decreasingd.
Accordingly, the threshold fluence for damage decreases with
d, as shown in [9–11].

1.2 Excitation with femtosecond pulses

For excitation with ultrashort pulses, the termg (Te−Tl) > 0
in (1) and (2) determines cooling of the electron bath after it
has reached thermal equilibrium as defined by a Fermi dis-
tribution (Fig. 2). The influence of hot-electron diffusion on
the lattice temperature distribution is displayed in Fig. 3b for
a few time intervals after excitation ofAu with one 200-fs
pulse with an absorbed fluence of130 mJ/cm2. Compared
to the case with nanosecond pulses, the thermal diffusion
range is much shorter and the maximum lattice temperature
at the surface, reached30 psafter excitation, approaches the
melting temperature. The thermal damage zone would shrink
accordingly whenAu is processed with femtosecond laser
pulses. In the inset of Fig. 3b we again compare the time vari-
ation of the diffusion length forδ-function excitation with
the one calculated by the TTM for a Gaussian pulse and
a 120-nm absorption depth. As a consequence of thee− ph
coupling we observe at about30 ps the onset of a plateau
which corresponds to the diffusion rangeLc of hot electrons,
as discussed in Sect. 1.4. The critical pulse durationτc, which
separates the ultrashort-pulse regime governed byLc from
the ns ablation governed byL th,T max can be derived from
Lc= L th,T max=√2Dτc (see Sect. 1.5).

Relaxation patterns predicted by the TTM for100-nm Au
andNi films are shown in Fig. 4; they assume absorption of
200-fs, 400-nm pulses of23 mJ/cm2. The absorbed energy
density was chosen to reach the melting points of the lattices.
The electron and lattice temperatures at the front and rear sur-
faces of the films are plotted in both cases. The curves are
typical for noble and transition metals. The transfer of energy
to the lattice proceeds about ten times faster forNi because of
the much largere− phcoupling constant (see Table 1). There
is no significant heat transport through theNi film to the rear
surface, where the temperature barely changes even though
the front surface reaches the melting point.

The opposite is true for noble metals with weake− ph
coupling, as can be seen in Fig. 4 forAu. The lattice tem-
perature rise at the front surface is much slower since most
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Fig. 4. Time dependence of electron and lattice temperatures predicted by
the two-temperature model for100-nm Au and Ni films irradiated with
a single200-fs, 400-nm laser pulse at a fluence of23 mJ/cm2. The tempera-
tures at the front (solid lines) and rear (dashed lines) sides of the films are
plotted, which are indistinguishable for the Au film but very different for
Ni. The upper time scale forAu differs by nearly a factor of ten from the
lower one forNi

of the absorbed energy is transported into the interior of the
metal. Using the same fluence, it takes 10 times longer for
the Au than for theNi film to reach the melting point. The
quick spread of absorbed energy throughout the entire film is
proven by the fact that we barely see any difference between
the lattice temperature at the front and rear surfaces of theAu
film. This demonstrates that microstructuring is much more
efficient in metals with stronge− ph coupling.

1.3 The source term

As illustrated in Fig. 2, the first phase after photon absorption
is ballistic motion of non- equilibrium electrons [13, 14, 19–
21]. For transition metals the ballistic range is of the order of
the optical absorption depth. For noble metals with a much
smallere−e collision rate, however, the ballistic transport
depth is significant and must be taken into account. Fig-
ure 5 demonstrates its influence on electron temperature re-
laxation at the surface ofAu films. Examples are presented
for thickness smaller than, equal to, and larger than the ballis-
tic range of100 nm. The electron temperature was generated
by 400-nm, 200-fs pump pulses and probed by the transient
reflectivity of500-nm, 100-fs probe pulses. At500 nmthe re-
flectivity is proportional to the electron temperature [13, 14].
The dashed lines are calculated by the TTM and overestimate
Te for short times, except for the20-nmfilm. The experimen-
tal data prove that the energy density is lower than expected
from absorption whenever ballistic transport takes place. This
can be taken into account by introducing an effective initial
absorption depth into the source term of (1) [13, 14], consist-
ing of the sum of the optical absorption depthλ0 = α−1 and

Fig. 5. Comparison of experimental transient reflectivities [14] with predic-
tions of the two-temperature model forAu films of thickness smaller than,
equal to, and larger than the ballistic range of100 nm. The data were meas-
ured in pump–probe mode with400-nm, 200-fs pump pulses of1 mJ/cm2

and p-polarized probe pulses of500 nmand 100 fs. Solid lines represent
TTM calculations taking into account the ballistic penetration depth;dashed
lines ignore this correction

the ballistic rangeλball. This leads to a modified source term:

S(z, t)= I (t) (1− R−T)

× exp(−z/(λ0+λball))

(λ0+λball) (1−exp(−d/(λ0+λball)))
. (5)

When this expression is applied, the solid lines fit the ex-
perimental data perfectly up to about4 psfor λball = 105 nm.
This range is in agreement with the results reported in [21].
Deviations between the measured results and TTM predic-
tions for times longer than4 psare caused by slight changes
in the band structure with increasing lattice temperature
which, in turn, affects the reflectivity. The phenomenological
character of the TTM is unable to incorporate such effect.

The effective energy deposition depth following optical
absorption and spreading by ballistic transport will from now
on be included in the source term of all TTM calculations for
Au films.

1.4 Electron diffusion length

Figure 4 shows that the equilibration time for electrons and
the lattice depends on thee− ph coupling constant, thereby
determining the diffusive penetration depth of the electrons.
Corkum et al. [15] gave estimates of these two quantities
in terms of the thermal constants of the material. This will
briefly be recapitulated here. One uses the approximation
that electronic heat transport proceeds almost unhindered by
electron–phonon interaction for a timeτR until a crucial
lengthLc is reached, beyond which equilibrium thermal dif-
fusion takes over. With this assumption, an estimate ofLc
andτR can be found from the diffusion equation for electrons
only. By neglecting thee− ph coupling term and introducing
the relations [14]Ce= AeTe andKe= Ke,0Te/Tl , we change
(1) into a diffusion equation forT2

e :

Ae
∂

∂t

(
T2

e

)= Ke,0

Tl

∂2

∂z2

(
T2

e

)+2S(z, t) . (6)
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The constantsKe,0 and Ae describe properties of the elec-
trons such as the density, Fermi energy, effective mass, and
electron–phonon collision rate. Analogous to (4), the solution
of (6) is [14, 15]

T2
e (z, t)=

2Fabs

Ae

√
AeTl

πKe,0t
exp

(−AeTl z2

4Ke,0t

)
. (7)

From this expression one can define the critical length for the
diffusion of electrons:

Lc=
√

2Ke,0

AeTl
τR , (8)

whereτR= AeTe(z= 0, τR)/g is the electron–phonon relax-
ation time.

Since we are concerned with melting, it is desirable to ex-
press the crucial length in terms of the melting temperature
Tm. Substituting the absorbed fluence by the threshold fluence
for melting, Fabs≡ Fth = Cl TmLc, we obtain an expression
which relates the electronic diffusion length to the melting
temperature ande− ph coupling strength [14, 15]:

Lc=
(

128

π

)1/8
(

K2
e,0Cl

AeTmg2

)1/4

. (9)

The importance of this relation is that the dependence of
the threshold fluence on the film thickness changes dramati-
cally when the thicknessd exceedsLc, as will be shown in
Sect. 2.1.

1.5 Electron–phonon energy transfer time

An analogous expression for the electron–phonon relaxation
time is found by combining (8) and (9), leading to:

τR=
(

8

π

)1/4( AeTmCl

g2

)1/2

. (10)

It was pointed out by Corkum et al. [15] that the critical pulse
durationτc, beyond which the threshold fluence shows the
usual

√
2Dτ dependence, discussed for nanosecond pulses in

Sect. 1.1, can be derived from the conditionLc = L th,T max.
Using (9), one finds the following expression [15]:

τc=
(

8

π

)1/4( C3
l

AeTmg2

)1/2

. (11)

2 Comparison with experimental results

Laser-induced damage is defined here as melting of the sur-
face. It can be detected either in situ by observing changes
of optical properties like reflection, scattering, and transmis-
sion [4, 12] or later on by scanning electron microscopy [2, 3,
6, 7]. To start the melting process, the absorbed energy dens-
ity has to match the critical valueCl (Tm−T0). Assuming

T0� Tm, melting requires a threshold fluenceFth = Cl TmLc,
which can be rewritten by inserting (9) [14]:

Fth =
(

128

π

)1/8
(

K2
e,0C5

l T3
m

Aeg2

)1/4

. (12)

This formula provides the desired link between theab-
sorbedlaser fluence, the melting temperature, and thee− ph
coupling strength.

2.1 Damage thresholds forAu films

The threshold fluences ofAu films have been investigated by
Stuart et al. [3] as a function of both film thickness and pulse
length by using1053-nm laser pulses. In our laboratory we
studied the melting threshold with400-nm, 200-fs pulses as
a function of the film thickness [4, 12, 14]. The different pho-
ton energies imply that Stuart et al. excited onlys electrons,
whereas we also excitedd electrons. We will first discuss the
pulse length dependence obtained by Stuart et al., covering
the range from140 fsto 1 ns. Their results for a200-nm Au
grating have been replotted in Fig. 6. Each data point origi-
nates from typically 600 shots on one spot and the damage
threshold was detected by scanning electron microscopy [3].
The shaded band represents a TTM fit to the data that uses
theAu thermal constants listed in Table 1, including their un-
certainties, and takes into account transient absorption due
to a change of reflectivity with electron temperature [13, 14].
The dashed line shows the result of the same TTM calcula-
tion, but with constant absorption. The good agreement be-
tween experimental data and the TTM prediction for transient

Fig. 6. Pulse length (FWHM) dependence of melting threshold fluences
measured by Stuart et al. [3] on a200-nm - thick Au grating with1053-nm
pulses. Theshaded bandresults from the two-temperature model, includ-
ing uncertainties in the constants and the transient change of reflectivity
with electron temperature. Thedashed lineresults from TTM calculations
based on constant absorption. Thearrow indicates the timeτc (see (11)),
beyond which heat transport proceeds with equilibrium thermal diffusion,
proportional to

√
τL
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Table 1. Material constants used for TTM calculations. The values for
electron–phonon coupling constantg are for Ni and Mo from [12] and
for Au from [13]. Thermal conductivitiesKe,0 at T = 273 K are taken
from [27], lattice heat capacitiesCl at T = 300 K are from [28]. The spe-
cific heat constantsAe for Au andNi are copied from [27], while the value
for Mo was obtained from the fit

metal g Ae Ke,0 Cl Tm

(1016 W m−3 K−1)(J m−3 K−2)(W m−1 K−1)(106 J m−3 K−1) (K)

Au 2.1 71 318 2.5 1337
Mo 13 350 135 2.8 2896
Ni 36 1065 91 4.1 1728

absorption proves the applicability of the model and empha-
sizes the necessity to include the transient character of the
reflectivity for short times. Our fit, represented by the solid
line in Fig. 6, yieldsg= 2.2×1016 W m−3 K−1, whereas Stu-
art et al. [3] reportg= 35×1016 W m−3 K−1, which strongly
deviates from literature values, which scatter in the range
(2−4)×1016W m−3 K−1 [12].

In Fig. 6 an arrow indicates the timeτc, the beginning of
heat diffusion in thermal equilibrium, scaling with

√
τL , as

discussed in Sect. 1.1. Note thatτc scales withg−1, therefore
the deviation from

√
τL would occur at shorter pulse lengths

for transition metals with their largere− ph coupling.
For laser microstructuring with high precision, the ther-

mal damage zone is of interest. For this reason we kept the
pulse length constant and varied the thickness [4, 12] to inves-
tigate the electronic diffusion length (defined in Sect. 1.4). We
measured melting thresholds by observing changes in scat-
tering, reflection, and transmission of the laser light during
multi-shot irradiation of one spot in air at room tempera-
ture. Incubation effects were accounted for by extrapolating
multi-shot threshold fluences to single-shot values by utiliz-
ing the procedure proposed by Jee et al. [26]. The thickness
dependence of the melting thresholds ofAu films on fused
silica substrates obtained in this way is displayed in Fig. 72.
The solid line is a fit of the TTM to the data with the pa-
rameters listed in Table 1. The calculations included transient
changes in absorption, as discussed in connection with Fig. 6.
Three facts emerge from Fig. 7 as follows. (1) For thicknesses
larger than800 nm, the melting threshold saturates around
115 mJ/cm2, i.e., the sample is thick compared to the elec-
tronic diffusion range. (2) For films thinner thanLc= 443 nm
the threshold fluence increaseslinearly with thickness. As an
example, the melting fluence differs by a factor of ten (!)
between a10-nm film and a500-nm one. This observation
carries the message that films with thicknessd< Lc can be
structured with greater precision, and less energy per pulse
is required for the process. (3) The ordinate offset at zero
film thickness is interpreted as the melting enthalpy, which is
treated here as a fit parameter.

2.2 Damage thresholds ofNi and Mo films

The importance ofe− ph coupling for laser processing
can be demonstrated by studying the melting thresholds of

2 The fluence scale in [4] differs due to recalibration from the one shown
here and in [12].

Fig. 7. Dependence of threshold fluences on the film thickness ofAu films,
measured with200-fs, 400-nm pulses by recording changes in the scatter-
ing, reflection, and transmission at the melting point in multi-shot mode, as
reported in [12]. Single-shot fluences obtained by correcting for incubation
following the recipe of Jee et al. [26] are plotted. Thesolid line is a fit of
the data by TTM with the parameters listed in Table 1. Thearrow marks the
range of hot-electron diffusion before the electrons and lattice reach thermal
equilibrium

transition-metal films. As examples, we usedNi andMo films
on fused silica substrates (see also [12]). Figure 8a shows
the raw data for a100-nm Ni film taken in air at room tem-
perature. Changes in scattering, reflection, and transmission
were measured with400-nm, 200-fs pulses as a function of
the incident fluence. The fluence scan was recorded in multi-
shot mode at one spot, and each fluence step in Fig. 8a was
accumulated for 7500 laser shots.

There is a dramatic change in the scattered light in-
tensity around22 mJ/cm2, which coincides with a break
in reflection and the onset of transmission. We interpret
these effects as the onset of surface melting and we adopt
the corresponding fluence value as the multi-shot thresh-
old, FN, which still includes incubation effects. For ex-
trapolation to the single-shot damage fluence,F1, we used
the relationFN = F1NS−1, as proposed by Jee et al. [26],
where N is the number of shots andS a parameter de-
scribing the degree of incubation. The closerS is to unity,
the smaller the incubation.S can be obtained from the
slope of a double logarithmic plot ofNFN against the total
number of laser shots incurred at the multi-shot thresh-
old [4, 12].

Such measurements were carried out on elevenNi films
of different thickness on fused silica substrates. The result-
ing threshold fluences are plotted in Fig. 8b. Again we ob-
serve the same general trend as in Fig. 7, but with the film
thickness scaled down by a factor of about ten as a result
of the e− ph coupling strength forNi being 15 times larger
than that ofAu (cf. Table 1). The solid line is a fit by TTM,
this time with constant absorbed fluence. InNi the d band
is at the Fermi level, therefore transient changes in the re-
flectivity were less then1%. The electron diffusion length
indicated by the arrow is about30 nm, which compared to
Au is in agreement with the ratioLc(Ni)/Lc(Au). Note also
that the saturation fluence of22 mJ/cm2 for thick Ni sam-
ples is five times smaller than that forAu films, which reflects
the higher energy density in the near-surface region ofNi.
The damage threshold can be reduced even further for films
with d< 30 nm. The results in Fig. 8b guarantee that the
thermal damage zone is smaller than50 nm when nickel is
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Fig. 8. a Detection of melting threshold of a100-nm Ni film by measur-
ing changes in scattering, reflection, and transmission of400-nm, 200-fs
laser pulses as a function of absorbed fluence. Each data point represents
7500 laser shots at the same spot. Thearrow marks the multi-shot threshold.
b Variation of single-shot melting thresholds with film thickness, obtained
from measurements like the one shown ina. The solid line is a fit of the
data by TTM and thearrow indicates the value forLc

microstructured with200-fs or shorter pulses. The fact that
the TTM describes the data well proves that, even for such
ultrashort pulses, surface damage is still a purely thermal
process.

Analogous experiments were carried out withMo films
on fused silica substrates [12]. A multi-shot fluence scan
was made on one spot at room temperature in air. The
change in the optical properties with fluence are shown
in Fig. 9a, where again each data point represents the ac-
cumulated signal for 7500 shots. In comparison with the
case for Ni films (see Fig. 8), the onset of scattering,
marked by an arrow, is much less pronounced, but the
change in reflectivity is similar. The combination of both
yields a multi-shot threshold fluence which again can be re-
duced to a single-shot threshold, as described above (see
also [12]).

Figure 9b displays the dependence of single-shot melt-
ing thresholds on the thickness ofMo films. We observe the
same general trend as shown forNi films in Fig. 8b, although
the Mo data scatter more because the thresholds in Fig. 9a
are not as distinct as those forNi films. The reason for this
is most likely the different thermoelastic properties ofMo
films, which tend to fracture. The average saturation fluence
of Mo is about twice as large as that forNi. The solid line
represents a TTM fit to the data with thee− ph coupling
constant and electronic heat capacities being free parameters.
The results are listed in Table 1. The resultinge− ph coup-

Fig. 9. aChanges in scattering and reflection of400-nm, 200-fs laser pulses
irradiating a100-nm Mo film as a function of absorbed fluence. Each data
point represents 7500 laser shots at the same spot. Thearrow marks the
multi-shot threshold.b Dependence of single-shot melting thresholds on
film thickness with the arrow indicatingLc for Mo. The fit of the data by
TTM treats thee− ph coupling constant and the electronic heat capacity as
free parameters. Thesolid andopen symbolsoriginate from different sample
sets

ling strength is about 2.5 times smaller than the value forNi.
On the other hand, our result is about 6 times larger than the
one reported by Corkum et al. [15] forMo mirrors irradiated
with 9.3-µm pulses of varying lengths. The satisfying agree-
ment between our experimental data and model calculations
again proves that damage ofMo by ultrashort pulses is a ther-
mal process, which is surprising since the material is quite
brittle.

Despite the uncertainties of the saturation thresholds and
possible deviations between freestanding films and those on
fused silica substrates because of thermoelastic effects, the
data in Fig. 9b provide a guidance for microstructuring ofMo
films. They indicate that the thermal damage layer is smaller
than50 nm. In future studies it would be desirable to com-
plete the information by electron microscopy inspection of
the damage topography for different film thickness.

2.3 Comparison of femtosecond and nanosecond laser
damage as a function of film thickness

For technological applications it may be of interest to com-
pare threshold fluences required for structuring metal films of
different thickness with nanosecond or femtosecond pulses.
This is done in Fig. 10 forAu and Ni films, where the
single-shot threshold fluences for248-nm, 14-ns pulses re-
ported in [9] are plotted together with those obtained by using
400-nm, 200-fs pulses [4, 12]. Solid lines represent TTM fits,
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Fig. 10. Thickness dependence of damage thresholds measured with
248-nm, 14-ns and 400-nm, 200-fs laser pulses onAu and Ni films.
Nanosecond data are taken from [9].Solid linesrepresent fits by TTM and
dashed linesthose with the heat diffusion equation [11]. Theinset magni-
fies the thickness scale to emphasize the threshold saturation forNi films
damaged with200-fs laser pulses

dashed curves are calculations by using the common heat dif-
fusion equation [11]. In this figure, three observations are of
importance as follows.

(1) There is a dramatic reduction (a factor of 20) in the sat-
uration (bulk) threshold ofNi when changing from nanosec-
ond to subpicosecond pulses, in agreement with earlier re-
ports by Preuss et al. [1]3. In contrast, the difference forAu
films amounts to only a factor of about three. This empha-
sizes the importance ofe− ph coupling, which inNi films
retains the absorbed energy density near the surface and pre-
vents much diffusive loss to the interior.

(2) For the same reason, the electron diffusion range,
defined in (9) asLc, in Ni films is at least a factor of 30
shorter for femtosecond pulses than for nanosecond ones.
This large difference is due to the fact thate− ph coupling
does not enter nanosecond laser melting but plays a major
role in femtosecond laser damage. ForAu films with weak
e− ph coupling, such a change is much less pronounced
and amounts to only a factor of 3. This causes the thick-
ness dependence of damage thresholds to be rather similar for
nanosecond and femtosecond pulses.

(3) For both materials, however, we observe a strong de-
crease in the melting fluence with a decreasing film thickness
for d< Lc. This effect offers the possibility to achieve con-
tours with high edge precision and can be exploited for energy
saving in the processing of metal films.

3 Summary

Threshold fluences for melting metal films by ultrashort
laser pulses have been analyzed with the two-temperature
model. Experimental data were presented forAu, Ni, and
Mo films on fused silica substrates to provide a guidance

3 The absolute fluence values reported in [1] differ from ours by about
a factor of two.

for laser microstructuring of metals with femtosecond pulses
and to demonstrate the different responses of noble and
transition metals. For all three metals the variation of the
melting fluence with the film thickness was measured in
situ by observing the reflection, scattering, and transmis-
sion of the laser light. The experimental data were reduced
to single-shot thresholds and fitted by TTM calculations,
yielding the electron–phonon coupling strength. In the case
of Au, the pulse length dependence of melting thresh-
olds measured by Stuart et al. [3] was well reproduced by
the TTM provided the transient absorption was taken into
account.

These investigations lead to the following conclusions.
(1) In contrast to the case with nanosecond pulses, electron–
phonon coupling is important for femtosecond laser dam-
age. It governs the diffusion lengthLc ∝ (g)−1/2 of hot
electrons and thereby determines the energy density near
the surface. As a result, there are great differences in the
threshold fluences for the melting of noble and transition
metals. (2) Since melting requires a critical energy density,
below the critical valueLc a decrease in the film thick-
ness leads to a decrease in the damage threshold, which
is analogous to the case with nanosecond pulses except at
a reduced length scale. (3) The TTM is well capable of
quantitatively modeling threshold fluences for damage. This
result establishes that laser damage of metals, even with
femtosecond lasers, is a purely thermal process. (4) ForAu
films, transient optical properties and ballistic energy trans-
port must be accounted for in the source term, although
electron diffusion is the dominant process. For laser melt-
ing of noble metals, ballistic transport is of minor impor-
tance and it can safely be neglected for transition metals,
where its range does not exceed the optical absorption
depth.
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