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ABSTRACT We present a real-time investigation of ultra-fast
carrier dynamics in single-wall carbon nanotube bundles using
femtosecond time-resolved photoelectron spectroscopy. The ex-
periments allow us to study the processes governing the sub-
picosecond and the picosecond dynamics of non-equilibrium
charge carriers. On the sub-picosecond time scale the dynam-
ics are dominated by ultra-fast electron–electron scattering
processes, which lead to internal thermalization of the laser-
excited electron gas. We find that quasiparticle lifetimes de-
crease strongly as a function of their energy up to 2.38 eV above
the Fermi level – the highest energy studied experimentally. The
subsequent cooling of the laser-heated electron gas to the lat-
tice temperature by electron–phonon interaction occurs on the
picosecond time scale and allows us to determine the electron–
phonon mass-enhancement parameter λ. The latter is found to
be over an order of magnitude smaller if compared, for example,
with that of a good conductor such as copper.

PACS 78.47.+p; 81.07.De; 78.67.Ch

1 Introduction

Carbon nanotubes (CNTs) and in particular single-
wall carbon nanotubes (SWNTs) have attracted broad inter-
est due to their unique electronic structure and properties.
Among the most impressive demonstrations of their poten-
tial use in novel technologies are the fabrication of field-
effect and single-electron transistors from individual or small
bundles of SWNTs [1–4]. Other conceivable applications
include the implementation of CNTs as emitters in field-
emission displays [5, 6], ultra-strong fibers [7, 8], chemical
sensors [9, 10], supercapacitors [11] and more. As molecu-
lar field effect transistors they have already been implemented
into simple logic devices with outstanding transport charac-
teristics and promising scaling behavior [12]. As molecular
wires, carbon nanotubes exhibit exceptional resilience with
respect to current-induced failure and sustain current densi-
ties exceeding 109 A/cm2 before suffering fatal damage, as
reported by various groups [13–18]. The carrier-scattering
processes governing linear and non-linear transport properties
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in these devices, such as electron–electron (e–e), electron–
phonon (e–ph) or impurity scattering, are most frequently
investigated by conventional – i.e. time-independent – trans-
port studies. Here we present a complementary time-domain
study of carrier dynamics in bundles of single-wall carbon
nanotubes using femtosecond time-resolved photoemission.
This technique can probe carrier dynamics in real time and al-
lows us to access a wider energy range than typical transport
studies.

Time-resolved photoemission was developed from two-
photon photoemission [19, 20] and has become a powerful
technique for studies of surface and bulk electron dynamics
on the femtosecond time scale [21–28]. It has been most fre-
quently used to probe the relaxation of photoexcited electrons
with energies ranging from a few hundred meV above the
Fermi level (EF) up to the vacuum level. Here, we have ex-
tended the most commonly used pump–probe scheme to allow
an investigation of charge carriers from 2.38 eV above EF to
the immediate vicinity of the Fermi level and below, down to
about −0.2 eV. A detailed analysis of these experiments al-
lows us to study fundamental scattering processes such as e–e
or e–ph scattering directly in the time domain.

We find that e–e interactions in bundles of SWNTs give
rise to strongly increasing e–e scattering times as the carrier
energy approaches the Fermi level. These processes are rele-
vant not only for non-linear transport phenomena but are also
important for a variety of spectroscopies probing electronic
properties of these materials. The observed short electron life-
times ranging from 100 fs at 0.3 eV relative to EF down to less
than 10 fs at energies above 2.38 eV are expected to lead to
a significant broadening of spectral features in SWNT bun-
dles. The internal thermalization of the laser-excited electron
gas is facilitated by these e–e interactions and can be charac-
terized by a time constant of 200±50 fs.

On the other hand we find that e–ph interactions are weak
and, consequently, that the rate of energy transfer between
electrons and lattice is slow. The e–ph coupling parameter λ

obtained from our experiments is found to be 0.006±0.002,
which is over an order of magnitude smaller than the coup-
ling constant of a metal like Cu, for example [29]. Such weak
coupling of electrons to phonons may contribute to the high
resilience of nanotubes to current-induced damage.

The paper is organized as follows: in Sect. 2 we briefly dis-
cuss the experimental setup. In Sect. 3 we present a brief re-
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view of the optical properties of SWNT bundles together with
an analysis of features found in UV–vis absorption spectra.
The principles underlying time-resolved photoelectron spec-
troscopy and the analysis of our time-resolved photoemission
data are discussed in Sect. 4 before the article ends with a sum-
mary and conclusions in Sect. 5.

2 Experimental

2.1 Sample preparation and UHV system

Single-wall carbon nanotube samples used in this
study were made from as-produced soot and from commercial
nanotube suspension (tubesrice, Houston, TX) with similar
results for both types of samples. The commercial nanotube
suspension, containing SWNTs with a diameter distribution
peaked at 12 Å, is used to fabricate bucky paper samples ac-
cording to the procedure described in [30]. The SWNT paper
was attached to a small tantalum disk, making use of adhe-
sive forces after wetting both sample and Ta substrate with
a droplet of ethanol. Slow drying and the use of thin paper
(less than 0.5 mg cm−2) were required to prevent the sample
from peeling off the substrate. The sample temperature was
measured using a type-K thermocouple attached to the tan-
talum disk. As a reference we mounted a sample of highly
oriented pyrolytic graphite (HOPG) on the backside of the Ta
disk, using silver paint to facilitate good adhesive and thermal

FIGURE 1 Schematic illustration of the experimental setup. a UHV cham-
ber and some of its components. b Sample mount

contact. The HOPG sample was cleaved directly before being
transferred into the vacuum chamber.

A schematic illustration of the sample holder is shown
in Fig. 1. The sample could be heated resistively by a pair
of tantalum wires on which the Ta disk was suspended. The
temperature across the sample was homogeneous to within
less than one degree as estimated using the high-temperature
edge of thermal desorption spectra from rare-gas monolay-
ers adsorbed on the HOPG surface. The bucky paper samples
were outgassed thoroughly by repeated heating and annealing
cycles under ultra-high-vacuum conditions with a peak tem-
perature of 1200 K.

The sample holder was attached to a He continuous-flow
cryostat (Cryovac) which allowed sample cooling to about
40 K. The position of the sample within the chamber was con-
trolled with an xyz manipulator equipped with a differentially
pumped rotary feed-through to allow control of the azimuthal
angle. Ultra-high vacuum (UHV) of typically 1×10−10 mbar
was maintained by a combination of a membrane, turbo-drag
and turbo-molecular pump (Balzers).

All experiments were performed on a number of samples
and on different spots of each sample to ensure reproducibility
of the data. Unless mentioned otherwise, the results reported
here were obtained on purified tubes@rice material.

2.2 Laser system and optics for time-resolved
spectroscopy

Femtosecond laser pulses at 810 nm are generated
by a Ti:sapphire oscillator (Coherent MIRA 900) and subse-
quently amplified to a fluence of 4 mJ/pulse with 200-kHz
repetition rate by a regenerative amplifier (Coherent RegA
9000). The RegA output pumps an optical parametric am-
plifier (Coherent OPA 9400) to generate tunable femtosec-
ond pulses with wavelengths between 470 nm and 730 nm
and with a pulse energy of typically 100 nJ. These are com-
pressed using a pair of SF10 prisms to nearly Fourier-limited
pulses of 50–85 fs at full width at half maximum (FWHM).
The compressed OPA output is focused into a 0.2-mm-thick
BBO crystal (type I) by a f = 200-mm lens, generating
the second-harmonic beam. The fundamental and second-
harmonic beams are separated by a dichroic mirror and guided
to the UHV chamber. The time delay between visible pump
and UV probe pulses is adjusted by a computer-controlled
delay stage. The beams are focused onto the sample non-
collinearly (skew 2◦) by a fused-silica lens positioned out-
side the UHV chamber ( f = 300 mm). Both beams enter
the UHV chamber through a 1-mm-thick MgF2 window and
are incident on the sample at an angle of 45◦ with respect
to the surface normal. The resulting fluence for the visi-
ble pump and UV probe beams is typically 50 µJ/cm2 and
5 µJ/cm2, respectively. This corresponds to a pump power
of ∼ 109 W/cm2. The spatial overlap is adjusted by align-
ing the two beams outside the UHV chamber using a pinhole
of 150-µm diameter. The pulse cross-correlation width is de-
termined from the cross-correlation signal of higher-energy
photoelectrons from polycrystalline copper or tantalum in
combination with the known (ultra-short) lifetimes of excited
electrons in these materials [24, 31]. A schematic illustration
of this setup is shown in Fig. 2. For more details see [32].
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FIGURE 2 Schematic illustration of the optical setup for time-resolved
photoelectron spectroscopy

2.3 Time-of-flight photoelectron detection

Photoemitted electrons are detected by a time-
of-flight (ToF) spectrometer, which is shielded electrically
and magnetically by a cylindrical µ-metal (Co-Netic) tube
of 1.5-mm thickness. After entering a graphitized drift tube
through a 3-mm-diameter orifice, electrons drift through
a 30-cm-long field-free region and are accelerated onto a pair
of multi-channel plates (MCPs) after exiting the drift tube
through a highly transparent copper grid. The electron time-
of-flight distributions are acquired by a PC using the output
of a time-to-amplitude converter. The signal of a fast photo-
diode detecting the white-light leakage of the OPA is used
as a start signal for the time-to-amplitude conversion, while
the amplified output of the MCP detector is fed through
a constant-fraction discriminator and then used as a stop sig-
nal. This results in an overall time resolution of approximately
250 ps. The energy resolution of the spectrometer was 10 meV
at 1-eV kinetic energy. The angle of acceptance of the ToF
spectrometer assembly is approximately 100 mrad.

3 Optical properties of SWNT bundles

In this section we will present a brief review of the
electronic structure of SWNT bundles and the resulting opti-
cal properties. We will also discuss a scheme that may allow
us to obtain semi-quantitative information on the abundance
of different tube types and the corresponding distribution in
the chiral vector map. The discussion in this section is helpful
to understand the character of the optical excitations in SWNT
bundles by which we generate the non-equilibrium distribu-
tion and initiate charge-carrier dynamics.

The optical properties of SWNT samples [33, 34] have
previously been studied by a number of groups using ultra-
violet to visible (UV–vis) absorption spectroscopy as well as
electron energy-loss spectroscopy (EELS).

The electronic structure of SWNTs is closely related to
and can be derived from that of graphene in a general man-
ner by zone folding the electronic structure of 2D graphite
onto the 1D Brillouin zone (BZ) of nanotubes [35]. The way

in which the electronic structure of graphene is zone-folded
is generally characterized by the chiral (or equatorial) vector
of the tube Ch = na1+ma2, where a1 and a2 are the unit vec-
tors of the graphene lattice and (n, m) refers to the chiral index
of the nanotube. Within the tight-binding approximation one
finds that all tubes with n−m = 3N, with N = 0, 1, 2, . . . ,
are metallic while the remainder are semi-conducting with
a band gap that scales inversely proportional to the tube diam-
eter d = |a1|/π(n2+m2+nm)1/2, with |a1| = 2.46 Å. For an
isotropic distribution of chiral angles tan(θ)=√3m/(2n+m)

one would thus expect that 1/3 of all tubes are metallic and
2/3 are semi-conducting.

For graphite, optical excitation in the visible and UV range
up to about 5 eV is dominated by π to π∗ interband transitions
with initial and final states nearly symmetrically distributed
above and below the Fermi level [36]. Other electronic tran-
sitions, such as σ∗ ← π or π∗ ← σ , play no significant role
at the photon energy of ∼ 2.4 eV used for optical excitation
in this experiment. Note that Drude absorption contributes in-
creasingly only for photon energies below about 1 eV and the
onset of π-plasmon excitation is beyond 5 eV [34, 36].

As stated above, the electronic structure of SWNTs and
consequently their optical properties are closely related to
those of graphene. Due to the one-dimensional nature of the
electronic bands in SWNTs, however, the density of states
(DOS) of SWNTs exhibits a series of characteristic van Hove
singularities (VHS), as seen in the lower part of Fig. 3 where
we have plotted the density of states for a (9, 9) SWNT.
The latter has a diameter of 12 Å, which is typical for the
tubes found in these samples. In the upper part of Fig. 3 we
have reproduced the diameter distribution for these samples
as obtained from a transmission electron microscopy (TEM)
study [30] along with the corresponding distribution of chiral
vectors in the x–y plane of graphite (upper right). For sim-
plicity we have assumed that chiral vectors are distributed
isotropically. The average DOS, resulting from a superposi-
tion of the DOS of all possible tube types – weighted by their
abundance and assuming an isotropic chirality distribution –
is plotted in the lower part of Fig. 3. At energies close to EF
one can clearly distinguish between clusters of VHS arising
from semi-conducting and metallic nanotubes. The first two
clusters – associated with semi-conducting tubes – are found
to be centered around 0.12γ0 and 0.24γ0, while the cluster(s)
around 0.36γ0 originate from VHS of metallic nanotubes.
Here γ0 is the nearest-neighbor hopping matrix element with
reported values ranging from 2.5 to 3.0 eV [37] depending on
the experimental technique used for its determination (here
we used γ0 = 2.65 eV).

The average DOS suggests that similar structures associ-
ated with clusters of VHS may also be found in the optical
spectra and dielectric function of SWNT bundles. It can be
inferred from Fig. 4 – where we have reproduced optical spec-
tra of a thin (un-annealed) SWNT film – that this is indeed
the case. Here one also observes three pronounced features in
the spectra, which can tentatively be assigned to symmetrical
transitions between the first two clusters of VHS of semi-
conducting and transitions between the first cluster of metallic
SWNTs, respectively.

The dielectric functions reproduced in Fig. 4 were deter-
mined in the usual manner from an independent measurement
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FIGURE 3 Upper left: diameter distribution of the material used in this
study as published in [30]. Upper right: chiral vector map for an isotropic
distribution with diameters according to the experimentally determined fre-
quencies (the statistical weight is proportional to the area of the markers).
Lower: calculated average DOS. The dashed line is the DOS of the (9, 9)
tube, one of the most probable species in these samples

of the transmission T(ω), absorption A(ω) and reflection R(ω)

coefficients. For the calculation of the dielectric functions we
have accounted for multiple scattering within the films. Abso-
lute values of the dielectric functions – in particular that of ε2

– are somewhat uncertain due to difficulties in determining the
exact film thickness. In this analysis the latter was treated as
a free parameter to satisfy T + A+ R= 1 among these inde-
pendently measured quantities.

The optical constants obtained in this manner lie some-
where in-between those of graphite and C60 crystals and are
in reasonable agreement with results from an EELS study
by Pichler et al. [34]. Using the dielectric function reported
in [34] we obtain an optical skin depth at 2.38 eV of about
50 nm. This is relatively close to the value of ∼ 30 nm ob-
tained for optical excitation with polarization perpendicular to
the c axis in graphite. The skin depth calculated from the di-
electric functions shown in Fig. 4 would be larger by nearly
a factor of 10. This discrepancy may partly be due to the un-
certainty in the determination of ε2. The latter value is actually

FIGURE 4 Background-corrected UV–vis absorption spectrum from
SWNT bundles (upper panel). The inset shows the full spectrum from the
un-annealed sample before background subtraction. The three most promi-
nent features labeled A, B and C correspond to clusters of optical transitions
between different subsets of van Hove singularities (VHS). A and B are due
to transitions between the first VHS in semi-conducting tubes and C is associ-
ated with transitions between the first VHS in metallic tubes. The lower part
shows the dielectric functions as computed from the measured absorption,
transmission and reflection spectra

closer to the skin depth of about 0.5 µm obtained for optical
excitation with light polarized parallel to the c axis in graphite.

A closer look at the absorption spectra in Fig. 4 reveals
that the clusters also contain some fine structure, which ap-
pears to consist of a series of evenly spaced features. This
becomes even more evident in systematic studies with sam-
ples of different diameter distributions by Jost et al. [39] and
Saito and Kataura [33]. A random distribution of tube types
and chiralities – such as the one used for illustrative purposes
in Fig. 3 – however, is expected to lead to more and smaller-
spaced features in the absorption spectra [39]. This discrep-
ancy was taken as further evidence for anisotropic grouping of
chiral angles around 30◦ along the armchair axis [38], which
also appears to agree with Raman and electron-diffraction
studies [39, 40].

A more detailed analysis, however, requires a calcula-
tion of the optical properties of SWNT bundles. To this end
we have used a somewhat simplified approach by calculat-
ing the optical response of SWNT bundles within the tight-
binding approximation for light polarized parallel (‖) to the
tube/bundle axis. This simplifies the calculations greatly be-
cause the selection rules for excitation with E‖ specify that the
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only allowed transitions are those with ∆J = 0, i.e. symmetric
transitions with respect to EF. J is the angular momentum be-
longing to the wavefunctions of different sub-bands [41, 42].
Excitation by E⊥, which requires that ∆J =±1, leads to ab-
sorption features in-between A and B in Fig. 4 and cannot give
rise to features in the energy region from B to C [41], which
stretches from 1.1 eV to 2.6 eV and will be analyzed in the fol-
lowing. In this case, a restriction to optical transitions with
E‖ thus seems appropriate. A more detailed discussion, which
also includes the excitation by light polarized perpendicular to
the tubes, can be found, for example in [41].

The distinct advantage of the above approximations is that
for excitation with E‖ we need to consider only symmetrical
transitions between π and π∗ sub-bands. The corresponding
joint density of states (JDOS) can easily be obtained from
the DOS by simply rescaling the energy axis by a factor of
two. This is appropriate within the tight-binding approxima-
tion due to symmetrical π and π∗ bands. The JDOS is then
used in the computation of optical spectra as an approximation
for the optical absorption function. Fortunately, the JDOS re-
produces all distinct absorption features obtained from a full
calculation of the dielectric functions [41]. The use of the
JDOS instead of the optical absorption function basically
amounts to neglecting the energy dependence of transition-
matrix elements.

In the following, we determine the best agreement of ex-
perimental spectra with the JDOS by numerically averaging
over a certain distribution of (n, m) indices as characterized by
a small set of free parameters. We do not attempt to describe
spectra quantitatively but rather aim at a qualitative simula-
tion, which focuses on the position and width of absorption
features and also tries to account for some of the fine struc-
ture. As shown below, the agreement between calculated and
experimental spectra is striking. The trial distribution that was
used for the superposition of individual JDOS is character-
ized by a set of parameters (θ,∆θ, d,∆d), where θ and ∆θ are
the mean chiral angle of the Gaussian chiral-angle distribution
of width ∆θ and d as well as ∆d are the corresponding pa-
rameters for the mean and the width of the Gaussian diameter
distribution.

The spectra were broadened by a Gaussian of 20 meV
FWHM. The data was initially fitted under certain constraints,
which were removed later on. In a first step we used a trial
distribution with a small chiral spread of 6◦ around the mean
chiral angle in the zigzag (θ = 0◦) or armchair (θ = 30◦) direc-
tions and allowed the other parameters – including the tight-
binding parameter γ0 – to vary freely. The average diameter
d was constrained to values within ±1 Å of the mean diam-
eter reported in [30]. The results of a best fit to the ‘zigzag’
and ‘armchair’ distributions are reproduced in the upper and
lower panels of Fig. 5, respectively. From the upper curves it
is evident that the observed spectra can hardly be described
by a zigzag distribution of finite width. If the chiral spread
is allowed to vary at a fixed mean chiral angle of 0◦, we find
best agreement for a nearly isotropic distribution (see middle
panel of Fig. 5). The same procedure for the armchair distri-
bution gives best agreement with the experiment for a chiral
spread ∆θ of 6◦. Even though the results of this fit do not
necessarily yield the only possible distribution that can ac-
count for the observed spectra, this provides further evidence

FIGURE 5 Comparison of experimental and calculated spectra as obtained
from a superposition of the JDOS of different tube types. The distribution
used for the averaging process is shown on top of the chiral vector map on
the right. Constraints used in the fit where: mean chiral angle (θ = 30◦) and
chiral spread (∆θ = 6◦) (upper), isotropic chiral spread (middle) and mean
chiral angle (θ = 30◦) (lower). The best agreement with experimental spec-
tra is obtained for the armchair distribution in the lower part, which also
corresponds to the global optimum for this type of chirality distribution

for previous conclusions that the distribution of chiral angles
appears to be grouped around the armchair direction [38–
40]. The procedure described here should become a powerful
tool for a quantitative analysis of SWNT samples if combined
with a thorough calculation of optical constants and accurate
diameter statistics as obtained from diffraction studies, for
example.

A few additional details about the results of this fit pro-
cedure seem to be worth mentioning. First: best agreement
with experimental spectra was obtained (a) if the width of the
diameter distribution was allowed to be larger than reported
in [30] with a spread about equal to that obtained in [38]
and (b) for a tight-binding parameter γ0 of 2.65± 0.01 eV.
Comparable but significantly poorer agreement was found for
γ0 = 2.91 eV, in which case the mean diameter had to be ex-
tended to 13.5 Å, which is about 1.5 Å higher than the value
measured for these samples by TEM [30] and thus seems too
high. Allowing the mean chiral angle to differ from θ = 30◦
did not lead to any significant improvement of the fit. We fur-
thermore note that spectra cannot be fitted by a combination
of armchair tubes only. These result in features with a spacing
∆d = 0.07 nm, which corresponds to some of the fine struc-
ture in the cluster C but the ‘armchair-only’ distribution would
entirely fail to account for the shapes of the A and B features.
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The coupling between different tube types within one and
the same bundle and the resulting changes of the optical prop-
erties may also lead to some changes in these spectra, and
should be studied in more detail experimentally as well as
theoretically.

A last point of interest in this section is the average DOS in
reciprocal space. We define this average k-space DOS using

G(k)∝
∑
n,m

∑
i

fn,m

∫
(∇k Ei)

−1 δ
(
k−ki

n,m(E)
)

d E , (1)

where the fn,m is the statistical weight of a certain tube species
specified by its index (n, m) and i is an index which runs over
all bands of a specific tube type. In Fig. 6 we have calculated
this average k-space DOS if projected on the 2D Brillouin
zone of graphene before zone folding. For illustrative pur-
poses we have again averaged over the chirality vector map
shown in Fig. 3. This distribution also clearly shows the clus-
tering of states around high-symmetry points in the BZ. The
areas of interest for our experiments are regions in which
photons of 2.3–2.4-eV energy can create excited carriers. For
∆J = 0 transitions this corresponds to the vicinity of the thick
solid line in the inset of Fig. 6.

The average DOS D(E) reproduced in Fig. 3 can now also
be obtained from G(k) using

D(E)∝
∑

i

∫
BZ

Ei(k)G(k)dk, (2)

where the integral is over the first graphite Brillouin zone.
Following the arguments of the above discussion, we thus

conclude that optical excitation by 2.38-eV photons will lead

FIGURE 6 Calculated density of states of SWNT bundles in reciprocal
space if projected on the graphene Brillouin zone. Bright areas indicate re-
gions with high density of states. The inset shows the region around the
K-point of the Brillouin zone on an expanded scale. The thick solid line in the
inset corresponds to regions in k-space in which excitation by 2.4-eV photons
is expected to create non-equilibrium carriers

to nearly equally strong excitation of semi-conducting and
metallic tubes by π to π∗ interband transitions, with car-
riers excited predominantly to energies in the vicinity of
±1/2hνpump with respect to EF. In reciprocal space this is as-
sociated with excitation to states predominantly around the
K-points in the graphene BZ, as shown in Fig. 6. The actual
carrier distribution, however, will almost immediately deviate
from this idealized picture as scattering processes rapidly re-
distribute energy and momentum within the system. The latter
processes will be discussed in the following.

4 Results and discussion of time-resolved
photoemission experiments

In this section we continue with a detailed analysis
and discussion of experimental results from the time-domain
measurements with particular focus on the influence of e–e
and e–ph interactions on carrier dynamics in SWNT bundles.

4.1 Principle of time-resolved photoelectron
spectroscopy

Two-photon photoelectron spectroscopy can be
used to investigate dynamical processes on the pico- or fem-
tosecond time scales by utilizing pump–probe techniques,
which are appropriate for the measurement of ultra-fast dy-
namical processes. In the study presented here, the role of the
first photon is to stimulate carrier dynamics in the sample by
generating a non-equilibrium carrier distribution through op-
tical excitation (pump), and the role of the second photon is
to monitor the resulting electron dynamics by photoemission
(probe). The photon energies typically used for such studies
are in the visible and the UV ranges for the pump and probe
beams, respectively.

Alternatively, the carrier dynamics may also be probed in
real-time using transient optical absorption (see [36]) where
the carrier dynamics are probed within a small energy win-
dow in the optical absorption spectrum ranging from about
0.75–0.90 eV.

The information provided by a time-resolved photoemis-
sion study is to some extent complementary to that obtained
from conventional transport studies. The experiments pre-
sented here provide us with very detailed information on
energy relaxation, in contrast to conventional transport stud-
ies. The strength of the latter lies in their sensitivity to mo-
mentum relaxation, which may allow us to extract phase-
and momentum-relaxation lengths/times for carrier energies
within a small energy window with |E− EF| < kBT . Their
sensitivity to energy relaxation and dynamical processes at
higher energies, however, is rather limited. The present inves-
tigation is thus complementary to classical transport studies
by providing information on carrier dynamics in a broader en-
ergy range directly in the time domain.

The dynamical evolution of a non-equilibrium carrier dis-
tribution initiated by light absorption is illustrated schemat-
ically in Fig. 7. The change of the distribution function re-
sulting from optical absorption is indicated by the first curve
in the lower part of Fig. 7. As discussed in Sect. 3, excita-
tion of tubes with their axis parallel to the polarized light
(∆J = 0) will lead to an excitation profile nearly symmetrical
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FIGURE 7 Schematic illustration of the non-equilibrium carrier dynam-
ics as induced and probed optically in a time-resolved photoemission ex-
periment. The initial non-equilibrium carrier distribution is produced by
absorption of a visible laser pulse. Electron–electron interactions lead to
internal thermalization of the non-equilibrium carrier distribution on the sub-
picosecond time scale. Electron–phonon interactions in turn are responsible
for a cooling of the laser-heated electron gas to the lattice temperature on the
picosecond time scale

with respect to EF, while the excitation of those lying per-
pendicular to the electrical field (∆J =±1) will lead to some
excitation at slightly higher and lower energies (1/2hνpump±
0.12γ0 ≈ 1.7±0.3 eV), and thus effectively smear out the ex-
citation profile.

The dynamics of the resulting non-equilibrium carrier dis-
tribution f ∗(E) can be described in the general manner by
a Boltzmann equation:

d f ∗

dt
=

(
∂ f ∗

∂t

)
e−e
+

(
∂ f ∗

∂t

)
e−ph

, (3)

where the first and second terms on the right refer to the
changes of the distribution function due to e–e and e–ph inter-
actions, respectively.

In the following we will discuss qualitative aspects of the
evolution of such a non-equilibrium carrier distribution and
later on follow up with a detailed analysis of the experiments.

The non-equilibrium distribution generated by the absorp-
tion of visible light will regain thermal equilibrium by a com-
bination of e–e and e–ph interactions. Electron–electron in-
teractions, for example, are most efficient in redistributing the
energy of the excited electrons among all charge carriers in
the system and thereby lead to what is generally referred to
as internal thermalization of the electronic system. This re-
distribution of energy proceeds through rapid generation of
a growing number of secondary e–h pairs, which are created
in a cascading manner by each e–e or hole–hole (h–h) scatter-
ing event. The generation of two additional non-equilibrium
carriers in each such scattering process rapidly leads to the
formation of a secondary-electron cascade. This will even-

tually lead to a new equilibrium of the electronic system at
somewhat higher temperature, after which e–e interactions
do not lead to any further changes of the distribution func-
tion. Note that electron–hole recombination is too slow and
does not play a significant role for the dynamics on the pi-
cosecond and sub-picosecond time scales. Electron–phonon
interactions on the other hand transfer energy from the elec-
tronic system to the lattice and are responsible for a cooling of
the electron gas back to the lattice temperature on the picosec-
ond time scale.

The major challenge in the analysis of time-resolved pho-
toemission data lies in the task of disentangling the different
contributions to the non-equilibrium carrier dynamics arising
from e–e and e–ph interactions respectively. Fortuitously, we
find that the characteristic time scales on which e–e and e–ph
interactions modify the carrier distribution in SWNT bundles
are well separated and thus easy to identify.

Experimentally, the dynamics are probed using the time
dependence of the photoemission signal after perturbation of
the system by a visible pump pulse. This process is illustrated
schematically in Fig. 8. The intensity of the photoemission
signal at a particular kinetic energy can then be used to study
the decay of carriers in the intermediate state Ei by varying the
time delay between the pump and probe pulses. The resulting
so-called cross-correlation trace (XC) then directly reflects
the dynamics in the intermediate state and thus the time scale
τi on which the population changes.

A typical XC and bi-exponential fit to the data is repro-
duced in Fig. 9. The relaxation of charge carriers from such
low-energy XCs (E− EF = 20 meV) is found to occur on two

FIGURE 8 Illustration of the pump–probe scheme employed in time-
resolved photoemission. A visible laser pulse excites a non-equilibrium
electron distribution. A second UV laser pulse then probes the state of the
electronic system by photoemitting carriers into the vacuum. Measurement
of the photoelectron intensity within a certain energy interval as a function
of time delay between pump and probe pulses then allows us to determine
the decay time τi associated with relaxation of the electron population in the
intermediate states Ei
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FIGURE 9 Sample fit of a low-energy cross-correlation (XC) trace to a bi-
exponential decay. The slow and fast components can be associated with e–e
and e–ph interactions, i.e. internal thermalization and cooling of the electron
gas, respectively

distinct time scales. As we will discuss in further detail below,
these two components can be associated with internal ther-
malization and electron-gas cooling, i.e. with e–e and e–ph
interactions, respectively.

4.2 Photoelectron spectra from SWNT bundles

The photon energies used for probing photoelec-
tron dynamics in the SWNT sample and the HOPG reference
were chosen to exceed the sample work function by typically
100–300 meV. In doing so we were able not only to record the
electron dynamics in normally unoccupied states above the
Fermi level but also the dynamics directly above and below EF
(see Fig. 10). The initial-state energy (E− EF) of photoemit-
ted electrons with respect to EF is obtained from their kinetic
energy Ekin using (E− EF)= Ekin+hνprobe−eΦ where eΦ is
the sample work function. The work function of these samples
is determined from the width of the photoelectron spectra and
was found to be 4.52±0.05 eV.

The variations of eΦ when scanning across the sample
surface were significantly smaller than 50 meV. This is also
apparent from the extraordinarily sharp secondary edge in the
photoelectron spectra which average over a 150-µm-diameter
area probed by the UV laser beam.

The change in the photoelectron signal after perturbation
by the visible pump pulse is seen most clearly in the differ-
ence spectrum in the lower panel of Fig. 10. In the following
these difference spectra (∆I = I(excited)− I(equilibrium))
will be referred to as ‘excitation spectra’ because they reflect
the changes in the electron-distribution function f(E) induced
by excitation of the system with the pump pulse. The intensity
of electrons originating from below the Fermi level, for ex-
ample, is seen to decrease due to excitation of carriers to states
above EF, and the intensity of electrons above the Fermi level
is thus found to increase (this leads to the negative and positive

FIGURE 10 Photoelectron spectra from SWNT bundles: before (dashed
line) and after (solid line) perturbation by a visible pump pulse (hνpump =
4.76 eV, hνprobe = 2.38 eV). The strong increase of the signal on the low-
energy side of the spectrum is due to photoemission from the Fermi level. The
changes of the photoelectron distribution after pump excitation are magnified
in the lower part. The scatter in the lower spectrum increases strongly for
small kinetic energies due to the larger background from direct photoemis-
sion at these energies. The inset with the excitation spectrum on a log scale
shows that only a few carriers are excited up to the energy of the pump pulse

intensities in the excitation spectrum). Note that fluctuations
of the intensity below the Fermi level are due to noise in the
photoemission (PE) signal. The position of the low-energy
cut-off depends on the amount by which the probe-photon
energy exceeds the sample work function. The high-energy
cut-off on the other hand can best be seen in the excitation
spectrum on a logarithmic intensity scale and is determined by
the pump-photon energy (see inset of Fig. 10).

In contrast to UV–vis spectra, however, one does not find
any features in excitation spectra that can be associated with
clusters of VHS (see Fig. 4, for example). This can be at-
tributed to the high sensitivity of photoemission to the align-
ment of spectral features with respect to the Fermi level and
is indicative of residual doping and small shifts of the band
structure of individual nanotubes. UV–vis spectroscopy on the
other hand is rather insensitive to this alignment since it pri-
marily probes energy differences between bands.

Interestingly, excitation spectra – such as the one in Fig. 10
– decay nearly exponentially up to the high-energy cut-off at
hνpump. From the discussion in Sect. 3 one might expect to see
a pronounced maximum in these spectra around 1/2hνpump

due to the dominance of symmetrical π to π∗ interband tran-
sitions during the excitation process. We note in passing that
similar spectra are found for excitation spectra in graphite.
The absence of spectral features at energies to which carriers
are expected to be excited by the pump pulse indicates that dy-
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FIGURE 11 Two-dimensional map of real-time charge-carrier dynamics in
single-wall carbon nanotube bundles after perturbation of the electronic sys-
tem by a visible pump pulse. The intensity shows how the electron and hole
populations are generated and evolve in time. The energy axis is 1-eV wide
and the pump–probe delay ranges from −1 ps to 6 ps. The photon energies
for this experiment were 2.32 eV and 4.64 eV for the pump and probe beams,
respectively

namical processes lead to substantial changes of the electron
distribution already on the time scale given by the length of the
exciting laser pulse of 85 fs.

These dynamical changes are most clearly seen if we plot
the excitation spectra as a function of the time delay between
the visible pump and UV probe pulses (see Fig. 11). This
map of the electron dynamics clearly reveals how carriers are
initially excited and then decay on the sub-picosecond and pi-
cosecond time scales.

4.3 Spectral analysis

The dynamics of excited charge carriers can be
studied either by analyzing the photoelectron signal within
a certain energy interval or by investigating the spectral shape
as a function of pump–probe time delay. Here we will be-
gin with a discussion of the evolution of spectra for different
time delays from 0 to 5 ps (see Fig. 12). Evidently the elec-
tron distribution cannot be described by a fit to a Fermi–Dirac
(FD) distribution at all times. Such a fit to FD statistics is
frequently used to determine sample temperatures from the
width of the Fermi edge in photoelectron spectra. Here it is
utilized to reveal deviations of the electron distribution from
an equilibrium distribution and to get a rough idea of the elec-
tronic temperature, i.e. the internal energy of the electronic
system. The FD fit is performed by fitting the product of the
sample DOS and the FD distribution f to the experimental
intensities ∆I . We also accounted for the fact that excitation
spectra reflect the changes of the electron distribution induced
by the visible pump pulse by subtraction of the FD distribution
prior to excitation with temperature Tl, where Tl is the lattice
temperature. The resulting expression used for the FD fit was

∆I (E, Te(τ))∝ D(E) ( f (E, Te(τ))− f (E, Tl)) , (4)

where the electronic temperature Te(τ) at a certain pump–
probe time delay τ and a proportionality constant were the
only free parameters.

The experimentally observed distribution is found to devi-
ate from the FD fit in particular at small pump–probe delays

FIGURE 12 Spectral dynamics in SWNT bundles after excitation by a vis-
ible pump pulse. The deviations of experimental excitation spectra from
a Fermi–Dirac fit clearly show how the initial non-equilibrium carrier distri-
bution first approaches a new internal equilibrium at elevated temperature and
then cools to the lattice temperature (Tl = 300 K)

and higher electron energies because the electronic system
requires some small but finite time to regain its internal equi-
librium after perturbation by the visible pump pulse. The time
scale of 200±50 fs for this internal thermalization can be es-
timated from the decrease of the linear deviation of the FD
fit from the experimental data. The scattering processes re-
sponsible for the formation of a new equilibrium are those
which allow a fast redistribution of the energy initially in-
troduced into the system by optical excitation. In metallic
or semi-metallic systems e–e scattering processes are gen-
erally most efficient in doing so. For simple metals, Lan-
dau’s theory of Fermi liquids predicts that – on the aver-
age – half of the excess energy of a non-equilibrium charge
carrier 1/2(E− EF) is transferred to a secondary electron–
hole-pair excitation in a single scattering event. The gen-
eration of secondary excitations sets off a whole series of
scattering events which rapidly redistribute the excess energy
of the primary excitation among a growing number of non-
equilibrium charge carriers. This eventually leads to internal
thermalization of the electronic system – generally on the sub-
picosecond time scale, in agreement with the observations
reported here.

The initial rise of temperatures in the FD fit to over 1000 K
indicates that the electronic system is heated substantially
by the visible pump pulse. The observed temperature jump
roughly agrees with expectations if we calculate the tempera-
ture rise assuming that the electronic heat capacity ce of the
tube sample is linear in Te and similar to that of graphite with
a heat-capacity coefficient γe of 2.4 J/m3 K2 [43]. The lin-
ear temperature dependence of the electronic heat capacity
was also verified experimentally by measuring the peak tem-
perature rise at different pulse fluences. This revealed that
the peak temperature scales approximately with the square
root of the pulse fluence, as expected for a linear temperature
dependence of ce.
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For longer delay times the temperature of the FD fit is
found to decrease slowly and approach the lattice tempera-
ture. This reflects the coupling of electrons and lattice by e–ph
scattering, which eventually leads to a full accommodation of
the two systems on the picosecond time scale.

Since the time scales for internal thermalization and cool-
ing of the electronic system are well separated, we can discuss
the two processes on an individual footing. In the following
we will first discuss the process of internal thermalization and
then continue with a more detailed discussion of the cooling
dynamics and electron–lattice interactions.

4.4 Internal thermalization and e–e interactions

In Sect. 4.1 we stated that e–e scattering processes
most likely dominate the internal thermalization dynamics
of the laser-excited electron gas in nanotube bundles. Strong
evidence for this can be obtained from a detailed analysis
of cross-correlation traces. A small set of normalized XC
traces is shown in Fig. 13 for electron/hole energies rang-
ing from −0.11 eV up to 2.00 eV. Evidently, the decay of
the electron/hole populations after perturbation by the vis-
ible pump pulse is strongly energy-dependent. At the high-
est energies we observe a simple exponential decay of the
electron population with a characteristic decay time close
to the limit of our experimental time resolution of about
10 fs. For energies not too close to the Fermi level, this de-
cay time can be associated with the electron or hole quasi-
particle (QP) lifetime in the material. At energies closer to
EF, XCs are increasingly influenced by secondary-electron
cascades, i.e. by a refilling of states by electrons decaying
from states higher in energy, as well as by competition with
e–ph interactions. As a consequence, the decay of the elec-
tron population closer to EF does not directly reflect QP
lifetimes. The contribution of secondary-electron cascades
to the measured decay can be calculated using detailed rate
equations for electron dynamics as discussed by Gusev and
Wright [44]. This shows that the decay of the electron pop-
ulation at energies (E− EF) above about 0.3 eV is domi-

FIGURE 13 Waterfall plot of normalized cross correlations. The energy in-
terval for which these cross correlations were recorded varies from −0.11 eV
(lowest trace) up to 2.0 eV. The dynamics can be well described by a bi-
exponential decay

nated by direct QP decay and the interpretation of XCs is
straightforward.

For energies approaching the Fermi level we observe an
additional slow-decay channel contributing to the XCs. This
slow process reflects the decrease of the electron population
due to cooling of the entire electronic system, which can be
inferred from the decrease of the electronic temperature in
Fig. 12. Due to the presence of this slow channel we use a bi-
exponential fit to analyze XCs and to extract the energy depen-
dence of the fast process that is associated with QP lifetimes.

The decay times of the fast component obtained from the
bi-exponential fit are plotted in Fig. 14 as a function of the
carrier energy. The graph clearly shows a strong energy de-
pendence of the electron relaxation with decay times rising
from below 10 fs at 2.3 eV up to 280 fs near EF. In metals,
such a pronounced energy dependence of lifetimes is char-
acteristic of energy relaxation by e–e scattering. In graphite,
e–e interactions were also found to be the dominant energy-
relaxation channel through a comparison with recent ab initio
self-energy calculations [45, 46]. The similarity of the results
presented here with those obtained for graphite in a similar
study (see dashed line in Fig. 14) suggests that e–e scattering
processes are likewise responsible for the fast decay in SWNT
bundles.

To schematically illustrate the possible consequences of
finite QP lifetimes for the electronic structure of SWNTs we
have convoluted the tight-binding density of states of a promi-
nent tube type, the semi-conducting (10, 8) tube, with an
energy-dependent lifetime (see Fig. 15). The latter was ob-
tained from the fit of an empirical trial function to the QP
lifetimes in Fig. 14 [47]. We have also plotted the computed
lifetime broadening ∆E on the right-hand axis of Fig. 14,

FIGURE 14 Energy dependence of quasiparticle lifetimes as obtained from
the fast component of the bi-exponential fit to cross-correlation traces. At
energies close to the Fermi level the observed relaxation times are increas-
ingly influenced by electron–phonon interactions as well as by secondary
electrons and cannot be directly associated with quasiparticle lifetimes. The
inset shows relaxation times over the entire energy range probed in these
experiments in comparison with results obtained for graphite [45]
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FIGURE 15 Lifetime-broadened DOS for a semi-conducting nanotube. The
tight-binding DOS was convoluted with an energy-dependent lifetime as ob-
tained from the fast decay of photo-excited carriers. Note, however, that
the average lifetimes reproduced in Fig. 14 are not necessarily representa-
tive of the lifetimes in a particular tube type like this (10, 8) tube and that
some features may in fact be broadened more and some less severely. This
graph is merely intended to illustrate how finite electron lifetimes may lead
to a broadening of van Hove singularities

with ∆E(FWHM) = 0.65 eV fs/τ . The results of this con-
volution in Fig. 15 clearly illustrate how spectral features
such as van Hove singularities in the DOS may be broad-
ened due to e–e interactions, in particular at higher energies.
It should be noted, however, that the photoemission signal
averages over contributions from all different tube types in
these samples and, therefore, is not necessarily representa-
tive for the carrier lifetime in a particular state of a particular
tube type.

A somewhat stronger broadening of van Hove singulari-
ties has been found in scanning tunneling spectroscopic (STS)
studies of individual dispersed SWNTs or small bundles of
SWNTs [48, 49]. Smaller broadening, on the other hand, was
found in recent experiments by Jorio et al. who determined
the width of VHS using resonant Raman scattering from indi-
vidual SWNTs [50]. The latter authors report on very narrow
features in the energy dependence of the resonant Raman sig-
nal with a broadening of the order of 0.1 meV to 1 meV. The
lifetime broadening predicted for this energy range by our
time-domain measurements is somewhat larger, with about
10 meV. These differences between the apparent line widths
in different experiments may be attributed to the different en-
vironments in which the tubes in each study are situated, as
well as to the method by which the line widths are deter-
mined. The largest widths are apparently found in STS studies
where tubes are commonly dispersed on metallic noble-metal
substrates. Unless excessively broadened by resonant tunnel-
ing into the metal, the intrinsic STS line widths should be
comparable to or smaller than quasiparticle lifetimes in the
underlying substrate. QP lifetimes for the noble metals cop-
per and silver are rather similar to the ones observed in this
time-domain study, while lifetimes of excited carriers in tran-
sition metals with a higher density of states near EF, like
tantalum for example, are generally found to be significantly

smaller [51]. However, in addition to the coupling to bulk ex-
citations or resonant tunneling into the substrate, other mech-
anisms may also contribute to broadening of STS line widths
and make a direct comparison with results from this time-
domain study difficult. The resonant Raman experiments, on
the other hand, were performed on individual SWNTs and
on insulating substrates where the coupling to substrate ex-
citations is expected to be negligible. In the study presented
here, we observe smaller lifetimes – corresponding to larger
line widths – than in the Raman experiments. This can either
be attributed to a stronger coupling to secondary excitations
in SWNT bundles (if compared to individual tubes), but the
apparent discrepancy may also be a consequence of the pre-
viously mentioned averaging process over contributions from
different tube types in photoemission. In the following we will
present arguments as to why the resonant Raman experiments
yield a much smaller line width for a particular VHS and how
these results may be explained by QP decay due to the e–e
interactions.

The decay of excited carriers in simple metals such as cop-
per, for example, has been studied in much detail experimen-
tally as well as theoretically and is now well understood [24,
25, 52, 53]. However, only recently have experimental and
theoretical studies revealed the influence of the peculiar band
structure of graphite on its quasiparticle lifetimes [45, 46].
One of the key factors that determine the energy dependence
of QP lifetimes in all these systems is the phase-space volume
available for e–e scattering processes. Within Landau’s theory
of Fermi liquids, the energy dependence of the latter leads to
the famous (E− EF)

−2 dependence of QP lifetimes in free-
electron systems. In graphite the phase-space volume further-
more depends strongly on the direction of the QP momentum.
Lifetimes in graphite have been reported to vary by over an
order of magnitude for iso-energetic electrons from different
points in the Brillouin zone which could – at least qualitatively
– be explained using phase-space arguments [45, 46]. In con-
trast to this, one finds that QP lifetimes in noble metals – with
their comparatively isotropic band structure – show a much
weaker directional dependence on k.

The concept of the phase-space volume has thus been ex-
tremely helpful in developing a detailed understanding of the
decay of excited carriers in a variety of systems. In the fol-
lowing we will extend such arguments to predict some of the
qualitative features of QP lifetimes in SWNTs. This discus-
sion somewhat simplifies the problem of QP decay in SWNTs
but should still be appropriate to foresee some of the general
trends and possibly point to some interesting details which are
overcast by the averaging of contributions from different tube
species in photoemission.

The relaxation of excited carriers by e–e interactions is
generally accompanied by the generation of e–h pairs to
which energy and momentum of the decaying electron are
transferred. The probability, i.e. the rate, of QP decay thus
directly depends not only on the final states available to the
decaying electron but also on the number of possible e–h pair
excitations that can accommodate the corresponding energy
and momentum change. Some possible decay processes and
e–h pair excitations are illustrated schematically for a metallic
(9, 9) tube in Fig. 16. The complete e–h pair spectrum of this
tube is shown in Fig. 17a. The ‘density’ P of e–h pair excita-
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FIGURE 16 Schematic illustration of different electron-decay processes and
electron–hole (e–h) pair excitations in a metallic (9, 9) SWNT. Decay rates
not only depend strongly on the carrier energy but also on the initial-state
sub-band due to constraints imposed on e–e scattering processes by momen-
tum and energy conservation

tions of energy ε and momentum |k| is given by the integral

P (ε, |k|)∝
∫∫

dkh dke δ (kh+ke−|k|)
× δ (E(kh)+ E(ke)− ε) . (5)

For metallic (n, n) tubes this e–h pair spectrum has the
same basic structure as that of a single graphene layer [47].

The constraints imposed on e–e scattering by energy and
momentum conservation can be illustrated graphically using
the overlap of the e–h pair spectrum calculated from (5) with
the electron energy-loss spectrum L(E, k) for decay from
a particular initial state |Ei, ki〉. We define this loss function as

L(E, k)∝
∑

f

E f <Ei∫
E f≥EF

d E
(∇kE f (|k−ki|)

)−1

× δ
(
Ei− E f (|k−ki|)− E

)
, (6)

where the index f runs over all final-state sub-bands of the
particular tube type under consideration and the integration
is performed over final states with energies between EF and
Ei . Some of these electron energy-loss spectra for decay from
different initial states are shown in Fig. 17b. They thus give
possible combinations of energy and momentum change if an
excited electron decays from the initial state |Ei , ki〉. In the
following we will discuss the decay from four distinct initial
states indicated by points 1–4 in Fig. 16.

A carrier in the initial state labeled (1) in Fig. 16 can decay
by either inter- or intraband relaxation. Intraband relaxation is
associated with no change of angular momentum Jand thus
can only couple to e–h pairs which have zero angular momen-
tum, i.e. intraband or symmetrical e–h pair excitations. Two
possible excitations of this kind labeled by filled circles (1)
and (3) are shown in Fig. 16. The interband decay from state
(1) on the other hand is associated with a change of angular

FIGURE 17 Schematic illustration of the constraints by momentum and
energy conservation on e–e scattering processes. a e–h pair spectrum for
non-interacting electrons in a (9, 9) tube where a is the graphene lattice con-
stant. b Comparison of the e–h pair spectrum with energy-loss spectra for
an electron decaying from different initial states labeled (1), (2) and (4) in
Fig. 16. These graphs already allow a qualitative discussion of expected QP
lifetimes. The loss spectrum of electrons decaying from the state labeled (2),
for example, has no overlap with the e–h pair continuum and decay by e–e
scattering is thus expected to be suppressed

momentum ∆J = 1 and thus couples to e–h pairs with J = 1,
such as the e–h pair labeled (2).

The situation for decay from the initial state (2) is funda-
mentally different as the electron energy-loss spectrum of this
carrier has no overlap with the e–h pair continuum at all (see
middle panel of Fig. 17b). Carriers at the top of the metallic
bands in this tube are thus expected to be comparatively long-
lived. Spataru et al. [46] have found that QP decay from the
M-point of the graphite Brillouin zone is also suppressed due
to similar constraints by momentum and energy conservation.
Note that zone folding transfers the M-point of the graphene
BZ to the position indicated by (2) in Fig. 16.

Decay from the initial state (3) is likewise suppressed. In
this case, however, it is conservation of angular momentum
which causes the suppression. The latter is critical because
carriers can decay from (3) only via excitation of low-energy
e–h pairs with angular momentum J = 1. The lowest-energy
e–h pairs with J = 1 are the ones corresponding to the type
labeled (2). The threshold for excitation of such e–h pairs,
however, is too high to be accounted for by an electron de-
caying from (3), which effectively leads to a suppression of
the decay from the bottom of the first sub-band. This situation
is thus rather similar to that encountered for carriers at the
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bottom of the conduction band in semi-conducting tubes. We
speculate that the small width (0.1–1 meV) of the resonance
leading to an enhanced Raman signal in the study by Jorio et
al. [50] can be attributed to a similar suppression of e–e scat-
tering processes as that described above. As a consequence,
we also expect the width of the ‘JDOS resonance’ in Raman-
scattering experiments to be strongly temperature-dependent.

The last e–e scattering process considered here is that of
a carrier with its initial state close to EF in one of the metallic
bands. Decay from state (4) can occur exclusively via intra-
band relaxation and thus only couples to e–h pairs of the type
labeled (3) in Fig. 16. The overlap of the electron energy-
loss spectrum with such e–h pairs becomes very small for
initial-state energies approaching EF, and will thus lead to
a strong increase of e–e scattering times for electron energies
approaching the Fermi level.

The constraints by momentum and energy conservation
are thus expected to lead to a strong dependence of QP life-
times on band index and QP momentum. Similar arguments
can be reiterated for other tube types. Characteristic for semi-
conducting tubes should be the slow decay of electrons from
the bottom of the conduction band. For semi-conductors like
Si, for example, interband relaxation across the band gap
via phonon emission is slow with decay times typically on
the ns time scale [54]. Here we do not observe any de-
cay, which might be attributed to interband recombination in
semi-conducting tubes. This suggests that tube–tube interac-
tions may also facilitate intertube scattering, between semi-
conducting and metallic tubes, for example. This would open
new decay channels for electrons at the bottom of the conduc-
tion band of semi-conducting tubes and explain the absence
of such slow-decay processes in the time-resolved photoe-
mission spectra. Note that non-linear transport studies in the
high-bias regime of multi-wall carbon nanotubes also show
that current is carried by more than one shell, which is indica-
tive of stronger intershell coupling at higher bias, i.e. at higher
electron energies [55]. Such intershell or intertube scattering
may also be facilitated by the coupling of excited carriers to
low-energy collective excitations. In SWNT bundles such col-
lective excitations are facilitated by tube–tube interactions in
a similar manner as they are facilitated in graphite through
layer–layer interactions.

Disorder may provide an additional source of momentum
whereby the constraints for energy and momentum relaxation
are somewhat relaxed. For graphite we found that dynamic
and static disorder, e.g. phonons or defects, lead to an overall
increase of electron-relaxation rates [45]. This should also be
kept in mind since SWNT samples are generally expected to
be structurally less perfect than pristine HOPG on which the
experiments of [45] were performed.

We speculate that future studies on the influence of col-
lective excitations as well as on the influence of dynamic and
static disorder on the decay of excited carriers may thus also
provide a means to study tube–tube interactions.

4.5 Cooling of the electron gas and e–ph interactions

The e–e scattering processes described in Sect. 4.1
lead to a rapid redistribution of energy absorbed by carriers
on the sub-picosecond time scale. After perturbation by the

visible pump pulse this brings the electronic system close to
internal equilibrium at a somewhat elevated temperature (see
Fig. 12). The complete equilibration of electrons and phonons
naturally involves e–ph interactions that transfer energy from
the electronic system to the lattice. It can be inferred from
Fig. 12 that internal- and electron-lattice thermalization take
place on distinctly different time scales and the processes can
thus be analyzed on an individual footing. In this section we
will concentrate on e–ph interactions and the resulting cooling
of the laser-heated electron gas.

The non-equilibrium dynamics of an electronic system
coupled to a phonon bath is frequently described in the frame-
work of the two-temperature model [56]. Within this model,
the energy flow and the corresponding changes in electron
and lattice temperatures, Te and Tl, are described by a set of
coupled differential equations

Ce
dTe

dt
=∇ (κ∇Te)−H (Te, Tl)+ S(t) , (7)

Cl
dTl

dt
= H (Te, Tl) , (8)

where Ce and Cl are the corresponding heat capacities, κ is the
electronic heat-diffusion coefficient, S(t) a source term given
by the pump-laser pulse and H(Te, Tl) is the crucial electron
to lattice energy-transfer rate. The first term in (7) describes
diffusive transport due to temperature gradients in the elec-
tronic system. With an electronic c-axis diffusion constant in
graphite – as a reference material – of below 0.05 W/cm K
these processes are expected to be too slow to be relevant at the
time scale on which we observe electronic cooling. In particu-
lar the morphology of the bucky-paper samples is expected to
be responsible for an even smaller heat-diffusion coefficient
perpendicular to the surface. This and the comparatively large
optical skin depth of over 50 nm allow us to neglect diffu-
sive transport out of the detection volume and we can omit the
carrier-diffusion term of (7).

The discussion can be further simplified due to the
small electronic heat capacity Ce if compared to that of
the lattice Cl. The electronic heat capacity of electrons in
SWNT bundles can be estimated using the density of states
at EF for a typical metallic tube, e.g. the (9, 9) species,
of 0.015 atom−1 eV−1. In passing, we note that this is al-
most exactly three times as high as the DOS in graphite of
5.5×10−3 atom−1 eV−1 [57]. By this fortuitous coincidence,
one obtains an average specific heat capacity in bundles with
a 1 : 2 mixture of metallic to semi-conducting tubes of ap-
proximately 12 µJ/mole K2, which is nearly equal to that of
graphite of 13.8 µJ/mole K2 [58]. At room temperature the
electronic heat capacity in SWNT bundles is thus expected to
be over four orders of magnitude smaller than the lattice heat
capacity of 7.5×103 mJ/mole K [59, 60]. The temperature of
the lattice thus does not increase noticeably and the differ-
ential equations (7) and (8) can be approximated by a single
one:

Ce
dTe

dt
=−H (Te, Tl) . (9)

In the following we will discuss how the energy-transfer
rate H(Te, Tl) can be obtained from time-resolved photoe-
mission experiments. To this end we recall that the coupling
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function H(Te, Tl) can also be written in terms of the change
of internal energy Eint of the electronic system:

H (Te, Tl)=− d Eint

dt
. (10)

The latter can be obtained by integration using

Eint =

∞∫
−∞

d E E D(E) f ∗(E)

∞∫
−∞

d E D(E) f ∗(E)

, (11)

where D(E) is the density of states in the system and f ∗(E) is
the appropriate distribution function of the carriers. Note that
f ∗(E) does not have to be in thermal equilibrium. Experimen-
tally this integral can be obtained from an integration over the
energy-weighted photoelectron intensity I(Ekin):

Eint ∝
∞∫
−∞

d E E I
(
E+hνprobe− eΦ

)
, (12)

where we assume that the effective photoemission matrix
elements are constant – at least within the small energy range
with significant spectral weight. The expression in brackets
simply relates the measured electron kinetic energy to the en-
ergy with respect to EF prior to photoemission by the UV
probe photon with energy hνprobe. eΦ is the sample work func-
tion. Since the excitation spectra cover only a limited energy
range and are cut off at the low-energy side by the secondary
edge, we calculate the internal energy from photoemission
spectra using positive energies only:

Eint = Eint (Tl)+2Ĉ

∞∫
0

d E E ∆I (E+hν2hν− eΦ) , (13)

where Eint(Tl) is the internal energy of the system before opti-
cal perturbation while it is still in equilibrium with the lattice.
∆I is the measured change in the photoemission intensity
after the optical perturbation, i.e. the excitation spectrum, and
C is a normalization constant. The factor 2 accounts for the
fact that we have performed the integration only over positive
energies. The normalization constant is obtained by calibrat-
ing the internal energy with the internal energy obtained using
the temperature of one of the FD fits in Fig. 12 at a pump–
probe delay significantly exceeding the characteristic time for
internal thermalization, typically at 3 ps.

In Fig. 18 we have plotted the internal energy and the
corresponding temperature obtained from the integral in (13)
for time delays from −1 ps to 6 ps (black circles). The light-
gray circles denote results from fitting a FD distribution to
the excitation spectra. The deviation of the energies obtained
from the FD fit and the numerical integration of the spectra
clearly illustrate the contribution of non-equilibrium, i.e. non-
thermalized, charge carriers to the internal energy, which is
significant in particular at small pump–probe time delays be-
low 1 ps.

The rate H(Te, Tl) at which energy is transferred from the
electronic system to the lattice can now readily be obtained

FIGURE 18 Internal energy of the electronic system as a function of time
after excitation by a visible pump pulse. The energy can either be obtained
from a FD fit to the excitation spectrum or by integration of the energy-
weighted spectrum

FIGURE 19 Rate of energy transfer between electrons and lattice in SWNT
bundles as a function of the temperature difference between lattice and elec-
tronic system

by differentiation of the data in Fig. 18 with respect to time.
The results of such a differentiation are reproduced in Fig. 19
where we have plotted the rate H(Te, Tl) as a function of the
temperature difference ∆T = (Te−Tl), where the lattice tem-
perature Tl is assumed to remain constant at 300 K. Similar
results were obtained for a sample temperature of 40 K. Fig-
ure 19 shows the strongly non-linear increase of the coupling
term H with increasing ∆T . For comparison we have included
the calculated linear ∆T dependence of H for copper. The lat-
ter has previously been found to have a constant slope g of
1017 W/m3 K [61, 62].
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The theory of electron to lattice energy transfer by
Allen [63] allows us to relate the energy transfer between elec-
trons and lattice to the electron–phonon mass-enhancement
parameter λ. This is done using the Eliashberg coupling func-
tion α2 F(ω, k), which gives the coupling of electrons with
momentum k to alql final states – irrespective of their momen-
tum – which differ from the initial state k in energy by hω. The
electron–phonon mass-enhancement parameter is of particu-
lar interest because it allows us to predict the superconducting
transition temperature in conventional (BCS) superconduc-
tors using McMillan’s formulae [64]. According to Allen
one expects a linear temperature dependence of the coup-
ling term H(Te, Tl) = g(Te− Tl) if the lattice temperature is
similar to or above the Debye temperature ΘD and if the
temperature jump of the electronic system is significantly
smaller than Tl. The proportionality constant then becomes
g= (

3hλ〈ω2〉Ce
)
/(πkBTl). This is generally appropriate for

e–ph interactions in noble metals at room temperature, but
it is not a good approximation for graphitic materials with
much higher Debye temperatures. Here, we therefore use the
high-temperature limit of the equations derived by Allen. In
this case one has a T 4

e power-law behavior for the coupling
term H :

H (Te, Tl)= h
(Te− Tl)

5

Te
, (14)

with

h = 144ζ(5)kBCe

πh

λ

Θ2
D

, (15)

where ζ(5)= 1.0369 . . . is Riemann’s zeta function.
The best fit to the data in Fig. 19 yields a value λ/Θ2

D
of (6± 2)× 10−9 K−2. For a Debye temperature of about
1000 K [59] this gives λ = 0.006±0.002, which is over an
order of magnitude smaller than typical values obtained for
the noble metals for example (λCu = 0.08 [62]). On the other
hand this value is nearly identical to that found in a similar
study for graphite [65]. The major uncertainty here is the value
of the on-tube Debye temperature, which has been reported to
be 960 K [60]. Calculated values of the on-tube Debye tem-
perature however may be as high as 1200 K, which would lead
to a 40% larger value for the mass-enhancement parameter.

For a temperature difference of only 100 K between elec-
tronic system and lattice these results would imply that
the energy-transfer rate H in copper is nearly three orders
of magnitude higher than that in SWNT bundles of only
5×1016 W/m3. This may contribute to the high resilience
of carbon nanotubes to current-induced electric breakdown.
The latter can frequently be attributed to thermally as well as
current-activated electromigration.

In the following we will make use of the scattering for-
mulae given by Allen and combine these with the electron–
phonon mass-enhancement parameter measured here to cal-
culate elementary e–ph scattering times. Using the low-
temperature limit for the e–ph scattering time at the Fermi
level as given by Allen [63, 66]:

1

τe–ph
= 24πζ(3)

λ

1+λ

(
Te

ΘD

)3

ωD, (16)

where ζ(3)= 1.2020 . . . and ωD is the Debye frequency, we
obtain a room-temperature scattering time τe–ph of 1.8 ps.
Using a group velocity of 106 m/s the latter would corres-
pond to a room-temperature electron–phonon mean free path
of 1.8 µm. In fact, this scattering time can be attributed ex-
clusively to scattering in metallic tube species of the SWNT
bundles since the electronic heat capacity – and thus the meas-
ured cooling process – is dominated by species with high
density of states at the Fermi level. Fortunately the scattering
time τe–ph does not depend on the actual value of ΘD or on
the value of Ce as these parameters cancel out in the calcula-
tion. The only uncertainty that remains is the day to day scatter
of about 30% as well as any error in the determination of the
equilibrium temperature (at 3-ps pump–probe delay), which is
estimated to be somewhat smaller than day to day variations.

In a previous publication [71] we used an alternative ap-
proach to demonstrate how the e–ph coupling strength can
also be related to detailed tight-binding matrix elements of
Jishi et al. [67]. The matrix elements used in [67] were based
on a calculation of the in-plane resistivity of graphene by
Pietronero et al. [68]. Unfortunately, however, the latter give
an in-plane resistivity which is substantially smaller than ex-
perimental values. The mean free path and e–ph scattering
time obtained in [71] are thus somewhat larger and should be
treated with caution.

Similar results for e–ph scattering lengths and times in
SWNT bundles were obtained in conventional transport stud-
ies by Appenzeller et al. [69, 70]. These authors reported an
e–ph mean free path of 11 µm at a somewhat lower tempera-
ture of 250 K.

5 Summary and conclusions

We reported a time-domain study of charge-carrier
dynamics in SWNT bundles. The experiments allow us to dis-
tinguish between ultra-fast e–e scattering processes leading
to internal thermalization of an optically excited electron gas,
and the much slower e–ph interactions leading to a cooling of
the heated electronic system back to the lattice temperature on
the picosecond time scale.

Electron–electron scattering times could be determined
unambiguously for electron energies ranging from about
0.3 eV up to 2.3 eV above EF. For states at lower ener-
gies, e–ph interactions in addition to a refilling of states by
secondary-electron cascades make the determination of e–e
scattering times more difficult. The measured lifetimes are
very similar to those observed in graphite. The experiments
presented here cannot discriminate between the behavior of
individual tube types due to averaging by the photoemis-
sion signal over contributions from all tubes in the SWNT
bundles. The above discussion, however, may allow us to
predict some of the details of QP relaxation processes em-
bedded in the averaged lifetimes. Their energy dependence,
for example, can be discussed qualitatively using phase-space
arguments for electron relaxation in combination with e–h
pair excitation. The constraints imposed on e–e scattering
processes by conservation of energy, angular momentum
and linear momentum (along the tube/bundle axis) are ex-
pected to lead to a strong dependence of carrier lifetimes
on sub-band index and energy. We predict that these con-
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straints may occasionally also lead to an unusual energy
dependence of quasiparticle lifetimes which – in some situa-
tions – can decrease with increasing energy, in strong contrast
to the general behavior of a free-electron system. This may
also explain the extraordinarily small width of the energy
range facilitating resonantly enhanced Raman scattering from
SWNTs [50].

The cooling of the laser-heated electron gas and the cor-
responding rate of energy transferred to the lattice were
also studied. The latter allows us to determine the electron–
phonon mass-enhancement parameter λ, which was found
to be 0.006± 0.002. This coupling constant and the as-
sociated e–ph room-temperature scattering time of 1.8 ps
can be associated with the metallic fraction of SWNTs
in the bundles because these dominate the electronic heat
capacity.

In conclusion, we have presented a time-domain study
of charge-carrier dynamics in SWNT bundles that provides
a wealth of information on e–e and e–ph interactions in these
samples. Future studies of the temperature dependence, in
particular on doped samples or samples of different tube
diameters, may provide further insight into the details of such
elementary scattering processes.
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