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Abstract The recent introduction of the helium ion

microscope (HIM) offers new possibilities for materials

modification and fabrication with spatial resolution below

10 nm. In particular, the specific interaction of He? ions in

the tens of keV energy range with materials—i.e., minimal

deflection and mainly energy loss via electronic excita-

tions—renders the HIM a special tool for ion-beam-

induced deposition. In this work, an overview is given of

all studies of helium-ion-beam-induced deposition (He-

IBID) that appeared in the literature before summer 2014.

Continuum models that describe the deposition processes

are presented in detail, with emphasis on precursor deple-

tion and replenishment. In addition, a Monte Carlo model

is discussed. Basic experimental He-IBID studies are crit-

ically examined. They show deposition rates of up to

0.1 nm3/ion. Analysis by means of a continuum model

yields the precursor diffusion constant and the cross sec-

tions for beam-induced precursor decomposition and beam-

induced desorption. Moreover, it is shown that deposition

takes place only in a small zone around the beam impact

point. Furthermore, the characterization of deposited

materials is discussed in terms of microstructure and

resistivity. It is shown that He-IBID material resembles

more electron-beam-induced-deposition (EBID) material

than Ga-ion-beam-induced-deposition (Ga-IBID) material.

Nevertheless, the spatial resolution for He-IBID is in

general better than for EBID and Ga-IBID; in particular,

proximity effects are minimal.

1 Introduction

1.1 Focused electron and ion beams for imaging

and nanofabrication

Many medium or large laboratories in the natural sciences

possess one or several scanning electron microscopes

(SEMs). The main use is of course imaging, and the most

advanced SEMs offer nowadays an imaging resolution of

about 1 nm. An essential factor that limits resolution is

diffraction, which is rooted in the fundaments of nature

and, therefore, cannot easily be mitigated, unless one

shifts to higher electron energies. Ions have higher

momentum and thus shorter wavelength than electrons of

the same energy. Therefore, a focused ion beam (FIB) can

in principle provide higher imaging resolution than a

focused electron beam (FEB). However, two important

factors obstructed widespread use of FIBs for imaging.

First, the brightness (i.e., the number of particles emitted

per unit of source area and per unit of steradian) of the

available sources was limited. Until recently, almost all

commercial FIB instruments have a liquid metal ion

source (LMIS) of Ga?. The limited brightness implied a

practical probe size of at best 5 nm [1]. The second

obstruction is the inherent damage by the heavy Ga? ions.

Often, the surface is destroyed by ion sputtering before a

useful image could be taken. In fact, Ga-FIBs became

popular precisely because of the possibility of local

sputtering, or nanomachining [2]. Since the late 1980s,

the main use of FIBs is ion beam materials processing;

initially for electronic circuit edit and repair of litho-

graphic masks, later for fabrication of lamellae for

transmission electron microscopy (TEM), cross sectioning

for subsurface materials analysis, and prototyping nano-

scale devices.
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The presence of a gas during a FEB or FIB bombard-

ment can lead to beam-induced decomposition of adsorbed

gas molecules. The molecules decompose when excited by

an incident primary beam particle or by one of the sec-

ondary particles. Some molecular fragments are volatile

and disappear in the environment of the instrument,

whereas others form bonds with the atoms in the substrate.

As a consequence of the latter process, a deposit grows at

and near the spot where the focused beam hits the surface.

This process can be used to grow nanoscale objects, and

numerous examples are discussed in the present volume,

e.g. in the review by van Dorp [4]. Figure 1 is an example

of parallel platinum lines grown by He?-ion-beam-induced

deposition (IBID).

Although the gallium LMIS is widespread for nanoma-

chining, the need for FIBs for imaging remained. A con-

cept explored over several decades by various groups was

the gas-field ion source (GFIS), using noble gas atoms, thus

avoiding detrimental Ga-contamination and excessive

damage [5–7]. After many years of research and develop-

ment, the US-based company ALIS manufactured in 2006

a commercial scanning ion microscope with a focused He?

ion beam from a GFIS [8, 9]. Most important characteris-

tics of the He? GFIS are a very high brightness and rea-

sonable source stability and lifetime. This instrument,

named Orion and now available from Carl Zeiss, can

produce a 30-keV He? beam of several picoamperes and a

probe size of\1 nm [7]. Although the company’s objective

was ion microscopy, various groups explored the instru-

ment’s potential for nanofabrication, either via ion beam

lithography [10–13], ion milling [14–20], IBID [7, 16, 21],

or ion-beam-induced etching [22].

Various overview articles on helium-ion-beam nano-

fabrication have appeared in recent years [3, 7, 22–27]. The

present chapter is a review of the published studies on

nanofabrication via helium-ion-beam-induced deposition

(He-IBID). All studies have been executed on Orion Plus

helium ion microscopes (HIMs). The field is still mainly in

an explorative phase, and so far only a handful of chem-

istries has been investigated. Nevertheless, it has become

clear that between the established techniques of electron-

beam-induced deposition (EBID) and Ga-ion-beam-

induced deposition (Ga-IBID), He-IBID has unique char-

acteristics, combining advantages of both. But the most

striking unique characteristic is the high spatial precision at

which materials can be grown, without any noticeable

overspray or proximity effects. The example of Fig. 1

demonstrates a precision in the ten-nanometer range, but

better results have been achieved in thinner deposits [22].

Because of the newness of this field, this review offers

in principle the possibility to be ‘complete.’ Hence, besides

listing hopefully all publications to date, we aim to discuss

these publications’ main results as well. Specifically, we

will focus on modeling, since that subject has received

little attention so far, apart from extensive Monte Carlo

modeling [28].

A multitude of processes is involved in beam-induced

deposition. Since acquaintance with these processes is

indispensable for understanding experimental studies and

applications, we give first an overview of the current

knowledge of these fundamental processes. Fortunately, it

turns out that He-IBID is simpler than its counterparts

EBID and Ga-IBID. Then, we will describe two analytical

models of He-IBID and subsequently describe a few fun-

damental He-EBID studies. We will use the analytical

models to analyze measured deposition rates. Next, we will

summarize characterization of He-IBID materials and then

compare He-IBID with EBID, Ga-IBID, and Ne-IBID. We

will end this chapter by summarizing the main character-

istics of He-IBID.

2 Fundamentals

2.1 Ion–matter interactions

When energetic ions travel trough a solid, they transfer

their kinetic energy to the atoms in the solid. In general,

two different processes determine the ion’s energy loss: (1)

energy loss by interaction with the nuclei of the atoms and

(2) energy loss by atomic excitations. At energies above

Fig. 1 Bird’s-eye helium ion microscopy (HIM) image of platinum

lines, deposited with He-ion-beam-induced deposition (He-IBID);

sample tilt is 30�. During the deposition, the 25-keV and 2-pA He?

beams was moved repeatedly along five parallel single-pixel lines.

The grown PtCx lines are 15 nm wide and 50 nm high. Reprinted with

permission from [3]. Copyright 2010 Society of Photo Optical

Instrumentation Engineers
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1 keV, the energy transfer can be regarded as a series of

successive two-body collisions. The process of energy

transfer from ions to solids is described in numerous

overview articles and books and in various handbooks. A

good example of the latter is the series by Ziegler et al.

[29]. The review by Volkert and Minor [2] describes the

processes during (Ga?) FIB bombardment. Here, we will

summarize only the aspects relevant for this review.

The interaction during the collision is governed by

the screened Coulomb force between the nuclei of the

two particles. After the collision, the ion and the

recoiled atom are in motion, and both will collide with

other atoms, resulting in a cascade of atomic collisions.

In the cascade, the original kinetic energy of the ion is

distributed over typically 105–106 atoms. As a conse-

quence, many bonds in the material near the ion’s tra-

jectory are broken, the material is being mixed and,

sometimes, amorphized. Finally, the ion comes to rest,

and most of the deposited energy is dissipated as heat to

the material or its surroundings. Because the Coulomb

force depends on the nuclear charge, the energy loss of

heavy ions in matter is larger than for light ions of the

same velocity.

The moving ion also excites and ionizes atoms and,

hence, loses extra energy. Whereas nuclear collisions result

in the direct physical breakup of atomic bonds, atomic

excitations can lead to unstable and subsequently broken

bonds, i.e., molecular dissociation. Moreover, the ion can

capture and lose electrons or produce a collective excita-

tion of the electron plasma of the solid. The maximum

energy transfer of an ion of mass M and kinetic energy E0

to a free electron at rest is 4E0me/M, where me is the

electron mass. For 30 keV He?, it is 16 eV.

Energetic particles that reach the surface can escape

from the solid. One calls the escape of recoiled atoms

during ion-beam bombardment ‘ion milling’ or ‘sputtering’

and the escape of electrons ‘secondary electron (SE)

emission.’ Figure 2a shows these secondary particle

emission processes. Sputtering yields for a 30-keV Ga?

beam—the most common FIB—are usually between 1 and

5 removed atoms per incident ion for perpendicular inci-

dence, but at oblique incidence, the yields can be several

times higher. In He?-beam bombardment, sputtering yields

are about 10–50 times lower than for Ga? bombardment

[30]. SE yields for both ions are similar, typically several

electrons per ion, and, indeed, the measured SE energy for

30-keV He?-beam bombardment is less than the free-

electron limit of 16 eV [31]. A distinction is often made

between two types of SEs: SE1’s are the SEs generated by

incident primary ions and SE2’s are those generated by

backscattered ions or recoiled atoms.

For 30-keV Ga?, the average energy loss per distance

travelled in, e.g., silicon, is 1,100 eV/nm by nuclear col-

lisions and 120 eV/nm by electronic excitations [29]. The

much lighter He? loses little energy by nuclear collisions,

only 8 eV/nm in silicon, whereas the loss by electronic

excitations is 100 eV/nm. The total energy loss of He? is

thus about an order of magnitude lower than of Ga?, and

hence, He? penetrates materials typically ten times as

deep, e.g., 300 nm in silicon. Moreover, because nuclear

interactions of He? ions are relatively weak and because

interactions with individual electrons do not transfer much

Fig. 2 a Principle of FIB milling or sputtering and secondary

electron (SE) emission. Note that the amorphized surface region

contains implanted primary ions. b Interactions of a primary heavy

ion in a solid, producing SE’s and dislocated target atoms in a

collision cascade. It is assumed that the excited surface atoms cause

adsorbed molecule dissociation. Reprinted with permission from [32,

33]. Copyright 1994 and 2008 American Vacuum Society
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momentum, deflections of He? ions are small and the ions

travel mainly along straight trajectories. The simulated

trajectories of Ga? ions, electrons, and He? ions in Fig. 3

show an essential and favorable aspect of He?-ion

microscopy and nanofabrication: Perpendicularly incident

He? ions rarely return to the surface of a flat specimen and

therefore almost all beam-induced surface processes, in

particular SE emission, occur at or near the beam entrance

point. In contrast, the numerous backscattered Ga? ions

and electrons induce surface processes also at large dis-

tances from the beam entrance point.

2.2 Processes at a dynamic surface

Bond breaking, mixing, and sometimes new compound

formation occur also at the surface of the bombarded

material. However, the surface has a different composition

and history than the bulk, because its physical and chem-

ical states are also dictated by the gaseous, liquid, or vac-

uum environment of the material. Moreover, these states

are dynamic. For instance, continuous adsorption of water

or hydrocarbon molecules during bombardment can change

the surface condition, even if the ion beam is constantly

removing atoms from the surface. Moreover, if the supply

of atoms from the gas phase exceeds their sputter removal,

net growth of material takes places. The process of beam-

induced growth or deposition has been known from the

early days of electron microscopy and ion beam analysis.

Often unwanted carbonaceous layers were formed by

decomposition of adsorbed hydrocarbon molecules from

pump-oil vapors or contaminated surfaces in the vacuum

system.

The continuous supply and removal of molecules from

the gas phase, of particles from the ion beam, and of atoms

from the bulk make the processes at an ion-beam-bom-

barded surface very dynamic and complex. A small change

in a few of the conditions—e.g., in the amount of supply,

transport, or removal—can cause a major change in the

composition or shape of the evolving surface. In its turn,

changes in surface composition and shape can affect the

supply, transport, and removal rates. It is evident that one

can use ion beam bombardment to induce useful surface

reactions of selected precursor molecules. However, the

dynamic and complex nature of these surface processes

makes systematic optimization cumbersome or worse.

Nevertheless, one has studied ion-beam-induced surface

reactions for this purpose since the early days of FIB

materials modification, see, e.g., the review on gas-assisted

focused beam processing and fabrication by Utke et al. [33].

2.3 Simple structures made by He-ion-beam-induced

deposition

Movements of the ion beam during the decomposition of

continuously adsorbing precursor gas molecules result in a

complex, three-dimensional deposit. Its shape resembles

the beam movement, but they are not identical.

The five lines of Fig. 1 are grown via decomposition of

trimethyl (methylcyclopentadienyl)-platinum [or MeCp-

PtMe3 or (CH3)3Pt(CPCH3)] [3]. MeCpPtMe3 is a common

metalorganic precursor gas used in EBID, IBID, chemical

vapor deposition (CVD), and atomic layer deposition

(ALD). Its chemical composition is PtC9H16. The specimen

of Fig. 1 was tilted 30� during imaging in order to show the

Fig. 3 Simulated trajectories of 30 keV Ga?, 1 keV electrons, and 30 keV He? in Si. Note the deep penetration, the weak deflections, and the

absence of backscattering of the He? ions. Reprinted with permission from [34]. Copyright 2007 American Institute of Physics
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front edge—and, thus, the height—of the lines. During

deposition, the substrate surface was oriented perpendicu-

lar to the ion beam. Note that the two outer lines have the

same dimensions as the inner lines and that all sidewalls

are almost vertical. There is, thus, a good one-to-one

relationship between the pattern of the beam movements

and the shape of the deposit, although the actual lines are

wider than the lines of the pattern. In other words, prox-

imity effects are present, but they are minor.

To make the structures of Fig. 4, a 25-keV and 0.2-pA

He? ion beam was moved repeatedly in 21 steps from P to

Q and then repeatedly in the perpendicular direction from

R to S [24]. The beam step size was 20, 50, or 75 nm, and

the dwell time was always 50 ls. The precursor gas was

MeCpPtMe3. The ion beam with a diameter of about 1 nm

was incident parallel to the surface normal, and the flow of

the precursor molecules was at an angle of 60� to the sur-

face, see the arrow in Fig. 4a. Despite the small beam

diameter and the large step size, the structures are two

intersecting continuous walls: growth did not happen only

at the 41 beam impact points. Moreover, the shape is not a

simple cross. Apparently, blocking of the supply of pre-

cursors by the first wall between P and Q caused a

depression in the segment of the second wall between the

center and R. Obviously, the peak in the center is caused by

the growth of part of the second wall on top of the first one.

The growth of nearly the entire second wall on top of the

first in Fig. 4c can be understood as lateral outgrowth of the

central peak. Note the small ‘feet’ in the R–S direction,

likely grown before the second wall reached its full breadth.

Structures grown by EBID, He-IBID, and Ga-IBID do

not differ much. The physical mechanism that induces the

decomposition of the precursor molecules is transfer of

kinetic energy of the incident ions or electrons to the

adsorbed molecules. Because the nature of the energy

transfer can be different for electrons, light ions, and heavy

ions, one can expect differences in the deposits. For

example, there might be differences in composition,

deposition efficiencies (deposited volume per unit of

charge), minimal feature sizes, stray deposition, or halos.

We will describe possible and observed differences later in

this review.

3 Models of He-IBID

3.1 A sketch

The physical and chemical processes during IBID are not

exclusive for EBID or IBID, nor rarely studied. Never-

theless, their complex interplay hampers quantitative and

predictive modeling of IBID as a growth technique. Pro-

cess optimization is still mainly based on trial-and-error,

guided by guesses, qualitative understanding, and approx-

imated modeling and computer simulations.

Although the set of parallel lines of Fig. 1 is a very

simple structure, understanding all growth processes during

IBID is, thus, not trivial at all. In order to give the reader an

idea of the complex interplay, we sketch in this section a

relatively simple example: the growth of a line as thin as

possible and of limited height. The focused helium ion

beam is moved along a linear set of spots on a flat substrate

surface. The beam has a Gaussian shape with a full width at

half maximum of db. After a dwell time sd in one spot, the

beam moves to the neighboring spot. The time to make this

step is much shorter than sd, and the size of the step is

considerably less than db. We assume that precursor mol-

ecules stream out from the orifice of a gas injection needle

and hit the surface in a wide zone around the beam impact

area. Furthermore, if a molecule hits an empty surface site,

it might stick; otherwise, it is reflected back into the gas-

eous environment.

Fig. 4 Crosses formed by two

He-IBID walls of 21 pillars at

a 75-, b 50-, and c 20-nm

separation. The PQ wall was

grown first. The arrow indicates

the direction of the flux of

MeCpPtMe3 precursor

molecules from the gas injection

needle. Blocking of arriving

precursors and deposition

outside the beam impact point

determine to a large extent the

shape. Reprinted with

permission from [24]. Copyright

2012, John Wiley and Sons
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The cross-sectional and top-view sketches in Fig. 5

depict the important processes. The incident beam is highly

focused with a decreasing intensity at its flanges. The width

of the growing line is much larger than the width db of the

beam. The gas injection needle is to the left, outside the

sketched region. The inhomogeneous density of the

adsorbed precursors is shown as a blue layer of variable

thickness in Fig. 5a and of variable ‘blueness’ in Fig. 5b.

This inhomogeneity is caused by precursor depletion by

beam-induced reactions and by blocking of incoming pre-

cursor molecules by the deposit itself: The deposit’s right

slope and the adjacent substrate surface are located in the

‘shadow’ of the deposit. In this depletion zone, IBID is

rare, and hence, most growth takes place off-center of the

beam.

Some impinging molecules are reflected (Refl) when

they hit the surface, whereas other adsorb (Ads). Surface

diffusion (Dif) of adsorbed molecules takes place as well,

thus reducing differences in their densities, and some

adsorbed molecules desorb via thermal activation (TDes).

Excitation by the penetrating ions can cause precursor

decomposition in the beam spot. Decomposition is sket-

ched as black-purple stars in Fig. 5. The excitation might,

however, also cause precursor desorption (BIDes). During

passage of the surface, some SEs cause decomposition,

often outside the beam spot. Also other energetic atoms

and escaping deflected He? ions can cause precursor

decomposition outside the actual beam spot. A few reen-

tering SEs cause decomposition at a distance from the

deposit, and one reaction in the gas phase (GPR) is shown;

its product might land anywhere on the substrate or the

deposit.

Fragments of decomposed precursor molecules might

either desorb or bind chemically to the surface and become

incorporated in the deposit. The width of the thus growing

deposit is determined by the width of the ion beam, the

scattering of the ions in the deposit, and the distance the

SEs and recoiled atoms can travel before they reach the

adsorbed precursor layer. Although backscattering is rare,

deflected He? ions can easily reach the edge of a narrow

and high structure.

The transfer of the energy from the beam to secondary

particles, the spread of the primary and secondary particles,

and the transport of precursor molecules all determine the

growth of the deposit. Since the geometry evolves, not all

these processes are constant. In-depth understanding of the

influence of these processes can be obtained by mathe-

matical analysis.

3.2 Mathematical description of He-IBID

To give the reader a sense of the interdependencies of the

involved processes, we present below a mathematical

model of He-IBID. The approach follows Ref. [33].

We describe the fluxes of primary and secondary parti-

cles, labeled i, with the energy, position, and time-depen-

dent functions f �i ðE; r~; tÞ and fiðr~; tÞ. We assume that all

fluxes fi are proportional to the primary beam current iPI

(=e 9 FPI, where FPI is the integrated flux of the primary

beam). Then, the probability P per unit of time for

decomposition reaction of a given precursor molecule

at surface position r~ via excitation by any energetic

particle is:

Fig. 5 a Cross-sectional view and b top view of He-IBID of a line.

The precursor molecules (blue) enter from the left. The beam (red) is

in the last point at the end of a series (black dots on the vertical line

in b). BI backscattered ion, DI deflected ion, Dif diffusing precursor,

Ads adsorption, Refl reflection, TDes thermal desorption, BIDes

beam-induced desorption, Sp sputtering, GPR gas-phase reaction.

Black-purple stars are particle-induced precursor decomposition

events, occurring at various places and induced by various (primary

and secondary) particles. The blue layer is the adsorbed precursor

layer; its thickness is inhomogeneous
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Pðr~; tÞ ¼
X

i

Z
riðEÞf �i ðE; r~; tÞdE ¼

X

i

reff
i fiðr~; tÞ ð1Þ

where ri(E) is the cross section for the decomposition by

particles of type i and energy E. The type can refer to

primary He? ions (PI), re-emitted backscattered (BI) or

deflected (DI) He? ions, energetic (EA) or sputtered (SP)

atoms, and SEs.

The decomposition rate qdep at r~ is:

qdepðr~; tÞ ¼
X

i

nðr~; tÞreff
i fiðr~; tÞ ¼ nðr~; tÞPðr~; tÞ; ð2Þ

where n is the surface density of the adsorbed precursors.

The deposition rate gdep—expressed in volume per unit of

time—is gdep = Vp qdep, with Vp the deposited volume per

decomposed precursor.

The change on=ot of the surface density depends on the

local flux jtot of impinging precursor molecules, the max-

imal possible density n0 of adsorbed precursors, the actual

density n, the probability s of sticking of a precursor

impinging onto an empty site, the thermal desorption rate

sdes, effective reaction cross sections reff
i ; the cross sections

for beam-induced desorption rdes
i ; the fluxes fi of energetic

primary and secondary particles, and the precursor diffu-

sion constant D:

on

ot
¼ sjtot 1� n

n0

� �
þ Dr2n� n

sdes

� n
X

reff
i fi � n

X
rdes

i fi: ð3Þ

Note that quantities depend on the surface composition

at r~. In practice, there are only two extreme compositions

present: that of the substrate and of the deposit. However,

local mixtures can exist as well, albeit temporary. Two

important steady-state growth regimes can be derived from

Eq. (3). For simplicity, we assume here that diffusion and

desorption are negligible (D, rdes
i and 1=sdes ! 0Þ: Then, in

steady state ðon=ot ¼ 0Þ:

n
X

i

reff
i fi ¼ sjtot 1� n

n0

� �
ð4Þ

If the fluxes fi of energetic particles are large, n must be

small. If n� n0;, we have n
P

reff
i fi � sjtot: Then, the

deposition rate gdep depends via n only on the precursor

flux jtot. This growth regime is called the precursor-limited

regime [33]. If on the other hand the energetic particle

fluxes fi are low, n approaches n0 and the deposition rate

gdep is proportional to n0

P
reff

i fi: The only practical

method to increase gdep is then to increase all fluxes fi, i.e.,

to increase the primary ion current iPI. This growth regime

is called the ion-limited regime.

The inclusion of diffusion and desorption affects the

regimes, but not in essence. If the main supply of

precursors to the reaction zone is not by direct adsorption

but by diffusion from the surrounding areas, one calls this

regime the diffusion-enhanced precursor-limited regime.

Note that in and close to the beam impact zone, deposition

rates are high and consequently the precursor density

n low. Here, often the precursor-limited regime holds,

while the ion-limited regime holds at larger distances to the

beam impact zone.

The impinging precursor flux jtot depends on the surface

orientation at r~: We define p̂ðr~; tÞ as the local surface

normal and j~0 as the vector representing the magnitude and

direction of the flux from the gas injection needle. If there

is unhindered flow, the impinging flux j is:

jðr~; tÞ ¼ �j~0 � p̂ðr~; tÞ ¼ j0 cos hðr~; tÞj j ð5Þ

where hðr~; tÞ is the angle between the local surface normal

and the gas injection needle. The molecular flow expands

in the open region between the needle and the substrate

[33], and therefore, one must add a spreading function,

lnðr~Þ; to Eq. (5).

Objects located between the needle and the beam impact

region might block the impinging molecules. The amount

of blocking can be represented by a function bnðr~; tÞ; which

is 0 for no blocking and 1 for complete blocking. For

instance, the right slope of the deposit in Fig. 5 and the

adjacent substrate region cannot be reached directly by

molecules from the needle; that part is in the shadow. On

the other hand, scattering of molecules in the gas phase or

reflection from other surfaces can contribute as a back-

ground precursor flux jbgr.

Hence, the total impingement rate of precursors is:

jtotðr~; tÞ ¼ j0lnðr~Þ 1� bnðr~; tÞð Þ cos hðr~; tÞ þ jbgr p̂ðr~; tÞð Þ:
ð6Þ

Even for constant flow j0, the impinging precursor flux

jtotðr~; tÞ is time dependent via the developing local surface

normal p̂ðr~; tÞ; the blocking function bnðr~; tÞ; and the

background gas flux jbgr. Furthermore, the sticking s in

Eq. (4) might depend on the changing local composition.

The amount of ion beam sputtering gsp (in nm3/s)

depends on the local composition, the flux of primary ions,

and the local orientation of the surface:

gspðr~; tÞ ¼ �YA p̂ðr~; tÞð ÞVAfPIðr~; tÞ; ð7Þ

where YA is the sputtering yield (number of sputtered atoms

per incident ion) for material A and VA the volume per

atom. The sputtering yield depends on the angle h between

the incident beam and the local surface normal. For 25-keV

He? on most materials, the sputtering yield increases from

typically 0.05 at 0� to *0.5 near 80� and then drops

quickly to zero at 90� [30].

Hence, the local change in volume per unit of time is:
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gtotðr~; tÞ ¼
X

i

nðr~; tÞVpr
eff
i fiðr~; tÞ

� �

� YA p̂ðr~; tÞð ÞVAfPIðr~; tÞ: ð8Þ

Deposition and sputtering are, however, not the only pro-

cesses that change the shape and volume of the deposit and

the substrate. Thermal and beam-enhanced diffusion can

change the shape. And implantation of primary ions increases

the volume, unless the implanted ions are able to diffuse out.

However, the range of implanted He? ions is often hundreds

of nanometers, and implantation affects mainly the volume

over large distances in the substrate [35].

Although one can write differential equations for the

relevant processes, in all but the most trivial cases a

straightforward analytical solution for Eqs. (2) or (8) can-

not be found. Moreover, minor changes in conditions can

change the outcome of a deposition job drastically. If, for

instance, the supply of precursors is locally reduced by

shadowing, material removal by sputtering can exceed

deposition. Then, the area sinks with respect to the sur-

rounding material and becomes even less accessible to

precursors, amplifying the deviation from a flat surface.

The dip in the left section of the cross in Fig. 5a, b is an

example of a shape that is strongly affected by shadowing.

The interdependent functions of Eqs. (2), (3), (6), and

(7) and their strong temporal and spatial dependencies

make solving Eqs. (2) and (8) for many practical deposi-

tion jobs enormously complex. Nevertheless, a continuum

solution for simple systems is very instructive.

3.3 Continuum models for simple cases

In Ref. [36], a simple analytical model for the growth of

pillars in He-IBID with a stationary beam was presented.

Figure 6 shows pillars grown with (a) a Ga? beam and

(b ? c) He? beams of various currents. The Ga-grown

pillar is broad—160 nm—and has many side lobes. In

contrast, the He pillars are much narrower and smoother.

The highest and narrowest ones are obtained at the

lowest currents; the narrowest is 35 nm in diameter.

Despite the large difference in ion mass, the volumetric

growth rates are comparable: 0.05 nm3 per Ga? ion and

0.03–0.05 nm3 per He? ion. After the initial phase, the

growth rates of all pillars did not change [36, 37]. Appar-

ently, precursor diffusion from the substrate along the pillar

shaft to the reaction zone is not the rate-limiting step.

Figure 7a shows a TEM image of the top of one pillar.

The radius of curvature, rc, is 9 nm. The primary and

secondary reaction zones (RZ1 and RZ2) are indicated. In

Fig. 7b, we sketch a growing pillar, partly covered by

precursor molecules (green spheres surrounded by four

small black spheres). Note the large precursor depletion in

RZ1. Two He? trajectories are depicted (dark yellow in

vacuum and gray in the pillar). Both ions are deflected and

escape from the pillar. SE (SE1) emission at the ion’s

entrance causes precursor decomposition (purple star) in

the primary reaction zone RZ1; the corresponding vertical

growth speed is vV. SE (SE2) emission causes decompo-

sition at the flanges, thus in the secondary reaction zone

RZ2; the lateral growth speed is vL. The total range of

(undeflected) He? ions in the pillar is R. In this phase of

growth, the only development is a constant rise of the top

part of the pillar. Beyond R, the pillar width w remains

constant during the remainder of the deposition job.

The pillars of Fig. 6b, c grown at the high currents are

relatively short. Apparently, depletion at the apex reduced

the vertical growth speed vV. The growth was analyzed

assuming only decomposition by SE1 (leading to vertical

Fig. 6 a Pt pillar grown with a

stationary 1-pA and

30-keV Ga? beam; ion dose is

180 pC [37]. b, c Pt pillars

grown with a stationary 25-keV

He? beam at various currents;

ion dose is 6 pC. The viewing

direction is a 60� and b, c 30� to

the pillar axis. a, b Have the

same horizontal scale. Modified

by permission from [38].

Copyright 2010 IOP Publishing
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growth) and SE2 (leading to lateral growth) [36]. A steady-

state continuum model for the transition of the ion-limited

regime to the precursor-limited regime [33, 40] can

describe the measured saturation of the vertical growth

speed, see the fit curve in Fig. 8a. Fit parameters were v?
and it. Figure 8b shows how the pillar broadens with

increasing ion current i. Alkemade et al. [36] used the

continuum model plus the assumption that at currents

below 6 pA (*7it) depletion at the flanges is still negli-

gible. They showed that the pillar radius r within the ion

range R (see Fig. 7b) grows as:

dr

dt
¼ ksi

2r
; ð9Þ

where the constant ks includes the precursor surface density

n, the SE2 generation rate, and the cross section rSE of

decomposition by low-energy electrons. Note that the rate

decreases as r-1 because the pillar’s circumference is

increasing, and therefore, the same number of energetic

particles is spread out over a larger region. Integration over

the time available for pillar broadening (=R/vv) yields a

relation between the final pillar width w and the ion current

i:

wðiÞ ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ksðiþ i0ÞR

v1
þ r2

0

s

¼ c
ffiffiffiffiffiffiffiffiffiffi
iþ d
p

ð10Þ

The constants c and d have been fitted to the experimental

data; the result is the red curve in Fig. 8b. At higher currents

([3 pA), the experimental width seems to saturate faster than

calculated. Probably, the precursor-limited regime proliferates

from the apex down to the flanges, slowing down the lateral

growth as well. It was concluded in Ref. [36] that both the

ratio between SE1 and SE2 emission and the ratio between

the precursor coverage at the apex and at the flanges deter-

mine the ratio of vertical and lateral growth speeds. The latter

ratio determines the final width of the pillar.

Utke et al. [41] developed an analytical continuum

EBID/IBID model for a stationary beam and a flat deposit,

i.e., a deposit much lower than wide. In that case, the

mathematics is 2-D or, because there is rotational sym-

metry, 1-D. The authors show that the ratio between the

diameters of the deposit and the beam is a function of

the ratio between the maximal ion or electron flux and the

precursor flux, the ratio between thermal desorption rate

and precursor flux, and the ratio between the typical sub-

strate diffusion distance and beam diameter.

3.4 Continuum model for pulsed irradiation

Also for pulsed irradiation, continuum models can be

constructed. Here, we will model the deposition rate for

various dwell periods and beam currents. For that purpose,

we assume that adsorbed precursor molecules from RZ2

diffuse into RZ1 proportionally to the density of empty

Fig. 7 a Bright-field TEM image of a Pt pillar grown by He-IBID.

The apex has a radius of curvature, rc, of 9 nm. Two distinctive

reaction zones are depicted: RZ1 and RZ2. b Sketch of a pillar

growing by beam-induced decomposition of adsorbing and diffusing

precursor molecules; the vertically incident ion beam is stationary.

Courtesy (a) Frans Tichelaar, TU Delft. b Modified with permission

from [39]. Copyright 2011 American Vacuum Society

Fig. 8 Relation between a vertical growth speed and b pillar width

and He? current for the pillars of Fig. 6b, c. Full curves are analytical

fits discussed in the text. Dashed line indicates it. Modified with

permission from [36]. Copyright 2010 American Vacuum Society
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sites (=n0 - n) in RZ1. RZ1 is a circular region around the

beam impact point with radius r. We assume that in RZ1

primary ions and SE1’s are the only energetic particles.

Furthermore, we assume that apart from diffusion, only

decomposition and beam-induced desorption take place;

thus, adsorption and thermal desorption are neglected.

We define:

r�1 �
X

iðRZ1Þ
reff

i

fiðr~; tÞ
fPIðr~; tÞ

¼ reff
PI þ gSE1r

eff
SE1; ð11Þ

where gSE1 is the number of generated SE1’s per primary

ion. From Eqs. (2) and (11) follows:

q1 ¼ r�1fPIn; ð12Þ

where q1 is rate of depositions per unit area in RZ1. Note

that g1 = Vpq1 is the vertical growth in nm/ls.

The desorption rate per unit area is:

d1 ¼ r�desfPIn; ð13Þ

where r�des is the effective desorption cross section. Inte-

gration over the beam profile A gives:

Q1 ¼
Z

A

q1dA ¼ r�1

Z

A

fPIndA and

D1 ¼
Z

A

d1dA ¼ r�des

Z

A

fPIndA:
ð14Þ

Now, we assume that rapid diffusion within RZ1

removes all spatial variations in n. Thus:

Q1 ¼ r�1n

Z

A

fPIdA ¼ r�1FPIn and

D1 ¼ r�desn

Z

A

fPIdA ¼ r�desFPIn:
ð15Þ

In reality, the flux distribution of the SEs fSE1 differs

from the flux distribution, or beam profile, fPI of the pri-

mary ions. However, the assumption that in RZ1 local

differences in density n are absent and the integration over

the primary beam profile nullify any effects due to differ-

ences between both flux distributions.

Thus, the change in the average density n of precursors

in RZ1 is:

dn

dt
¼ � Q1

pr2
� D1

pr2
þ bðn0 � nÞ; ð16Þ

where b is a proportionality constant, depending on the

precursor diffusion into RZ1. From Eqs. (15) and (16)

follows the differential equation

dn

dt
¼ � r�1 þ r�des

pr2
FPInþ bðn0 � nÞ � �aFPInþ bðn0 � nÞ

ð17Þ

with the solution

nðtÞ ¼ n0 �
bn0

aFPI þ b

� �
e�ðaFPIþbÞt þ bn0

aFPI þ b
: ð18Þ

Note that at the beginning of a dwell period (t = 0), the

density is n0. The total volumetric growth C1 in RZ1 during

the entire dwell time sd is:

C1 ¼ Vp

Zsd

o

Q1ðtÞdt ¼ Vpr
�
1FPI

Zsd

0

nðtÞdt

¼ Vpr
�
1FPIn0 1� b

aFPI þ b

� �
1� e�ðaFPIþbÞsd

aFPI þ b

� �
þ bsd

aFPI þ b

� �
:

ð19Þ

The growth Dh in height per ion is:

Dh ¼ C1

pr2FPIsd

¼ 1

pr2

Vpr�1n0

aFPI þ b

1� b
aFPI þ b

� �
1� e�ðaFPIþbÞsd

sd

� �
þ b

� �
:

ð20Þ

We will use Eq. (20) later to analyze the pulsed growth

of He-IBID pillars [39].

3.5 Computer simulation of He-IBID: the EnvisION

code

Because analytical solutions are only applicable in spe-

cific situations and because the fundamental processes are

qualitatively simple, most progress has been obtained by

Monte Carlo simulation. The EnvisION code of Smith

et al. [28] is at present the most extensive simulation

model for IBID. Since all relevant processes are

sequential, simulation on an ion-to-ion basis is relatively

straightforward. The ion trajectories are calculated via the

SRIM code [29] and the SE production via the IONiSE

code [42]. However, the non-steady state, the depen-

dencies of rates on many parameters—sometimes only

approximately known—and counteracting processes

(sputtering, depletion, deposition) complicate interpreta-

tion of simulation results.

Using the EnvisION simulation code with realistic val-

ues for the fundamental deposition processes, Chen et al.

[38] studied Pt20C80 pillar growth by He-IBID. The simu-

lations reproduce the measured current dependences of the

vertical, lateral, and volumetric growth rates.

Figure 9 shows simulated pillars for a low (1 pA) and a

high (9 pA) current. Note that the range of 25-keV He?

ions in this material is about 200 nm. The simulation

results confirm the notion that the vertical growth is mainly

due to SE1 (yellow region) and the lateral outgrowth to

SE2 (cyan), whereas the contributions by primary ions (red

1736 P. F. A. Alkemade, H. Miro

123



region) and deflected ions (green) are small. This result is

in qualitative agreement with the continuum model of pillar

growth sketched above.

Figure 10 shows the simulated surface density n of

precursors as a function of the height on the pillar [38].

One can see that the precursor density in the primary

reaction zone (RZ1) at the pillar apex decreases from 35 %

at 1 pA to 15 % at 9 pA. The precursor density in the

secondary reaction zone (RZ2) decreases as well, but rel-

atively less, typically from 80 to 60 %. Thus, the apex

grows in the precursor-limited regime, whereas the ion-

current-limited regime holds for the flanges. As a conse-

quence, the flanges benefit from an increase in current, but

not the apex. Figure 10 explains the observed increase in

pillar width with increasing beam current.

Recently, Timilsina et al. [43] compared He-IBID with

Ne-IBID using the same EnvisION code. The simulations

predicted narrower pillars for Ne-IBID, which the authors

attribute to the smaller interaction volume of Ne ions. This

conclusion is, however, not consistent with the broad Ga-

IBID pillar of Fig. 6a. Since gas-field Ne? ion sources have

recently become available, we expect that experiments will

settle this controversy soon.

4 Experimental studies of He-IBID

4.1 Application of He-IBID for modification

of a photonic crystal

The maximum beam current the Orion HIM can deliver is

100 pA, although a sub-nanometer beam probe is obtained

Fig. 9 Cross sections of simulated He-IBID pillars for 1 and 9 pA

He? current. The color codes for the type of particle that caused

deposition. From center to rim: red primary ions, yellow SE1

electrons, green deflected ions, cyan SE2 electrons. At 9 pA, lateral

growth by SE2 dominates. Reprinted by permission from [38].

Copyright 2010 IOP Publishing

Fig. 10 Simulated relative density n of precursors on the pillar

surface for various currents. The apex is at 200 nm. Depletion in the

primary reaction zone RZ1 is high ([70 %) and in the secondary

reaction zone RZ2 typically 20–40 %. Reprinted by permission from

[38]. Copyright 2010 IOP Publishing

Fig. 11 He-IBID pillars of PtCx grown in a suspended photonic

crystal. a Top view, b bird’s-eye view [44]
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only with currents of at most a few picoamperes. Hence,

high-volume deposition is impracticable. Nevertheless, the

high spatial precision and the minimal proximity effects

make He-IBID very useful for specific applications.

Figure 11 is an example in which the dielectric constant of

a few holes in a suspended photonic crystal is changed by

growing a pillar near the center of the hole. Note that there

is no visible deposition outside the pillars.

4.2 Volumetric growth rate or deposition efficiency

In various studies, the deposition efficiency for the growth

of PtCx boxes from MeCpPtMe3 has been measured [16,

21, 45, 46], the efficiency being defined as the growth in

volume per ion or charge unit. Chen et al. [38] measured

the deposition efficiency for Pt pillar growth and Kohama

et al. [47] for tungsten pillars. Figure 12 summarizes the

results of these studies.

Despite variations in experimental conditions, clear and

consistent trends are noticeable. In general, the growth rate

decreases with increasing beam current from *0.1 nm3/

ion near 0.2 pA [45] to *0.01 nm3/ion at 20 pA [46].

Assuming a density of 11 PtC4 ‘molecules’ per nm3 [38],

the deposition yield is between 0.1 and 1 Pt atom per He?

ion. Surprisingly, the deposition efficiencies for the pillar

and the boxes do not differ noticeably.

Kohama et al. [47] grew W pillars. For 30-keV He?,

they found values between 0.01 nm3/ion at 0.2 pA and

0.002 nm3 at 4 pA. But at 0.1 pA, the deposition efficiency

was considerably higher: 0.035 nm3/ion. (Note: for clarity,

the W data in Fig. 12 have been multiplied by 10, except

the one at 0.1 pA.) Although these values are about an

order of magnitude lower than for Pt deposition, the current

dependencies of the growth rates for Pt and W are similar.

Unfortunately, the precursor fluxes are not known, and

therefore, it is not clear whether a lower reaction cross

section, a lower SE yield, or a lower precursor supply is

responsible of the observed low deposition efficiency for

W.

Deposition yields for He-IBID and Ga-IBID are com-

parable. For instance, Tao et al. [48] measured a yield of

2.5 Pt atoms per Ga? ion of 32 keV at normal incidence,

and Puretz and Swanson [49] found a growth rate for

25 keV Ga? of 0.08 nm3/ion. Dubner et al. [50] and Ro

et al. [32] measured the deposition yield of gold from

dimethyl goldhexafluoroacetylacetonate [DMG(hfac)] for

2–100 keV He?, Ne?, Ar?, Kr?, and Xe? ions. They

observed that the measured decomposition yield scales

with the ion’s nuclear energy loss and therefore concluded

that the mechanism of precursor decomposition is excita-

tion by energetic surface atoms, produced in the collision

cascade. As mentioned in the Sect. 2.1, the nuclear energy

loss of He? in Si is more than 100 times lower than of Ga?.

From the comparable yields of Pt deposition and the huge

difference in nuclear energy loss, we conclude that the

collision-cascade or energetic-surface-atom model is not

the mechanism of He-IBID. Alternative explanations are

thermal activation or excitation by SEs, produced via the

electronic energy loss of the He? ions. However, thermal

activation is unlikely because isolated tall pillars and low

boxes have similar deposition efficiencies, but very dif-

ferent heat conductance.

4.3 Deposition with a pulsed beam

Precursor depletion slows down growth. Depletion occurs

mainly in the primary reaction RZ1 around the beam

impact site, but also to a lesser extent in a wider zone (see

Fig. 10). In order to avoid depletion without reducing the

ion current, it is best to use a scanning or a pulsed beam

[39]. The beam exposes a site for a finite time; then, it is

either interrupted or moved to another site, and after a

specified time returns to the original site. This procedure is

repeated many times. When the beam returns, adsorption

and/or diffusion should have replenished the depleted

precursor molecules.

The first ion in a new dwell period arrives when the

precursor density is at a maximum. For successive ions, the

density drops continuously. The speed of the drop depends

on the number of precursors nearby the beam impact

point—in practice the primary reaction zone RZ1—and by

the cross sections for beam-induced decomposition and

beam-induced desorption. Figure 13 shows measurements

of the pillar growth rate for various beam currents. Clearly,

the rate decreases with increasing number of ions per dwell

period. Diffusion into RZ1 counteracts the dropping num-

ber of precursors, and a balance between precursor influx

Fig. 12 He-IBID deposition efficiencies in terms of deposited

volume per incident ion for growth of PtCx from MeCpPtMe3 [16,

21, 38, 45, 46] and W from W(CO)6 [47]. The purple data points for

W have been multiplied by 10, except the first (black-purple

diamond) at 0.1 Pa
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by diffusion—mainly from RZ2 into RZ1—and precursor

consumption is established. Note that since RZ1 is small

and the dwell time short, the contribution to replenishment

by direct precursor adsorption is negligible.

In the previous section, a model was constructed for

deposition with a pulsed beam. Equation (20) describes the

growth of the pillar per ion as a function of the number of

ions per dwell period. There are three unknown parameters:

(1) the decomposition cross section r�1; (2) the number a of

precursors lost per ion; and (3) the rate b at which pre-

cursors arrive via surface diffusion. For r, the radius of the

primary reaction zone RZ1, we take the radius of curvature

of the pillar apex, rc: 9 nm; for the initial precursor density

n0, the literature value of 1.9 MeCpPtMe3 precursors/nm2

[33]; and for the volume Vp, we take 0.091 nm3/Pt atom

[38]. The full curves in Fig. 13 are the fit results with

r�1 ¼ 0:14 nm2, a = 0.0064/ion, and b = 0.027/ls. The

effective deposition cross section r�1 is more than one order

magnitude larger than the cross section for decomposition

by low-energy electrons, as measured by Van Dorp et al.

[51], suggesting a yield of approximately 15 SE1’s per ion.

The inverse of a (155 ions) is the number of ions that

removes a full layer of MeCpPtMe3 precursors. Further-

more, from a and r�1 follows r�des (=apr2
c � r�1Þ: 1.49 nm2,

which implies that ten times as many precursors are lost by

beam-induced desorption than by decomposition. Finally,

one can regard b-1 (37 ls) as the time needed to fill RZ1

with precursors by diffusion from the surrounding areas.

Via 4Db-1 = r2
c ; we find a diffusion constant D of

5.4 9 10-9 cm2/s.

For very short dwell times, Eq. (20) reduces to

Dh0 � Dhðsd ! 0Þ ¼ Vpr�1n0

pr2
c

: ð21Þ

Thus, for the first tens of ions in a dwell period, the

pillar growth Dh0 is 0.098 pm/ion (see Fig. 13), and the

volumetric growth is DV0 = Dh0pr2
c = 0.025 nm3/ion.

This value is lower than that for the pillars in Fig. 12

(green crosses), because the latter data include lateral

outgrowth in RZ2 as well. Finally, the deposition yield Yd

(=DV0/Vp) is 0.28 Pt atoms per ion.

For sd !1; we derive from Eq. (20)

Dh1 � Dhðsd !1Þ ¼
Vpr�1n0

pr2
c

b
aFPI þ b

¼ Dh0

1

aFPI=bþ 1
: ð22Þ

If aFIP � b; depletion is large and the growth rate is

determined by diffusion into the reaction zone; this is, thus,

the diffusion-enhanced precursor-limited regime. If b�
aFIP; there is negligible depletion and the growth is in the

current-limited regime.

Figure 14 shows the volumetric growth per ion as a

function of the number of ions per dwell period. The data

points for the various currents lie almost on a single curve,

up to about 104 ions, corresponding to approximately 1-ms

dwell time at 1.8 pA. Thus, the amount of precursor con-

version depends only on the number of ions per dwell

period and not on the length of that period. Of course, if

one increases the dwell time without changing the number

of ions, there is more time for diffusion. Hence, the balance

in conversion shifts from the flanges (RZ2) to the apex

(RZ1), and the pillar becomes higher and narrower.

This shift is indeed observed [39]. We note that for dwell

Fig. 13 Increase of Pt-pillar height Dh per ion as a function of the

number of ions per dwell period for a pulsed beam at various beam

currents. Full curves are fits to the model discussed in the text.

Refreshment time is at least 10 ms. The data points at ‘[106’ are for a

continuous beam

Fig. 14 Deposition efficiency or volumetric growth rate as a function

of the number of ions per dwell period for various beam currents. The

data points at ‘[106’ are for a continuous beam. Reprinted with

permission from [39]. Copyright 2011 American Vacuum Society
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times \1 ms, diffusion from outside both reaction zones

and direct adsorption from the gas phase are too little to

bring substantial quantities of precursors to the apex.

If there is a low number of ions per dwell period, then the

deposited volume per ion is large. The data points below

100 ions per dwell continue to increase with decreasing

number of ions, whereas one expects a leveling off. It is not

clear whether this effect is an artifact related to problematic

beam steering at high frequencies, inaccurate beam current

measurement at low currents, or adsorption and diffusion of

multilayers of MeCpPtMe3 or contamination gases. The

highest value in Ref. [39] is 0.8 ± 0.3 nm3/ion for a 0.1 pA

beam at 6 ions/dwell time (not shown in Fig. 14). This value

is about one order of magnitude higher than for the growth

of boxes of Fig. 12. However, these voluminous pillars

were relatively broad, about 90 nm. The low current and

short dwell time might have caused instabilities or inaccu-

racies in the positioning and focusing of the ion beam, thus

spreading the primary reaction zone over a larger area and,

thus, reducing depletion.

To conclude: the analysis of the pulsed growth of Pt

pillars shows that typically 150 He? ions remove—either

by beam-induced desorption or by decomposition—a Pt

precursor layer in the semi-spherical primary reaction zone

around the beam impact point. This zone has a radius of

about 9 nm. Precursor replenishment into this zone by

surface diffusion from the pillar’s flange occurs typically

within 40 ls. Furthermore, the deposition yield in the

current-limited regime is about 0.25 Pt and 1 C atom per

ion. Note that on flat surfaces, the escape of SE1’s is more

difficult, and therefore, the radius of the primary reaction

zone might be much smaller.

4.4 Effect of variable refresh time

Long dwell times will not only cause precursor depletion in

the reaction zone, but also in a wider area. Steady-state

precursor conversion is then only possible if there is

refreshment by adsorption. In Fig. 15, the pillar height for a

fixed total charge is shown as a function of the refresh time,

i.e., the time between the end of one dwell period and the

start of the next one at the same site. Alkemade et al. [39]

concluded that there are two mechanisms of precursor

supply discernible.

The beam dwell time was 100 ls and the current 4.5 pA.

Thus, there were 2,800 ions/dwell period, resulting in

extensive depletion in the reaction zone. The total charge was

6 pC. Figure 15 shows that a refresh time of about 100 ls

(phase I) is sufficient to undo the depletion in the growing

apex region, consistent with the value of b-1 (37 ls) found in

the analysis of Fig. 13. For refresh times between 0.2 and

2 ms (phase II), the deposition rate is independent of refresh

time. Likely, diffusion in this time period annuls the

differences in precursor densities in RZ2. Indeed, for the

diffusion constant found in the analysis of Fig. 13

(D = 5.4 9 10-9 cm2/s), the diffusion distance after 1 ms is

approximately 50 nm, consistent with the simulated precur-

sor distribution in Fig. 10. Finally, refresh times longer than

2 ms lead to additional growth. The authors concluded that

precursor adsorption on the apex (RZ1) and the nearby flan-

ges (RZ2) starts to contribute to the refreshment in phase III.

4.5 Scan strategy

Refreshment is also important for the growth of broad

structures, e.g., boxes. In that case, the beam resides a short

dwell time sd in a cell inside the area of the box and

subsequently steps to a neighboring cell. When the entire

area has been covered, the beam returns to the first cell.

There are two confliction requirements for choosing the

best beam step size. First, the step size should be small, so

that the final surface of the deposit will be smooth. Second,

the step size should be larger than the depletion zone;

otherwise, growth in one cell is hindered by growth in the

previous cell. These conflicting requirements can be

accommodated if the order of beam stepping is not simply

sequential. A better strategy is interlacing. For instance,

every other cell is skipped in the first cycle; and in the

second cycle, only the skipped cells are visited. In Fig. 16a,

the conventional scanning order for 64 cells is shown and

an interlacing order in Fig. 16b. In the latter approach,

every other column and every other row are skipped, and

after four cycles, the beam returns to the first cell. Red

circles denote the depletion zones. In the conventional

beam stepping order, depletion zones overlap, which

Fig. 15 Pillar height and width as functions of the refresh time.

Images of three typical pillars are shown at their respective refresh

times. Three phases can be discerned: I a short refreshment enhances

vertical growth and slightly reduces the pillar width as compared to

no refreshment, II the height and width of the pillars are not affected

by small changes in the refresh time, III both height and width

increase with refresh time. Reprinted with permission from [39].

Copyright 2011 American Vacuum Society
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reduces the overall growth rate. In the interlacing order,

there is no overlap, and the growth rate is maximal.

Recently, Plank et al. [52] have explored the effect of

interlacing on PtCx box growth by EBID. Figure 17a shows

the result. A beam step size of 13 nm was sufficiently small

to realize boxes with smooth surfaces. However, in order to

avoid reduction in growth rate by depletion, the interlace

step size had to be at least 100 nm. The optimal scan

strategy resulted in an 80 % higher growth rate than the

conventional strategy.

Miro and Alkemade [53] performed a similar experiment

for He-IBID using a 0.3-pA and 25-keV He? beam with a

probe size of about 1 nm. The minimal step was 4 nm, and

the interlace step size multiples of 4 nm. The dwell time sd

was 16 ls, corresponding to 30 ions per dwell period,

whereas the cycle time was 66 ms. The substrate was sili-

con. The outcome of the He-IBID experiment was very

different (see Fig. 17b). The growth rate at the largest

interlace step size of 32 nm was barely 10 % higher than at

the smallest of 4 nm. Thus, in He-IBID, the depletion zone

is more than an order of magnitude smaller than in EBID.

Figures 16 and 17b lead to the interesting conclusion

that depletion in He-IBID is relatively simple. Within

certain limits, beam scanning parameters—such as dwell

time and step size—affect the growth only indirectly. The

important parameters are the number of ions per dwell

period and the refresh time.

5 Characterization of He-IBID material

5.1 Microstructure and composition of He-IBID

deposits

Trimethyl (methylcyclopentadienyl)-platinum, MeCpPtMe3,

is a very common precursor for metal deposition in EBID

and IBID. However, the deposited material is not at all pure

platinum. For Ga-IBID, Pt atomic concentrations are typ-

ically between 30 and 40 %; the rest is mainly C, Ga, and

an unknown quantity of H [33, 54]. For EBID, Pt con-

centrations are between 10 and 20 %, and the rest is mainly

C, some O, and maybe H.

Sanford et al. [21] measured with energy dispersive

spectroscopy (EDS) the composition of He-IBID deposits

for this precursor and found concentrations between 8 and

20 %, very similar to EBID. The authors performed of

statistical design-of-experiments (DOE) in order to trace

the parameters that influence the composition. They found

a negative correlation between Pt concentration and

deposition yield and a positive correlation between Pt

concentration and current.

Drezner et al. [45] made and analyzed TEM lamellae of

tall (1.0–1.8 lm) and wide (280 nm) Pt pillars. They used a

low (0.35 pA) and a very low (0.1 pA) He? current. For 0.35

pA, they measured Pt concentrations of 10–20 %, similar to

Sanford et al. [21] and Wu et al. (16 %) [46]. For 0.1 pA,

however, they found Pt concentrations twice as high (see

Fig. 18). The highest concentration was at the top of the

pillar. The authors presume that the lower current allowed

more time for methane to form and desorb, lowering the C

content of the deposit. Moreover, the growth rate at 0.1 pA

Fig. 16 Beam scanning strategies. In a, the beam steps from one cell

to its neighboring cell (see red arrow); in b, interlacing is used. The

red circles denote the depletion zones; in a, they overlap, reducing the

total growth rate; in b, there is no overlap and the growth rate is

maximal

Fig. 17 Volumetric growth rates as a function of interlace pitch for

a EBID and b He-IBID. Insets show a AFM and b HIM images of

typical boxes. a Reprinted with permission from [52]. Copyright 2012

American Chemical Society. b From Ref. [53]
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was high: 0.13 nm3/ion (see Fig. 12). The decreasing C

concentration toward the top might be due to an increase in

temperature with increasing height during the growth.

In the Si material below the base of the pillars, many

defects are present, caused by He? implantation. Details of

defect formation in Si by He? implantation can be found in

Ref. [35]. The high-resolution TEM image of Fig. 7a

reveals the deposit’s microstructure: Crystalline Pt grains

embedded in a carbonaceous matrix, with grain sizes of

2.4 ± 0.4 nm. An enlargement of Fig. 7a is shown in

Fig. 22a. In this pillar, the average Pt composition was

about 18 %, as measured with EDS. Wu et al. observed a

very similar structure (see Fig. 21a), though with slightly

larger grains, typically 3.2 ± 0.35 nm [46]. Also for EBID,

similar microstructures have been observed in PtCx pillars,

see Fig. 22b [55].

Kohama et al. [47] grew tungsten pillars via He-IBID

decomposition of W(CO)6 and studied their microstructure

and composition. The pillars consisted of face-centered

cubic WC1-x and/or W2(C,O) grains for all deposition

conditions. Figure 19 shows TEM images of a few pillars.

The tungsten pillars had a width of 40 nm and a height of

up to 2 lm. The authors concluded that the volumetric

growth rate determined the microstructure of the pillars.

Previously, Hill and Faridur Rahman [6] grew a 6.5-lm-

long and 50-nm-wide W pillar. Columnar voids with a

width of 1–15 nm are found in the center of the pillars of

Fig. 19b. According to the authors, the presence of voids

suggests that the pillars are continuously being sputtered by

the incident He? beam. The narrowest voids are observed

for the lowest currents, indicating that hindrance of pre-

cursor delivery to the center of the reaction zone is

involved in void formation as well. We note that dips in the

center of EBID deposits have been observed and explained

by Utke et al. [41]. Chen et al. [56] used the balance

between sputtering and deposition to make narrow pores in

the center of Ga-IBID deposits.

The microstructure of He-IBID grown cobalt [57], see

the left inset of Fig. 20, is very different. The metal is

almost pure and consists of small, filament like crystallites.

5.2 Resistivities

Electrical contacts in micro- or nanoscale devices can be

made via deposition of metallic material. Although IBID

and EBID are very powerful in terms of spatial precision,

the quality of the deposited material is often poor. For

instance, pure platinum has a resistivity of 10 lX cm. In

Fig. 18 Cross section of a Pt pillar, grown by IBID of MeCpPtMe3

with a 25-keV and 0.1-pA He? beam. The beam was scanned in a

200-nm-wide box. The Pt contents, measured with TEM-EDS, at

various heights are indicated. The dark and bright regions around the

pillar are protection material for the cross sectioning. Below the pillar

there is a 200-nm-thick defected zone, caused by He implantation

during the first phase of the deposition. Reprinted with permission

from [45]. Copyright 2012 American Vacuum Society

Fig. 19 a Tungsten pillars, grown by IBID from W(CO)6 with a

stationary 30-keV He? beam at various currents. Exposure time is

always 60 s. Note that the pillars in b are hollow. Reprinted with

permission from [47]. Copyright 2013 American Vacuum Society
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EBID, the typical resistivity of the material deposited from

MeCpPtMe3 is in the 106–107 lX cm range [54]. By post-

deposition anneal in oxygen, Botman et al. [58] achieved

104 lX cm, with a concurrent increase of the Pt content

from 15 to 70 %. However, this effective treatment chan-

ges also the shape and volume of the deposit. In Ga-IBID,

the same precursor can result in a Pt content above 40 %

and a resistivity well below 103 lX cm [54, 59].

Resistivity measurements for He-IBID material are

scarce. First results with MeCpPtMe3 showed the same

106–107 lX cm range as for EBID [23]. Recently, Wu

et al. [46] obtained resistivities at room temperature of the

order of 105 lX cm. The best result—3.5 9 104 lX cm—

was obtained at low beam energy (10 keV) and high cur-

rents (above 15 pA). Wu et al. explain the decrease in

resistivity to a higher temperature during deposition at the

higher current. This explanation is consistent with the study

of Sanford et al. [21] that shows a correlation between He?

current and Pt content.

In a recent study, Wu et al. [57] made 10-nm-wide Co

lines by He-IBID with dicobalt octacarbonyl [Co2(CO)8].

Figure 20 shows one line in a four-point probe test struc-

ture. Electrical measurements revealed a resistivity of

50–100 lX cm, only one order of magnitude above the

bulk value. The purity was high; in particular, the carbon

content was less than a few percent, much lower than

achievable by EBID [33]. The authors link the low resis-

tivity to the high Co content and the relatively large grains

(see the left inset of Fig. 20).

6 Comparison with related techniques

6.1 Comparison with heavy-ion IBID

Qualitatively similar processes take place during IBID with

heavy ions. In particular, Ga-IBID has been widely

explored and exploited. Yet, there are three important

differences between Ga-IBID and He-IBID. First of all,

sputtering of atoms from the substrate material and the

deposit is prominent for heavy ion beams. If the precursor

supply is low, the net growth might be negative, with more

substrate sputtering than precursor deposition. In He-IBID,

sputtering yields are 10–50 times lower, and therefore,

effects of sputtering on the deposits are small or unde-

tectable. The hollow core of the W pillars of Fig. 19 is an

interesting exception.

A second difference is the assumed mechanism of pre-

cursor excitation. Heavy ions in the tens of keV energy

range lose their energy in materials mainly by atomic

collisions: Most of their energy is transferred as kinetic

energy to recoiled atoms. Experiments by Dubner et al.

[50], Tao et al. [48], and Ro et al. [32] suggest that these

energetic, or excited, recoils near the surface are respon-

sible for the excitation and subsequent decomposition of

adsorbed precursor molecules, see the sketch of Fig. 2b.

However, there is indirect evidence that SEs are involved

as well [60]. Light ions of the same energy transfer hardly

any kinetic energy to recoil atoms; most energy is lost by

electronic excitations [29, 30]. Nevertheless, He-IBID and

Ga-IBID show comparable deposition yields (see Fig. 6)

and the discussion of Fig. 12. Since the mechanism of He-

IBID cannot be linked to energetic surface atoms, one must

conclude that precursor excitation by SEs is the mechanism

of He-IBID.

A third important difference is the width of the reaction

zone. First of all, most commercial Ga-FIBs do not have a

probe diameter below 5 nm. In addition, the lateral scat-

tering of Ga? ions in materials is relatively strong (see

Fig. 3). The range and lateral spread of 30-keV Ga? ions in

a medium-Z material are both typically 20 nm. In contrast,

the lateral spread of helium ions in matter is much lower,

typically a few nanometers in the outermost 100 nm of

material (see Fig. 3). Also the range of low-energy SE’s is

Fig. 20 HIM image of a

30-nm-wide Co line grown by

He-IBID on top of four Au

electrodes. The left inset is a

bright-field TEM micrograph of

a similar deposit, showing

crystallites of about 6 nm; the

other inset is a HIM

magnification showing good

step coverage. Reprinted with

permission from [57]. Copyright

2014 Springer
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only a few nanometers [61]. As a consequence, structures

can be made with much better spatial precision with He-

IBID than with Ga-IBID, compare, e.g., the pillars of

Fig. 6a, b.

6.2 Comparison between Ne-IBID and He-IBID

The newest generation of gas-field ion microscopes of

Zeiss can produce focused neon ion beams as well, pro-

viding new possibilities for high-resolution nano-fabrica-

tion [62, 63]. In a recent publication, Wu et al. [46]

investigated neon-beam-induced deposition.

The authors compared IBID growth of platinum wires

from MeCpPtMe3 by He? and Ne? ion beams. Figure 21

shows TEM micrographs of the deposited materials. The

He-IBID platinum (a) resembles that of Fig. 7a, although it

has slightly larger grains. The grains are clearly larger for

Ne-IBID growth: 4.5 ± 0.7 nm. We note that the study by

De Teresa et al. [54] showed grain sizes of 3.2 ± 0.8 nm,

both for Ga-IBID and EBID. The He-IBID and Ne-IBID

deposited materials have comparable compositions (16 and

17 % Pt, respectively). The room temperature resistivity of

the Ne-IBID material was approximately 1,000 lX cm,

about two orders of magnitude lower than for the He-IBID

material. Wu et al. measured also the temperature-depen-

dent conductance. The observed strong drop of the con-

ductance with decreasing temperature in the He-IBID

material is consistent with a granular material in the weak

intergrain tunneling-coupling regime. The behavior of the

Ne-IBID material was very different: There was a small

decrease of the conductance with decreasing temperature,

indicative of a granular metal in the strong-coupling

regime. The authors concluded that the abundant nuclear

collisions of the Ne? ions in the deposit promote platinum

mobility, thus enhancing grain growth and improving the

electrical conductance. This mixing mechanism is absent in

He-IBID, explaining the high resistivities.

6.3 Comparison with EBID

Sputtering is obviously absent in EBID. A low flux of

precursors implies only slow deposition. The mechanism of

precursor decomposition is mainly excitation by low-

energy SEs. However, there are a few additional important

differences between EBID and He-IBID. The SE yield for

30 keV He? is typically between 2 and 5 electrons per ion

[7], whereas for primary electron beams, it is between 0.1

and 1. Another important difference is the energy of the

SEs. For a He? beam, almost all SEs have an energy below

10 eV [31]. Sub-10-eV SEs are also abundant for electron

beam bombardment, but there is a non-negligible fraction

of higher-energy electrons. In fact, electron-beam-bom-

barded materials emit electrons with all energies between

zero and the full energy of the primary beam.

Lateral scattering of primary electrons is relatively

large, often hundreds of nanometers (see Fig. 3). SEs with

energies higher than 100 eV have a longer range than

10–50 eV electrons, but are also effective in precursor

decomposition, either by direct decomposition or by gen-

eration of other lower-energy electrons. Consequently,

EBID structures are coarser than He-IBID structures. For

instance, EBID Pt pillars grown by Plank et al. [55] with

the same precursor as in Fig. 7 were at least 100 nm wide.

Nevertheless, the apex of the pillars can have comparable

sharpness and microstructure, see the TEM micrographs of

Fig. 22.

Fig. 21 Transmission electron micrographs of Pt, grown via a He-IBID and b Ne-IBID. Reproduced by permission from [46]. Copyright 2014

IOP Publishing
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Plank et al. concluded that primary electrons and SE1s

contributed to growth of the pillar. He-EBID is, thus, not

principally different. However, overspray—i.e., growth of

a thin deposit in a wide area around the actual deposit—is

much more prominent in EBID than in He-EBID. The

cause is the much larger scattering of primary electrons

(see Fig. 3).

Heavy-ion IBID produces in general purer materials

than EBID, because ion beam sputtering can remove

additionally nonvolatile precursor fragments, in particular

C from metalorganic precursors. In EBID, the composition

of the deposit is without further processing often similar to

that of the original precursor minus one or two ligands.

Because sputtering is weak, the situation for He-IBID is not

much different, although optimization of experimental

conditions can lead to higher purities (see, e.g., Ref. [45]).

In the few materials investigated so far, He-IBID structures

have contamination levels between those of EBID and Ga-

IBID.

7 Summary and conclusion

The introduction of the Orion gas-field ion microscope by

Zeiss in 2006 has opened a new chapter in microscopy. Its

highly focused helium ion beam offers sub-nanometer

resolution imaging. The Orion allows also for nanofabri-

cation on the nanometer scale. One can either directly

remove atoms by He-FIB sputtering, or chemically change

resist material, or apply IBID to fabricate structures on the

surface of materials.

This chapter presents an overview of the He-IBID work

performed on Orion HIMs by various groups during the last

5 years. Since the number of publications is still tractable,

we have tried to make this review complete: To our

knowledge, we have discussed or at least cited all the work

published so far.

Compared with the related techniques of EBID and

heavy-ion-beam-induced deposition (usually Ga-IBID),

He-IBID takes the intermediate position in some aspects,

but in other aspects, it is superior to both. Of course, there

are also reasons to choose either EBID or Ga-IBID for

specific applications, such as costs (most SEMs are less

expensive than a HIM), substrate damage by He?

implantation, sputter rates and contaminations levels

(usually Ga-IBID gives better results), and prior knowledge

(still limited for He-IBID).

Most striking is that the composition and microstructure

of He-EBID and EBID materials are very similar. Although

the deposition yield per primary particle is one or two

orders of magnitude higher for a He? beam, the yields per

SE differ less. The remaining difference might be related to

the higher yield of the more effective low-energy SEs

(\10 eV) in He? bombardment. This similarity and the

notion that nuclear energy losses of He? in matter are

relatively small corroborate the conclusion that low-energy

SEs are the major agents in He?-beam-induced deposition.

Heavy ions of similar energy experience the same

electronic energy loss in matter as He? ions, but two orders

of magnitude larger nuclear energy loss. Yet, deposition

yields for He-IBID and Ga-IBID are comparable. Likely,

this similarity is a coincidence, because different processes

are responsible for the mechanisms of low- and heavy-ion-

induced deposition.

The major difference between He-IBID and EBID is the

minimal role of proximity effects for the former, a conse-

quence of the weak deflections of He? ions traveling in

matter. Hence, structures made by He-IBID resemble the

movements of the primary beam more than EBID structures

do. Therefore, application of He-IBID is in principle easier,

and details can be made finer. Moreover, He-IBID is better

suited for fundamental analysis of the physical and chemical

processes involved. Hence, we expect most progress in

fundamental studies to occur in the field of He-IBID. In this

work, we applied successfully an analytical model for IBID.

The comparison with experimental results yielded quantita-

tive data for precursor diffusion, decomposition, and

desorption. Moreover, we showed experimentally that

deposition takes place only in a zone of only 5–10 nm in

radius around the beam impact point. In other words, prox-

imity effects are minimal. Furthermore, our analysis suggests

a prominent role of beam-induced desorption as a cause for

precursor depletion during particle beam-induced deposition.

Compared with Ga-IBID, He-IBID is simpler because

sputtering is negligible and—once again—because

deflections of the ions are weaker. Moreover, there is only

one mechanism for precursor decomposition operational.

The absence of competing mechanisms reduces the

Fig. 22 Transmission electron micrographs of PtCx grown via a He-

IBID and b EBID [55]. Both images have the same scale; a an

enlargement of Fig. 7a. The dark Pt crystallites in both images have

the same diameter of 2.5 nm. a Courtesy (a) Frans Tichelaar, TU

Delft. b Reproduced by permission from [55]. Copyright 2008 IOP

Publishing
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options for the nanotechnologist to optimize fabrication

conditions for dedicated applications, although an inter-

esting exception is the small, but non-negligible effect of

sputtering in the center of the beam impact zone, leading

to hollow deposits [47]. We conclude that the ability to

make structures with high spatial fidelity is the most

important asset of He-IBID.
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