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Abstract We investigated the laser–material interaction
during the production of laser-induced subsurface modifi-
cations in silicon with a numerical model. Such modifica-
tions are of interest for subsurface wafer dicing. To predict
the shape of these modifications, a two-temperature model
and an optical model were combined. We compared the
model results with experimental data obtained by focusing
laser pulses in the bulk of silicon wafers using a microscope
objective. This comparison revealed a good agreement be-
tween the simulations and the experimental results. A pa-
rameter study was performed to investigate the effect of the
laser wavelength, pulse duration and pulse energy on the
formation of subsurface modifications. We found that both
single- and multi-photon absorption may be used to produce
subsurface modifications in silicon.

1 Introduction

Subsurface laser machining of dielectrics is a well-known
technology with applications such as the formation of crys-
tals [1], waveguides [2], gratings [3], and three-dimensional
data storage [4]. The production of waveguides in silicon has
also been demonstrated [5], despite that the location where
the waveguides emerged could not yet be fully controlled.
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Subsurface laser machining of semiconductors is also of in-
terest as a method of wafer dicing [6].

Wafer dicing is the process to cut wafers into small sep-
arate components. Thin wafers and MEMS devices present
significant challenges to the saw dicing process, due to is-
sues with cracking and/or contamination [7]. An additional
challenge is the dicing of small dies. When dicing wafers
containing smaller devices, while keeping the width of the
dicing streets constant, a relatively large wafer area is lost
due to the dicing process. A potential solution to these is-
sues is to dice from the inside out [6]. That is, by creating
laser-induced subsurface modifications. This dicing method
consists of two steps. First, a laser beam is tightly focused
inside a wafer, producing modifications which weaken the
wafer mechanically in the bulk. Secondly, an external force
is applied. This step separates the wafer along the planes
with the laser-induced modifications.

To produce subsurface modifications, a large number
of processing parameters have to be optimized. Therefore,
there is a need for modeling. One-dimensional numerical
models have been successfully used to simulate surface
melting of silicon [8–14]. A model for nanosecond sub-
surface modification of silicon has been published [6, 15],
which is based on the assumption that absorbed laser energy
is instantaneously converted into lattice heat in the silicon.
This model takes into account the temperature dependence
of the interband absorption coefficient of silicon and the re-
sulting thermal runaway. However, elevated concentrations
of free carriers due to interband absorption of photons and
physical optics were not included.

A model for 1300-nm femtosecond laser pulses focused
inside silicon has recently been published [16], which sim-
ulates the generation of free carriers in detail, by combining
a two-temperature model with the finite difference time do-
main method. However, this model does not deal with mate-
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rial properties at elevated lattice temperatures, as it is aimed
at explaining transmission measurements on a femtosecond
timescale and not at predicting phase transformations.

The model developed in the current research combines
laser beam propagation in the bulk, a two-temperature model
including a variable density of free carriers, and material
data at high lattice temperatures. It is aimed at enabling pa-
rameter studies of subsurface material damage in silicon,
covering a broad range of process conditions.

2 Numerical model

2.1 Two-temperature model

A two-temperature model (TTM) accounts for the fact that
the energy of photo-excited electrons is not instantaneously
converted into lattice heat [17]. Moreover, in the case of a
semiconductor, additional free carriers are generated dur-
ing the laser pulse, due to electrons moving from the va-
lence to the conduction band when absorbing photons. To
model these phenomena, a conservation equation has to be
solved for each of the following distributions in the material:
(1) the density of free carriers, (2) the lattice temperature,
and (3) the electron temperature.

2.1.1 Density of free carriers

The material is considered to remain locally charge-neutral,
i.e., the electrons and holes will not move independently
from each other. This is a reasonable assumption, as charge
separation generates a counteracting electric field, prevent-
ing significant differences between the electron and hole
currents [8]. This leads to the following conservation law
for the electron–hole pairs:

∂N

∂t
+ ∇ · qN = QN, (1)

in which N denotes the density of electron–hole pairs, qN

the current and QN the source term. The latter includes gen-
eration and recombination of electron–hole pairs. The cur-
rent is given by qN = −kN∇N [8], where kN is the am-
bipolar diffusivity. The influence of the Seebeck effect and
spatial variations in the band gap were neglected. The am-
bipolar diffusivity based on the Einstein relation is given by
[18]:

kN = keμh + khμe

μe + μh

= 2kBTl

e

μeμh

μe + μh

, (2)

where k is the diffusivity, μ the mobility, kB the Boltzmann
constant, Tl the lattice temperature, and e the elementary
charge. The subscripts e and h refer to the electrons and
holes, respectively.

2.1.2 Lattice temperature

The conservation of lattice heat is given by the usual heat
equation:

ρcapp
∂Tl

∂t
+ ∇ · ql = γ (Te − Tl), (3)

in which ρ denotes the density, capp the apparent lattice spe-
cific heat capacity, ql the lattice heat flux and γ the electron–
phonon coupling coefficient. The latent heat of fusion is ac-
counted for in the apparent heat capacity [19]:

capp=

{
(
∫ Tf

Ts
cp dTl + L)/2�T Ts < Tl < Tf ,

cp otherwise,
(4)

where cp is the specific heat capacity and L the latent
heat. Further, �T represents a mushy temperature inter-
val to model the solid–liquid transition. The solid and fluid
temperatures are defined respectively as: Ts = Tm − �T

and Tf = Tm + �T , with Tm the melting temperature. Su-
percooling of the melt was not considered, as the current
model is aimed at predicting where the liquid phase has been
reached in the material (see Sect. 3.1). The only source of
lattice heat originates from the electron–phonon coupling.
The flux ql is described by Fourier’s law: ql = −kl∇Tl , with
kl the thermal conductivity of the lattice.

2.1.3 Electron temperature

To derive the conservation equation for the electron temper-
ature, first a conservation equation for the total energy den-
sity U of the electron–hole pairs has to be defined. This en-
ergy density is the sum of the kinetic and band gap energy
of the electron–hole pairs [8], which reads

U = Ekinetic + Ebandgap = 3kBTeN + EgN, (5)

where Eg is the band gap energy. The kinetic energy is as-
sumed to show a Boltzmann distribution. Since high carrier
densities, as a result of the laser–material interaction, are ac-
companied by high electron temperatures, the electron–hole
plasma will not be highly degenerate [8]. The specific heat
capacity of the electron–hole pairs Ce then reads

Ce = ∂U

∂Te

∣∣∣∣
N

= 3kBN. (6)

The conservation equation for the electronic energy is

∂U

∂t
+ ∇ · W = Qe − γ (Te − Tl), (7)

with W the electronic heat flux and Qe the source term rep-
resenting all absorbed laser energy. To obtain a conservation
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equation for the electron temperature, Eqs. (1), (5) and (6)
are substituted into Eq. (7) to yield

Ce

∂Te

∂t
+ ∇ · W

= Qe − γ (Te − Tl) − (Eg + 3kBTe)
∂N

∂t
− N

∂Eg

∂t
. (8)

The electronic heat flux W consists of two terms [8]. The
first term is the electron–hole current qn multiplied by the
sum of the band gap and the Peltier coefficient. The second
term is the electronic thermal conduction qe. That is, W =
qn(Eg + 4kBTe) + qe. Like the lattice heat flux, the elec-
tronic thermal conduction qe is described by Fourier’s law:
qe = −ke∇Te, where ke is the electronic thermal conduc-
tivity, which follows from the Wiedemann–Franz law [20]:
ke = 2k2

BTeN(μe + μh)/e.

2.2 Source terms

Next, the source terms QN , γ and Qe in Eqs. (1), (3) and (8)
respectively will be derived. For the electron–phonon cou-
pling a relaxation-time model was used [8], which implies
that γ = Ce/τe . Here τe is the electron–phonon relaxation
time which reads τe = τ0(1 + (N/Ncrit)

2) [21], where τ0 is
the carrier density independent relaxation time and Ncrit the
critical carrier density for screening of the electron–phonon
coupling to occur.

Next, the carrier density source term QN in Eq. (1) is
derived. Each single- or two-photon absorption event creates
a free carrier which is described by QN -laser = αI/Ephoton +
βI 2/(2Ephoton), with α the interband absorption coefficient,
β the two-photon absorption coefficient, I the laser radiation
intensity and Ephoton the photon energy. It is noted that α

is strongly temperature-dependent in an indirect band gap
semiconductor like silicon.

The Auger recombination process is dominant in sili-
con, at the high carrier densities that are encountered during
laser–material interaction [22]. Therefore, radiative recom-
bination [23], Shockley–Read–Hall recombination [24], and
surface recombination [25] were neglected. During Auger
recombination, the recombination energy is transferred to a
free carrier. As an electron, a hole and another free carrier
are involved, this process can be expressed using a third-
order function [22]: QN -Auger = γ3N

3, where γ3 denotes the
Auger recombination coefficient.

Additionally, impact ionization, which is a process that
uses energy from free carriers to generate additional carri-
ers [26], can occur at high electron temperatures and car-
rier densities. It is described by QN -impact = δN [8], where
δ is the impact ionization coefficient. The complete source
term of the free carrier distribution is then given by QN =
QN -laser − QN -Auger + QN -impact.

Finally, a source term Qe is required for Eq. (8), describ-
ing the electron temperature. This term includes all energy
absorbed from the laser: Qe = αI + βI 2 + σNI , where σ

is the free carrier cross section.

2.3 Beam propagation

A laser beam with a Gaussian power density distribution was
selected for the simulations. The beam quality factor M2

was used to describe small deviations from a Gaussian beam
[27]. The beam was assumed to be paraxial. Even when fo-
cusing with high numerical aperture (NA) objectives, this
assumption will generally hold inside silicon. Due to its high
refractive index, the rays are refracted away from the surface
normal at the air–silicon interface. Details of high NA focus-
ing objectives, such as the cover correction, are not modeled.
It is assumed that a practical optical system provides a Gaus-
sian beam shape, in the area of interest near the focus. Some
inaccuracies in the simulations are expected at the location
where the wave hits the outer region of the strongly absorb-
ing laser-heated volume below the surface. In this region, the
wave amplitude will show high gradients in propagation di-
rection. Due to the paraxial approximation, the second-order
derivative of the wave amplitude in propagation direction is
neglected.

Two different approaches to model the propagation of the
beam have been evaluated, to find the best balance between
accuracy and computational performance. One is based on
solving the paraxial Helmholtz equation and another on
shape-invariant propagation. As the pulse durations that are
of interest are significantly longer than the time it takes for
the laser light to travel through a thin wafer, the intensity
profile was considered to be steady state during a time step.
Then, for the next time step, the intensity profile is recom-
puted based on the new instantaneous laser power and ma-
terial properties.

The intensity was reduced by a factor R at the air–silicon
interface to account for surface reflections. Back reflections
at the bottom of the silicon wafer were neglected, as they
do not have an appreciable effect on the intensity near the
focus.

The scalar paraxial Helmholtz equation, when factoring
out a carrier wave of the form e−jk0z from the field, is given
by:

∂

∂z
ũ = 1

2jk0
∇2⊥ũ + k0

2j

(
n2

n2
0

− 1

)
ũ, (9)

where ũ is the wave amplitude, j the imaginary unit, ∇2⊥ the
transverse Laplace operator, k0 = 2πn0

λ
the real reference

wavenumber, n0 the real reference refractive index and n is
the complex refractive index. The intensity follows from
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I = |ũ|2. Since the beam was assumed to be paraxial, its
absorption is given by

−∂I

∂z
= αI + βI 2 + σNI. (10)

Then �(n) in Eq. (9) can be set accordingly, to obtain the
correct attenuation corresponding to the non-linear absorp-
tion. �(n) was based on data on its dependence on temper-
ature [28], carrier density [29] and intensity due to the Kerr
effect [30].

The optical model based on the paraxial Helmholtz equa-
tion was compared with a simplified approach, which as-
sumes the propagation of the beam to be shape invariant,
following the envelope of a Gaussian beam. The shape-
invariant convergence or divergence of the beam was im-
plemented numerically by interpolating the intensity profile
and subsequently integrating and scaling it to maintain en-
ergy conservation, both by applying monotonicity preserv-
ing cubic Hermite splines [31]. In this case, the absorption
was modeled by reducing the intensity in-between the inter-
polation steps, to take the non-linear absorption correspond-
ing to a small step in propagation direction into account.

The shape-invariant method was found to produce simi-
lar results to solving the paraxial Helmholtz equation. When
comparing the lengths of the subsurface modifications along
the optical axis, obtained from both methods, the shape-
invariant method predicts modifications that are up to two
micrometers shorter for a pulse energy of 1 µJ. Reference
lengths of the modifications can be found in Figs. 3 and 4.
The reason the shape-invariant method performs well is be-
cause the beam remains Gaussian, at most of the trajectory
inside the silicon, until it hits a thin absorption front caused
by a thermal runaway, where almost all non-linear absorp-
tion is concentrated (see Sect. 3.2). Because the current work
is focused on parameter studies that require the evaluation of
many different process conditions, the shape-invariant prop-
agation method was selected, as it has a high computational
efficiency.

2.4 Numerical solver, boundary conditions and material
properties

Due to the symmetry of the incident laser beam, an ax-
isymmetric computational domain was used. The domain
was chosen sufficiently large, such that the material at the
outer radius remains near equilibrium within the simulated
time. Moreover, the flux through the symmetry axis should
be equal to zero. Additionally, surface recombination, radia-
tive losses and convective losses were neglected. This results
in the following Neumann boundary condition for all edges
of the lattice temperature, electron temperature and carrier
density distributions: ∇u(x, t) · n = 0 ∀x ∈ ∂Ω , where u is
the value of the distribution, which is a function of the loca-
tion x and time t ; n is the outer normal to the edges ∂Ω of

Fig. 1 Contour plot of maximum lattice temperatures [K]. Wave-
length: 1064 nm, focus depth: 100 µm, NA = 0.7, M2 = 1.3, pulse
energy: 2 µJ, pulse duration (FDHM): 50 ns

the computational domain Ω . For both the lattice and elec-
tron temperature, the initial temperature, at t = 0, was set
to the ambient temperature: Tl(x,0) = Te(x,0) = Tamb. For
the carrier density, the initial density, at t = 0, was set equal
to the equilibrium density at ambient temperature, as given
in [26].

Equations (1), (3) and (8) were solved with the MSC.Marc
finite element solver. Convergence checks were performed
for the mesh size, the time step and the maximum residual
allowed in the iterative solver. Equation (9) was solved with
the explicit finite difference beam propagation method [32].

The material that was selected for the simulations is
intrinsic monocrystalline silicon, the parameters that were
used are listed in Table 1.

3 Simulation results

3.1 Damage mechanism

An example of the simulated maximum lattice temperatures
that were reached during or after the pulse is shown in Fig. 1.
A time interval of four times the full duration at half max-
imum (FDHM) of the laser power was simulated, with the
peak intensity located halfway during the simulation. The
gray area in Fig. 1 indicates the region in which the sili-
con has reached the liquid phase. The corresponding tem-
perature contour is slightly above the melting point due to
the mushy interval where the latent heat was modeled (see
Sect. 2.1.2).

The predicted size of the area that has reached the liq-
uid phase during or after the pulse has been verified to be
an accurate indicator for surface damage of monocrystalline
silicon wafers, induced by pico- and nanosecond pulses [8–
14]. The damage is a result of the rapid resolidification that
occurs, which prevents the silicon from regaining its nearly
defect-free monocrystalline structure. The same damage cri-
terion has been applied when simulating subsurface modifi-
cations, since similar high cooling rates are expected when
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Table 1 Values of the parameters used in the numerical simulations

Quantity Symbol Value Unit Reference

Density ρ 2.33 · 103 kg/m3 [33]

Refractive index n 3.552 (at 1064 nm) & 3.503 (at 1300 nm) [34]

Carrier independent e-p relaxation time τ0 240 · 10−15 s [21]

Critical carrier density Ncrit 6 · 1026 1/m3 [21]

Band gap energy Eg 1.557 − 7.021 · 10−4 · T 2
l /(Tl + 1108) eV [35]

Specific heat capacity cp see Ref. J/molK [36]

Lattice conductivity kl see Ref. W/mK [37]

Melting temperature Tm 1687 K [36]

Ambient temperature Tamb 293 K

Latent heat L 48.31 · 103 J/mol [36]

Interband absorption coefficient α see Ref. 1/m [38]

Two-photon absorption coefficient β 2 · 10−11 m/W [30]

Free carrier cross section σ 1.7 · 10−24Tl (at 1064 nm, assumed λ2 dependence) m2 [39]

Surface reflectivity R 0.3 + 5 · 10−5(Tl − 300) [40]

Impact ionization coefficient δ 3.6 · 1010 exp(−1.5Eg/(kTe)) 1/s [8]

Auger recombination coefficient γ3 see Ref. m6/s [41]

Electron mobility μe 1.35 · 10−1(Tl/300)−2.4 m2/Vs [18]

Hole mobility μh 4.8 · 10−2(Tl/300)−2.5 m2/Vs [18]

a subsurface liquid volume is surrounded by cold material.
For femtosecond pulses, the mechanism of ultra-fast melt-
ing has also been proposed [42]. Since the conditions where
the laser light absorption can be concentrated in the intended
volume were found to be limited to the pico- to nanosecond
range, this phenomenon does not have to be considered.

3.2 Parameter study

To obtain the required parameters to produce subsurface
modifications, a parameter study was performed using the
model. The laser beam was focused at a depth of 100 µm
below the silicon surface, inside a 160-µm thick wafer. Both
the temporal and the spatial profile of the laser beam were
Gaussian, with the 1/e2 radius of the beam filling the cone
corresponding to a numerical aperture of 0.7.

Three parameters were varied during the simulations: the
pulse energy, the wavelength and the pulse duration. Two
different strategies to produce bulk modifications in silicon
were analyzed by model simulations: one based on single-
photon absorption at a wavelength of 1064 nm and an-
other based on two-photon absorption at a wavelength of
1300 nm.

The single-photon absorption strategy consists of select-
ing a photon energy close to the band gap, such that a low but
not negligible amount of single-photon interband absorp-
tion occurs at room temperature. The absorption should be
low enough to allow the beam to reach the focus location,
without too much absorption in the preceding beam path.

Fig. 2 Lattice temperature in the focus and laser power as a func-
tion of time. Wavelength: 1064 nm, focus depth: 100 µm, NA = 0.7,
M2 = 1.3, pulse energy: 2 µJ, pulse duration (FDHM): 50 ns

However, the absorption should be high enough to slowly
start heating the focal volume, where the laser power is to
be concentrated. The strong temperature dependence of the
interband absorption coefficient will ensure that a thermal
runaway is triggered around the focus, moving towards the
incident beam. An example of the lattice temperature in the
focus as a function of time is shown in Fig. 2. Note that the
thermal runaway in the focus is triggered before the peak
power of the pulse has been reached. Soon after the start of
the thermal runaway, the temperatures start to drop, as the
laser energy is absorbed closer to the surface, instead of in
the focus.

For the two-photon absorption strategy, the photon en-
ergy should be sufficiently below the band gap energy, such
that the single-photon interband absorption at room temper-
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Fig. 3 Subsurface modification length as a function of pulse dura-
tion and pulse energy. Wavelength: 1064 nm, focus depth: 100 µm,
NA = 0.7, M2 = 1.3

Fig. 4 Subsurface modification length as a function of pulse dura-
tion and pulse energy. Wavelength: 1300 nm, focus depth: 100 µm,
NA = 0.7, M2 = 1.3

ature is negligible. By ensuring that only the intensity in the
focus is high enough to trigger two-photon absorption, the
laser energy can be selectively absorbed in a small volume
in and around the focus.

Both the single- and two-photon strategies profit from
the fact that interband absorption generates free carriers that
will enhance the absorption at a later stage of the pulse.
For both strategies, the length of the subsurface modifica-
tion along the optical axis was calculated, as a function of
the pulse duration and pulse energy (see Figs. 3 and 4). Ac-
cording to the simulation results, both the single- and two-
photon strategies are suitable for the production of subsur-
face modifications in silicon. The optimal pulse duration for
λ = 1064 nm (between 10−9 and 5 × 10−8 s) is longer than
for λ = 1300 nm (between 10−10 and 10−9 s).

An advantage of the single-photon strategy is that it per-
forms well with nanosecond pulses with a wavelength of
1064 nm, that can be generated with a common Nd:YAG
laser source. However, losses due to interband absorption
will occur throughout the beam path. When using the two-
photon approach, at a wavelength of 1300 nm, linear absorp-
tion at room temperature will be negligible. Consequently,
absorption at low intensities will only be due to free car-

Fig. 5 Subsurface modification length as a function of pulse duration.
Wavelength: 1064 nm, focus depth: 100 µm, NA = 0.7, M2 = 1.3,
pulse energy: 2 µJ

riers. This allows for better confinement of the laser en-
ergy absorption compared with the single-photon approach.
Therefore, for low to moderate doping concentrations, the
two-photon approach is expected to be advantageous for the
processing of wafers with a thickness of more than several
hundred micrometers.

3.3 Boundaries of the process window

For the pulse energies considered during the parameter
study, only a limited range of pulse durations results in a
subsurface modification (see Figs. 3 and 4). To study the
causes of the boundaries of the process window, simulations
have been run while disabling several physical phenomena,
such as single-, two-photon and free carrier absorption and
the diffusion of heat and free carriers. Two-photon absorp-
tion and diffusion were found to determine the process win-
dow for the pulse duration (see Fig. 5).

According to the simulation results, the upper limit for
the pulse duration, to form a modification, is related to two
phenomena. First, for λ = 1300 nm, the intensities, when
applying long pulses, are insufficient for two-photon absorp-
tion. Secondly, for both wavelengths, diffusion of heat and
free carriers away from the focus limits the ability to selec-
tively generate high temperatures near or in the focus.

The lower limit for the pulse duration is due to the onset
of two-photon absorption of laser energy above the focus.
The laser pulse needs to contain enough energy to melt a
small subsurface volume. If the laser pulse is too short, while
keeping the pulse energy at the required minimum level,
the laser intensity above the focus exceeds the threshold
for two-photon absorption. This results in a dense electron–
hole plasma above the focus, causing unwanted free car-
rier absorption. Simulations that use the paraxial Helmholtz
equation for the beam propagation, including refractive in-
dex gradients, suggest an additional negative effect of this
plasma. Since the refractive index decreases with increasing
carrier density towards the center of the beam, defocusing
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Fig. 6 Comparison of experimental (circles) and simulated (triangles)
surface damage thresholds. Wavelength: 1064 nm

of the beam occurs before it reaches the intended focus lo-
cation.

If a pulse duration is selected that is too short to produce
a subsurface modification, eventually a surface modification
will be produced, if the pulse energy is increased beyond the
upper limit of the parameter study.

4 Comparison of model with experimental results

The performance of the model has been verified by compar-
ing simulation results with experimental data on surface (see
Sect. 4.1) and subsurface (see Sect. 4.2) modifications.

4.1 Surface modifications

The performance of the model has first been verified with
experimental data on surface damage thresholds. The data
were taken from literature on damage observed by opti-
cal microscopy or reflectivity measurements for picosecond
[43], 10 ns [44, 45], 30 ns [46] and 40 ns pulses [13], all at
wavelengths ranging from 1060 to 1064 nm. The temporal
profile of these pulses was assumed to be Gaussian.

The results of the comparison of the model with exper-
imental data are presented in Fig. 6. The error bars show,
if available, the combined ranges of 0 to 100 percent dam-
age probability, compiled from the references stated above.
The data markers indicate the midpoint of this range. Uncer-
tainties in the pulse duration are not shown. When compar-
ing the numerical results with the experimental data, a good
agreement is observed.

4.2 Subsurface modifications

In an earlier study, a first series of experiments to produce
subsurface modifications was performed, using three laser
sources with pulse durations of 6.6 ps, 8 ns and 170 ns [47].
Their peak wavelengths were 1030, 1064 and 1062 nm, re-
spectively. To assess the effect of the difference in wave-
length between the picosecond and nanosecond sources, the

Fig. 7 Simulated and experimental modification lengths as a function
of pulse energy. Wavelength: 1062 nm, pulse duration (FDHM, Gaus-
sian temporal profile): 170 ns, focus depth: 130 µm, M2 = 1.1

1064 nm simulations have been repeated with a wavelength
of 1030 nm for a pulse energy of 2 µJ [47]. It was found
that there is only a minor impact on the size of the modifi-
cations: the 1030 nm wavelength results in subsurface mod-
ifications that are approximately 2 µm smaller compared to
the 1064 nm wavelength.

The laser pulses were focused in the bulk of 160-µm thick
double-sided polished p-type silicon wafers, with a resis-
tivity of 10.3 � cm. This resistivity is sufficiently high to
obtain behavior that is consistent with the simulations for
intrinsic silicon. The focusing objectives that were used are
Leica 11 101 666 and 11 101 887 infrared microscope objec-
tives with a numerical aperture of 0.7 and a cover correction
adapted to the focus depth.

Both the 8 ns and 170 ns pulses were successful in gen-
erating subsurface modifications in silicon, as observed by
infrared transmission microscopy. No modifications were
found for the 6.6 ps pulses. This experimental observation
is in agreement with the results presented in Fig. 3. Addi-
tionally, a comparison was made between the experimental
and simulated lengths of the modifications along the opti-
cal axis, as a function of pulse energy (see Fig. 7). A fairly
good agreement between the simulated modification shapes
and the experimental results was observed. Within the range
of pulse energies shown in Fig. 7, the experimental and sim-
ulated modification lengths were within 3 µm of each other.

The experimental data on subsurface modifications that
were used for the comparison with numerical results are
obtained by measurements after dicing. Whether the dic-
ing process influences the features observed on the cleavage
plane is a subject of future research. Further details about
the experiments can be found in [47].

5 Discussion and conclusions

A model was developed to simulate the production of
pulsed-laser–induced subsurface modifications in silicon.
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The numerical model was validated with experimental data
on surface as well as subsurface modifications. A good
agreement between the simulations and the experimental
results was observed, in terms of the dependence of the
modification shape on the pulse duration and pulse en-
ergy.

It was found that both single- and two-photon absorp-
tion can be used to produce subsurface modifications in sili-
con, by simulating laser pulses with a wavelength of 1064
and 1300 nm. The single-photon approach benefits from
silicon being an indirect band gap semiconductor, with a
strongly temperature-dependent interband absorption coef-
ficient. This offers the possibility to trigger a thermal run-
away. The two-photon approach results in less absorption
at low light intensities. Therefore, it is expected to be bet-
ter suited for the manufacturing of subsurface modifications
at a depth of more than several hundred micrometers below
the surface. For both wavelengths, a compromise has to be
found between unwanted diffusion of heat and free carriers
when extending the pulse duration and the formation of a
too dense electron-hole plasma above the focus when using
sub-nanosecond pulses.

The experimental data sets, on which the material pa-
rameters are based, rarely cover the full range of tempera-
tures and carrier densities that are encountered during laser-
material interaction. Consequently, the accuracy of many
parameters is unknown, making it hard to reliably estimate
the uncertainties in the simulations. Therefore, future exper-
imental work is needed to obtain a more extensive data set
for the validation and improvement of the numerical model.

When working near the lower boundaries of the process
windows for the pulse duration, refractive index gradients
occur above the focus, due to elevated temperatures and car-
rier densities. This effect has not been taken into account
during the parameter studies. Therefore, it is recommended
to use the simulated process windows (see Figs. 3 and 4)
with caution.

Finally, in the current model, the material that has
reached the liquid phase is considered to remain in a modi-
fied state after resolidification, due to the high cooling rates
that will occur in a melt that is surrounded by cold material.
Future work is required to analyze and predict the material
structure of the subsurface modifications after resolidifica-
tion.

Acknowledgements The authors would like to thank Bert Dillingh
for his assistance with the initial finite element solver and Fred van
Goor for providing access to a laser source.

References

1. H.B. Sun, Y. Xu, S. Juodkazis, K. Sun, M. Watanabe, S. Matsuo,
H. Misawa, J. Nishii, Opt. Lett. 26(6), 325 (2001)

2. K. Miura, J. Qiu, H. Inouye, T. Mitsuyu, K. Hirao, Appl. Phys.
Lett. 71(23), 3329 (1997)

3. Y. Kondo, K. Nouchi, T. Mitsuyu, M. Watanabe, P.G. Kazansky,
K. Hirao, Opt. Lett. 24(10), 646 (1999)

4. S. Juodkazis, A. Rode, E. Gamaly, S. Matsuo, H. Misawa, Appl.
Phys. B, Lasers Opt. 77, 361 (2003)

5. A.H. Nejadmalayeri, P.R. Herman, J. Burghoff, M. Will, S. Nolte,
A. Tünnermann, Opt. Lett. 30(9), 964 (2005)

6. E. Ohmura, F. Fukuyo, F. Fukumitsu, H. Morita, J. Achiev. Mater.
Manuf. Eng. 17, 381 (2006)

7. J. van Borkulo, R. Evertsen, R. Hendriks, ECS Trans. 18, 837
(2009)

8. H.M. van Driel, Phys. Rev. B 35(15), 8166 (1987)
9. A.L. Smirl, I.W. Boyd, T.F. Boggess, S.C. Moss, H.M. van Driel,

J. Appl. Phys. 60(3), 1169 (1986)
10. K. Sokolowski-Tinten, D. von der Linde, Phys. Rev. B 61(4), 2643

(2000)
11. E.J. Yoffa, Phys. Rev. B 21(6), 2415 (1980)
12. N. Bulgakova, R. Stoian, A. Rosenfeld, I. Hertel, W. Marine,

E. Campbell, Appl. Phys. A, Mater. Sci. Process. 81, 345 (2005)
13. A. Lietoila, J. Gibbons, J. Appl. Phys. 53(4), 3207 (1982)
14. J. Chen, D. Tzou, J. Beraun, Int. J. Heat Mass Transf. 48(3–4), 501

(2005)
15. T. Monodane, E. Ohmura, F. Fukuyo, K. Fukumitsu, H. Morita, Y.

Hirata, J. Laser Micro Nanoeng. 1, 231 (2006)
16. I.B. Bogatyrev, D. Grojo, P. Delaporte, S. Leyder, M. Sentis, W.

Marine, T.E. Itina, J. Appl. Phys. 110(10), 103106 (2011)
17. M.I. Kaganov, I.M. Livshitz, L.V. Tanatarov, Sov. Phys. JETP 4,

173 (1957)
18. F. Berz, R. Cooper, S. Fagg, Solid-State Electron. 22(3), 293

(1979)
19. C. Bonacina, G. Comini, A. Fasano, M. Primicerio, Int. J. Heat

Mass Transf. 16(10), 1825 (1973)
20. H.R. Shanks, P.D. Maycock, P.H. Sidles, G.C. Danielson, Phys.

Rev. 130(5), 1743 (1963)
21. T. Sjodin, H. Petek, H.L. Dai, Phys. Rev. Lett. 81(25), 5664

(1998)
22. N.G. Nilsson, Phys. Scr. 8(4), 165 (1973)
23. W. van Roosbroeck, W. Shockley, Phys. Rev. 94, 1558 (1954)
24. W. Shockley, W.T. Read Jr., Phys. Rev. 87, 835 (1952)
25. C.G.B. Garrett, W.H. Brattain, Phys. Rev. 99, 376 (1955)
26. S. Sze, K.K. Ng, Physics of Semiconductor Devices, 3rd edn. (Wi-

ley, New York, 2007)
27. A.E. Siegman, in DPSS (Diode Pumped Solid State) Lasers: Ap-

plications and Issues (OSA, Washington, 1998), p. MQ1
28. H.H. Li, J. Phys. Chem. Ref. Data 9(3), 561 (1980)
29. A. Singh, in IEEE International Conference on Group IV Photon-

ics GFP (2010), pp. 102–104
30. A.D. Bristow, N. Rotenberg, H.M. van Driel, Appl. Phys. Lett.

90(19), 191104 (2007)
31. F.N. Fritsch, R.E. Carlson, SIAM J. Numer. Anal. 17(2), 238

(1980)
32. Y. Chung, N. Dagli, IEEE J. Quantum Electron. 27(10), 2296

(1991)
33. R.E. Hummel, Electronic Properties of Materials, 3rd edn.

(Springer, Berlin, 2001)
34. M.A. Green, Sol. Energy Mater. Sol. Cells 92(11), 1305 (2008)
35. Y.P. Varshni, Physica 34(1), 149 (1967)
36. K. Yamaguchi, K. Itagaki, J. Therm. Anal. Calorim. 69, 1059

(2002)
37. C.J. Glassbrenner, G.A. Slack, Phys. Rev. 134(4A), A1058 (1964)
38. G. Jellison Jr., D. Lowndes, Appl. Phys. Lett. 41(7), 594 (1982)
39. K.G. Svantesson, N.G. Nilsson, J. Phys. C 12(18), 3837 (1979)
40. G.E. Jellison Jr., F.A. Modine, Phys. Rev. B 27, 7466 (1983)
41. P. Jonsson, H. Bleichner, M. Isberg, E. Nordlander, J. Appl. Phys.

81(5), 2256 (1997)



Two-temperature model for pulsed-laser-induced subsurface modifications in Si 1143

42. S. Sundaram, E. Mazur, Nat. Mater. 1(4), 217 (2002)
43. I. Boyd, S. Moss, T. Boggess, A. Smirl, Appl. Phys. Lett. 45(1),

80 (1984)
44. C. Ma, W.Y. Ho, R.M. Walser, M.F. Becker, in Proc. SPIE,

vol. 1848 (1993), p. 59
45. X. Wang, Z. Shen, J. Lu, X. Ni, J. Appl. Phys. 108(3), 033103

(2010)

46. J. Meyer, M. Kruer, F. Bartoli, J. Appl. Phys. 51(10), 5513 (1980)
47. P.C. Verburg, G.R.B.E. Römer, G.H.M. Knippels, J. Betz, A.J.

Huis in ’t Veld, in Proceedings of the 13th International Sym-
posium on Laser Precision Microfabrication, June 12–15, 2012,
Washington DC, USA (2012)


	Two-temperature model for pulsed-laser-induced subsurface modifications in Si
	Abstract
	Introduction
	Numerical model
	Two-temperature model
	Density of free carriers
	Lattice temperature
	Electron temperature

	Source terms
	Beam propagation
	Numerical solver, boundary conditions and material properties

	Simulation results
	Damage mechanism
	Parameter study
	Boundaries of the process window

	Comparison of model with experimental results
	Surface modifications
	Subsurface modifications

	Discussion and conclusions
	Acknowledgements
	References


