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Abstract This paper is concerned with the Becker–Döring (BD) system of equations
and their relationship to the Lifschitz–Slyozov–Wagner (LSW) equations. A diffu-
sive version of the LSW equations is derived from the BD equations. Existence and
uniqueness theorems for this diffusive LSW system are proved. The major part of the
paper is taken up with proving that solutions of the diffusive LSW system converge
in the zero diffusion limit to solutions of the classical LSW system. In particular, it
is shown that the rate of coarsening for the diffusive system converges to the rate of
coarsening for the classical system.
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1 Introduction

In this paper, we shall be concerned with the Becker–Döring (BD) system of equa-
tions (Becker and Döring 1935) and their relationship to the Lifschitz–Slyozov–
Wagner (LSW) equations (Lifschitz and Slyozov 1961; Wagner 1961). The BD equa-
tions describe the time evolution for a mean field model of a population of particle
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clusters. Particle clusters are characterized by their volume � which may take inte-
ger values � = 1,2, . . . . The monomers of volume � = 1 play a distinctive role since
they mediate interactions between particle clusters of different volumes. In particu-
lar, a cluster with volume � can become a cluster of volume � + 1 by addition of a
monomer, or become a cluster of volume �−1 by evaporation of a monomer. Finally,
conservation of mass imposes a constraint which is non-local in �.

The BD equations are determined by the rates at which a cluster of volume �

becomes a cluster of volume �+ 1 or �− 1. If c1(t) is the monomer density at time t ,
then a cluster of volume � becomes a cluster of volume � + 1 at rate a�c1(t), and a
cluster of volume � evaporates a monomer at rate b� to become a cluster of volume
� − 1. The net effect of these two processes yields a flux J� of �-clusters to � + 1-
clusters which depends on the density c�(t) of �-clusters and c�+1(t) of �+1-clusters,
as well as the monomer density c1(t). In the BD model, it is given by the formula
J� = a�c1c� − b�+1c�+1. The BD equations for the time evolution of the system are
therefore given by

dc�

dt
= J�−1 − J�, � ≥ 2, (1.1)

∞∑

�=1

�c�(t) = ρ. (1.2)

Global existence and uniqueness theorems for the BD system (1.1), (1.2) were
proven in the seminal paper of Ball et al. (1986) under fairly mild assumptions on the
rates a�, b�, � = 1,2, . . . , the main one being that a� should grow at a sub-linear rate
as � → ∞.

It is easy to see by solving J� = 0, � ≥ 1 that (1.1), (1.2) has a family of equi-
librium solutions parametrized by the monomer density c1. In order to classify the
equilibrium solutions, one needs detailed knowledge of the asymptotic behavior of
the rates a�, b� as � → ∞. In this paper we shall assume that a�, b� are given by the
formulae

a� = a1�
1/3, a1 > 0; b� = a�

(
zs + q/�1/3), zs, q > 0. (1.3)

These values for a�, b� may be obtained by deriving the BD equations as mean field
equations for a 3-dimensional microscopic system (Penrose 1997).

With a�, b� given by (1.3), one sees that for any c1 satisfying 0 < c1 ≤ zs there is
an equilibrium solution c� = Q�c

�
1, � = 1,2, . . . . For large �, the coefficient Q� has

the asymptotic behavior

Q� ∼ z−(�−1)
s

1

�1/3
exp

[
− 3q

2zs

�2/3
]
, � → ∞. (1.4)

It follows from (1.4) that there is an equilibrium solution corresponding to c1 = zs .
We shall denote its density (1.2) by ρcrit. It was shown in Ball et al. (1986) that
if ρ ≤ ρcrit, then the solution of (1.1), (1.2) converges strongly at large time to the
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corresponding equilibrium solution in the sense that

lim
t→∞

∞∑

�=1

�
∣∣c�(t) − Q�c

�
1

∣∣= 0.

If ρ > ρcrit, then c�(t) converges weakly to the equilibrium solution with maximum
density,

lim
t→∞ c�(t) = Q�z

�
s , � ≥ 1. (1.5)

Equation (1.5) shows that for ρ > ρcrit particles from the excess density ρ −ρcrit over
equilibrium concentrate at large time in clusters of increasingly large volume. This is
the phenomenon of coarsening, and it is an important problem to understand the rate
at which the volume of clusters from the excess density increase with time.

A mechanism for determining this was proposed by Penrose (1997), where he
argued that the large time behavior of clusters from the excess density is governed by
the LSW equations,

∂c(x, t)

∂t
= ∂

∂x

[{
1 −

(
x

L(t)

)1/3}
c(x, t)

]
, x > 0, (1.6)

∫ ∞

0
xc(x, t)dx = ρ − ρcrit. (1.7)

The parameter L(t) in (1.6), which turns out to be a measure of the average cluster
volume, is uniquely determined by the conservation law (1.7). A mathematically rig-
orous relationship between solutions of the BD system (1.1), (1.2), and LSW system
(1.6), (1.7) was established in Laurençot and Mischler (2002) for the case zs = 0
when ρcrit = 0, and in Niethammer (2003) for the case zs > 0 when ρcrit > 0. Much
still remains to be done, however, in order to understand this in the precise way envi-
sioned by Penrose (1997).

In this paper, we take a rather different approach from Laurençot and Mischler
(2002), Niethammer (2003) in attempting to establish a relationship between solu-
tions of the BD and LSW systems. Following Velázquez (1998), we first observe that
the flux J� can be written as

J� = [b�c� − b�+1c�+1] − a1q
[
1 − {

�/L(t)
}1/3]

c�,

where L(t) is given by the formula

c1(t) = zs + q/L(t)1/3. (1.8)

Observe from (1.5) that the function L(t) in (1.8) satisfies L(t) → ∞ as t → ∞.
Denoting by D the forward difference operator and D∗ its adjoint, then (1.1) is given
by

∂c(�, t)

∂t
= −D∗D

[
b�c(�, t)

]− a1qD∗[(1 − {
�/L(t)

}1/3)
c(�, t)

]
, � ≥ 2, (1.9)
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where c(�, t) = c�(t) in (1.1). Evidently if we drop the first term on the RHS of (1.9),
we obtain a discrete version of (1.6).

We still need to account for the discrepancy in the conservation laws (1.2) for the
BD system and (1.7) for the LSW system. Now from (1.5) the bulk of the equilib-
rium density ρcrit is concentrated in clusters of volume O(1) as t → ∞. Further, by
choosing �∗ large enough, we may make c(�∗, t) arbitrarily small for all large t , and
the density concentrated in clusters with volume larger than �∗ arbitrarily close to
ρ − ρcrit. It may seem reasonable therefore that in order to understand the large time
behavior of the BD system, one is justified in setting c(�∗, t) = 0, t ≥ T , for some
large but fixed �∗. This assumption is evidently un-physical since it cuts off interac-
tion between clusters of volume less than �∗ and clusters of volume greater than �∗.
One consequence of it is that the resulting conservation of mass for clusters of size
greater than �∗ implies c1(t) > zs for t > T . There is so far no rigorous proof that
solutions of the BD equations with ρ > ρcrit satisfy c1(t) > zs, t > T , for sufficiently
large T . A proof of it would seem to be necessary in order to rigorously justify the
relationship between the BD and LSW systems. In this connection, one should also
note that in Niethammer (2003) it is necessary to make an assumption—(1.33) of the
paper-in order to prove that a scaling limit of the BD system is a solution of the LSW
system. Equation (1.33) is, however, not a boundary condition, but essentially an up-
per bound assumption on the rate of coarsening for the BD model. Some interesting
heuristic explanations (Farjoun and Neu 2008) have recently been given to describe
the transition, from the relaxation to equilibrium phase of the BD time evolution, to
the coarsening phase governed by the LSW equations. These may be helpful toward
constructing a fully rigorous theory.

We shall assume now that there is a time T such that for t ≥ T , the interaction
between clusters of large volume and clusters of O(1) volume is negligible, and
even make the significantly stronger assumption that there exists �∗ ≥ 1, such that
c(�∗, t) = 0, t ≥ T . We may therefore study the large time evolution of the cluster
density for particles from the excess density by solving the initial value problem
for (1.9), subject to conservation of mass for particles with volume larger than �∗.
Without loss of generality, we may normalize �∗ = 1, T = 0, whence the problem
becomes solving (1.9) subject to the Dirichlet boundary condition c(1, t) = 0, t ≥ 0,
given initial condition c�(0) = γ�, � ≥ 1, and conservation law

∞∑

�=1

�c(�, t) = ρ − ρcrit. (1.10)

In Sect. 2, we prove global existence and uniqueness of a solution to this problem
(Theorem 2.2), and obtain some properties of it.

Next, we consider a continuous version of (1.9). Setting x ∼ � and replacing finite
differences in (1.9) by derivatives, we obtain the equation

∂c(x, t)

∂t
= ∂2

∂x2

[
ε(1 + x/ε)1/3c(x, t)

]+ ∂

∂x

[{
1 −

(
x

L(t)

)1/3}
c(x, t)

]
, x > 0,

(1.11)
with the parameter ε = 1 in (1.11). In (1.11), we have replaced the coefficient
b� = a1(q + zsl

1/3) of (1.9) by the diffusion coefficient (1 + x)1/3. This is simply
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for convenience, since the only properties of the diffusion coefficient in (1.11) which
we will use are that it behaves like x1/3 for large x, and is bounded away from 0 for
small x. An equation similar to (1.11) was obtained in Velázquez (1998). In Sect. 3,
we prove global existence and uniqueness of solutions to (1.11) subject to the con-
straint (1.7) and the Dirichlet boundary condition c(0, t) = 0, t > 0, provided the
non-negative initial data c(x,0), x > 0, satisfies the integrability property,

∫ ∞

0
(1 + x)c(x,0)dx < ∞. (1.12)

This is the content of Theorem 3.1. In Velázquez (1998), an analogous local exis-
tence and uniqueness theorem is proved (Theorem 6 of Velázquez 1998), for which
one must also assume the point-wise estimate supx>0 c(x,0)/(1 + x)2/3 < ∞ on the
initial data.

There are several existence and uniqueness theorems in the literature for the LSW
system (1.6), (1.7), and its generalizations. Collet and Goudon (2000) have proved
existence and uniqueness for a system with globally Lipschitz coefficients, under the
condition that the initial data c(·,0) is integrable and has finite first moment. The
corresponding result for the LSW system in which the coefficients are not globally
Lipschitz was proved by Laurençot (2002). Niethammer and Pego (2000) proved
existence and uniqueness for the LSW system under the condition that the initial data
c(·,0) is a Borel measure with compact support. In Niethammer and Pego (2005)
they were able to extend their method to the case when the initial data c(·,0) is only
assumed to be a Borel measure with finite first moment.

In Sects. 4 and 5, we shall show that the solution of the diffusive LSW system
(1.7), (1.11) with given initial data, converges as ε → 0 on any finite time interval to
the solution of the classical LSW system with the same initial data. One hopes that
these results will shed some light on the problem of understanding the mechanism of
coarsening for the BD and other models of Ostwald ripening. It has been argued in
the physics literature (Meerson 1999) that in models of Ostwald ripening a diffusive
LSW equation occurs. Although the effect of the diffusion term vanishes at large
time, it acts as a selection principle, so that the large time behavior of the model
is governed by the unique infinitely differentiable self-similar solution of the LSW
model.

The fact that the effect of the diffusion term is expected to vanish at large time
is closely related to the dilation invariance property of the LSW system. Thus, if
c(x, t),L(t), t > 0, is a solution to (1.6), (1.7), then for any λ > 0 one has that
cλ(x, t),Lλ(t), t > 0, defined by cλ(x, t) = λc(λx,λt),Lλ(t) = L(λt)/λ, t > 0, is
also a solution. It follows that one may solve the LSW system for large time itera-
tively by solving (1.6), (1.7) on the unit time interval 0 ≤ t ≤ 1 with L(0) = 1, and
then rescaling L(1) to 1. Hence, assuming that in the iteration one always has for
some constants a, b satisfying 1 < a ≤ b the inequality a ≤ L(1) ≤ b, the function
L(t) increases linearly in t as t → ∞. This is a quantitative statement concerning the
phenomenon of coarsening.

Consider now how this iteration scheme would apply to the diffusive LSW sys-
tem (1.7), (1.11). Denoting the solution to (1.11) by cε(x, t),Lε(t), then dilation
using the parameter λ results in a function λcε(λx,λt) which is a solution to (1.7),
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(1.11) with ε in (1.11) replaced by ε/λ. Thus, in the iteration scheme described above
ε ∼ 1/L(t) → 0 for large time t , corresponding roughly to an equivalence of ε ∼ 1,

t → ∞ and ε → 0, t ∼ 1.
We summarize our main results on convergence of solutions of the diffusive

LSW system to solutions of the classical LSW system. In Sect. 4, we prove that if
cε(x, t),Lε(t), t > 0, is the solution to (1.7), (1.11) with initial data satisfying (1.12)
then

lim
ε→0

∫ ∞

x

cε(x
′, t)dx′ =

∫ ∞

x

c0(x
′, t)dx′, x ≥ 0,

lim
ε→0

Lε(t) = L0(t), t ≥ 0,

(1.13)

where c0(x, t),L0(t), t > 0, is the corresponding solution to the classical LSW sys-
tem (1.6), (1.7). This is the content of Theorem 4.1. In Sect. 5, we show that the
point-wise in time coarsening rate for the diffusive LSW system converges as ε → 0
to the corresponding rate for the LSW system. Specifically, let us define Λε(t), t ≥ 0,
by

Λε(t) =
∫ ∞

0
xcε(x, t)dx

/∫ ∞

0
cε(x, t)dx, t ≥ 0, (1.14)

so Λε(t) is the mean cluster volume at time t ≥ 0. Then if the initial data satisfies
(1.12), the function Λε(t), t > 0, is differentiable for ε ≥ 0 and

lim
ε→0

dΛε(t)

dt
= dΛ0(t)

dt
, t ≥ 0. (1.15)

This is the content of Theorem 5.1.
In Shibin and Pego (2005), an upper bound on the time averaged coarsening rate

for the LSW system is obtained by application of a rather general argument of Kohn
and Otto (2002). At the end of Sect. 3, we extend the method of Shibin and Pego
(2005) to prove an upper bound on the time averaged coarsening rate for the diffusive
LSW system (1.7), (1.11) with 0 < ε ≤ 1, which is uniform as ε → 0. This is the
content of Theorem 3.2.

2 Existence and Uniqueness for the Discrete Case

We begin by giving a proof of the existence and uniqueness of solutions to the
Becker–Döring system (1.1), (1.2) which is somewhat different than that given in
Ball et al. (1986). We assume that the initial data c�(0), � ≥ 1, satisfies

c�(0) = γ�, � ≥ 1,

∞∑

�=1

�γ� = ρ > 0, (2.1)

where the γ�, � ≥ 1, are all non-negative. For any δ > 0, we define a space Xδ by

Xδ = {
c1 : [0, δ] → R : c1(0) = γ1, c1 is continuous and 0 ≤ c1(t) ≤ ρ,0 ≤ t ≤ δ

}
.
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Now Xδ is a complete metric space under the uniform norm, ‖ · ‖δ . We define a
mapping T : Xδ → Xδ which has the property that the solutions to the Becker–Döring
system give rise to fixed points of the mapping. To do this, we consider functions
v(�, t), � ≥ 1, t > 0, and define J (�, v, t) for � ≥ 1, t > 0, by

J (�, v, t) = a�c1(t)v(�, t) − b�+1v(� + 1, t), (2.2)

where c1(t), t > 0, is a given non-negative function. Let c(�, t), � ≥ 2, t > 0, be the
solution to the linear system of equations,

∂c(�, t)

∂t
= J (� − 1, c, t) − J (�, c, t), � ≥ 2, (2.3)

with initial and boundary conditions given by

c(1, t) = c1(t), t > 0, c(�,0) = γ�, � ≥ 2. (2.4)

By the maximum principle, there is a unique positive solution to (2.3), (2.4). The
mapping T : Xδ → Xδ is defined as follows: For c1 ∈ Xδ, let c(�, t),0 ≤ t ≤ δ, be
the corresponding solution of (2.3), (2.4). Then T c1 is given by the formula

T c1(t) = max

{
ρ −

∞∑

�=2

�c(�, t),0

}
, 0 ≤ t ≤ δ. (2.5)

Evidently T c1 ∈ Xδ . We show that for δ sufficiently small T is a contraction.

Lemma 2.1 There exists δ(ρ) > 0 depending only on ρ, such that for 0 < δ < δ(ρ)

the mapping T on Xδ is a contraction.

Proof We have from (2.3) that

∞∑

�=2

�c(�, t) =
∞∑

�=2

�γ� +
∫ t

0
ds J (1, c, s) +

∞∑

�=1

J (�, c, s). (2.6)

It follows that there is a constant K > 0, independent of ρ, δ, such that

K

∞∑

�=2

�c(�, t) ≤
∞∑

�=2

�γ� + δ[1 + ρ]
∥∥∥∥∥

∞∑

�=1

�1/3c(�, ·)
∥∥∥∥∥

δ

,

for 0 ≤ t ≤ δ. It follows from this that for δ sufficiently small, depending only on ρ,
there is the inequality,

∥∥∥∥∥

∞∑

�=1

�c(�, ·)
∥∥∥∥∥

δ

≤ K1ρ, (2.7)

for some constant K1 independent of ρ and δ.
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Next, we consider c1, c
′
1 ∈ Xδ and for 0 ≤ λ ≤ 1, let cλ,1 = λc1 + (1−λ)c′

1. Define
cλ(�, t), � ≥ 2,0 < t ≤ δ, to be the solution of (2.3), (2.4) with cλ,1 substituted for c1.
Putting uλ(�, t) = ∂cλ(�, t)/∂λ it follows that uλ satisfies the equation,

∂uλ(�, t)

∂t
= J (� − 1, uλ, t) − J (�,uλ, t)

+ [
c1(t) − c′

1(t)
][

a�−1cλ(� − 1, t) − a�cλ(�, t)
]
, � ≥ 2, t > 0, (2.8)

with the initial and boundary conditions,

uλ(1, t) = c1(t) − c′
1(t), t > 0, uλ(�,0) = 0, � ≥ 2. (2.9)

Let vλ(�, t), � ≥ 2,0 ≤ t ≤ δ, be the solution to the equation,

∂vλ(�, t)

∂t
= J (� − 1, vλ, t) − J (�, vλ, t)

+ ‖c1 − c′
1‖δ

[
a�−1cλ(� − 1, t) + a�cλ(�, t)

]
, � ≥ 2,0 ≤ t ≤ δ, (2.10)

with the initial and boundary conditions,

vλ(1, t) = ‖c1 − c′
1‖δ, t > 0, vλ(�,0) = 0, � ≥ 2. (2.11)

By the maximum principle vλ(�, t) is positive for � ≥ 2, t > 0, and there is the in-
equality

∣∣uλ(�, t)
∣∣≤ vλ(�, t), � ≥ 2,0 ≤ t ≤ δ. (2.12)

From (2.10), (2.11) we have that

∞∑

�=2

�1/3vλ(�, t) =
∫ t

0
ds

{
21/3J (1, vλ, s) +

∞∑

�=2

[
(� + 1)1/3 − �1/3]J (�, vλ, s)

}

+ ‖c1 − c′
1‖δ

∫ t

0
ds

{
21/3a1cλ(1, s)

+
∞∑

�=2

[
(� + 1)1/3 + �1/3]a�cλ(�, s)

}
.

Using (2.7) and applying Gronwall’s inequality in the previous equation, we see that
there is a constant K2 independent of ρ and δ such that

∥∥∥∥∥

∞∑

�=2

�1/3vλ(�, ·)
∥∥∥∥∥

δ

≤ K2δρ‖c1 − c′
1‖δ, (2.13)

provided δ is taken sufficiently small, depending only on ρ.
To see that T is a contraction for small δ observe that

∣∣T c1(t) − T c′
1(t)

∣∣≤
∣∣∣∣∣

∞∑

�=2

�
[
c1(�, t) − c0(�, t)

]
∣∣∣∣∣.
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Hence, on using (2.6), we have that
∣∣T c1(t) − T c′

1(t)
∣∣

≤ K3[1 + ρ]
∫ t

0
ds

{
∣∣c1(s) − c′

1(s)
∣∣+

∞∑

�=2

�1/3
∣∣∣∣
∫ 1

0
uλ(�, s)dλ

∣∣∣∣

}
, 0 ≤ t ≤ δ,

for a constant K3 independent of ρ, δ. The result follows from the last inequality,
(2.12), (2.13). �

Theorem 2.1 The Becker–Döring system (1.1), (1.2) with initial condition satisfying
(2.1) has a unique global in time solution.

Proof It is evident that a solution of the Becker–Döring system (1.1), (1.2) with ini-
tial condition (2.1) gives rise to a fixed point of the mapping T of (2.5). Hence, by
Lemma 2.1 the solution is unique. Correspondingly, suppose c1 is a fixed point of T .
Similarly to (2.6), we have that

∞∑

�=2

�
[
c(�, t) − c(�, t + η)

] = −
∫ t+η

t

ds

{
J (1, c, s) +

∞∑

�=2

J (l, c, s)

}

≥ −Kρ

∫ t+η

t

c1(s)ds,

for 0 < η < δ/2,0 < t < δ/2, where K > 0 is a constant independent of δ,ρ. Since
T c1 = c1, it follows from (2.5) that c1 satisfies the inequality,

c1(t + η) − c1(t) ≥ −Kρ

∫ t+η

t

c1(s)ds.

Hence, if c1(0) > 0, then c1(t) > 0 for 0 < t < δ/2. Conversely, if c1(0) = 0, there is
a t0 ≥ 0 such that c1(t) = 0 for t ≤ t0 and c1(t) > 0 for t0 < t < δ/2. Suppose t0 > 0.
Then (2.6) implies that

∞∑

�=2

�c(�, t) <

∞∑

�=2

�γ�, 0 < t ≤ t0.

Since T c1 = c1, we conclude from (2.5) that c1(t) > 0 for 0 < t < t0, a contradic-
tion. Thus, t0 = 0 whence c1(t) > 0 for 0 < t < δ/2 in all situations. It follows then
from (2.5) that the conservation law (1.2) is satisfied. Thus, c1(t), c(�, t), � ≥ 2, are a
solution of the Becker–Döring system (1.1), (1.2). �

Next, we establish existence and uniqueness for (1.9), (1.10) subject to the Dirich-
let boundary condition c(1, t) = 0, t ≥ 0. For a given non-negative function c1(t),

t ≥ 0, let c(�, t), � ≥ 2, t > 0, be the solution to (2.3) subject to the initial and bound-
ary conditions,

c(1, t) = 0, t ≥ 0, c(�,0) = γ�, � ≥ 2, (2.14)



472 J Nonlinear Sci (2010) 20: 463–521

where the γ� satisfy (2.1) with γ0 = 0, ρ = 1. Normalizing ρ −ρcrit = 1 in (1.10), the
function c1(t), t ≥ 0, is then to be chosen to maintain the conservation law

∞∑

�=2

�c(�, t) = 1. (2.15)

Assuming we have a solution to (2.3), (2.14), (2.15) it follows that

0 = ∂

∂t

∞∑

�=2

�c(�, t) = J (1, c, t) +
∞∑

�=1

J (�, c, t)

= c1(t)

∞∑

�=2

a�c(�, t) −
∞∑

�=2

b�c(�, t) − b2c(2, t).

We conclude therefore that c1(t) is given by the formula,

c1(t) = zs +
{

a1q

∞∑

�=2

c(�, t) + b2c(2, t)

}/ ∞∑

�=2

a�c(�, t). (2.16)

Setting t = 0 in (2.16) yields then the identity,

c1(0) = zs +
{

a1q

∞∑

�=2

γ� + b2γ2

}/ ∞∑

�=2

a�γ�. (2.17)

Observe from (2.16) that c1 satisfies the inequality,

zs ≤ c1(t) ≤ 2
(
zs + q/21/3), t > 0.

Hence, for any δ > 0, we define a space Xδ by

Xδ = {
c1 : [0, δ] → R : c1(0) is given by (2.17), c1 is continuous and

zs ≤ c1(t) ≤ 2
(
zs + q/21/3),0 ≤ t ≤ δ

}
.

As previously, we equip Xδ with the uniform norm ‖ · ‖δ and define a mapping T on
Xδ by

T c1(t) = zs +
{

a1q

∞∑

�=2

c(�, t) + b2c(2, t)

}/ ∞∑

�=2

a�c(�, t), 0 ≤ t ≤ δ, (2.18)

where c(�, t), t > 0, is the solution to (2.3) subject to the initial and boundary condi-
tions (2.14).

Lemma 2.2 There exists δ0 > 0 such that for 0 < δ < δ0 the mapping T on Xδ is a
contraction.
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Proof We proceed as in Lemma 2.1. We consider c1, c
′
1 ∈ Xδ and for 0 ≤ λ ≤ 1

we put cλ,1 = λc1 + (1 − λ)c′
1. Define cλ(�, t), � ≥ 2,0 ≤ t ≤ δ, to be the solution

of (2.3), (2.14) with cλ,1 substituted for c1. Putting uλ(�, t) = ∂cλ(�, t)/∂λ, we see
from (2.18) that

T c1(t) − T c′
1(t) =

∫ 1

0
dλ

[{ ∞∑

�=2

a�cλ(�, t)

}{
a1q

∞∑

�=2

uλ(�, t) + b2uλ(2, t)

}

−
{

a1q

∞∑

�=2

cλ(�, t) + b2cλ(2, t)

}{ ∞∑

�=2

a�uλ(�, t)

}]

/[ ∞∑

�=2

a�cλ(�, t)

]2

. (2.19)

Evidently uλ(�, t), � ≥ 2, satisfies (2.8) with initial and boundary conditions given by

uλ(1, t) = 0, t ≥ 0, uλ(�,0) = 0, � ≥ 2. (2.20)

Letting vλ(�, t) be the solution to (2.10) with zero initial and boundary conditions
corresponding to (2.20) it follows that (2.12) holds.

We wish to bound the RHS of (2.19) in terms of ‖c1 − c′
1‖δ . To do this, we first

observe that from (2.10) we have the identity,

∞∑

�=2

vλ(�, t) = −b2

∫ t

0
ds vλ(2, s) + 2‖c1 − c′

1‖δ

∫ t

0

∞∑

�=2

a�cλ(�, s),

whence we conclude that
∥∥∥∥∥

∞∑

�=2

vλ(�, ·)
∥∥∥∥∥

δ

≤ 2δ‖c1 − c′
1‖δ

∥∥∥∥∥

∞∑

�=2

a�cλ(�, ·)
∥∥∥∥∥

δ

. (2.21)

Now from (2.3) we have that

∞∑

�=2

a�cλ(�, t) =
∞∑

�=2

a�γ� +
∫ t

0
ds

{
a2J (1, c, s) +

∞∑

�=2

[a�+1 − a�]J (�, c, s)

}
.

Defining now g(t), t ≥ 0, by

g(t) =
∞∑

�=2

a�cλ(�, t),

it follows that there is a constant K > 0 such that

∣∣g(t) − g(0)
∣∣≤ K

∫ t

0
g(s)ds, t ≥ 0.
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Hence h(t) = |g(t) − g(0)| satisfies the inequality,

h(t) ≤ Ktg(0) + K

∫ t

0
h(s)ds.

We conclude that h satisfies the inequality,

h(t) ≤ [
eKt − 1

]
g(0), t ≥ 0.

We may therefore choose δ0 small enough so that g(0)/2 ≤ g(t) ≤ 3g(0)/2, 0 ≤
t ≤ δ0. Now from (2.12), (2.21) we see that
∣∣∣∣∣

{
a1q

∞∑

�=2

uλ(�, t) + b2uλ(2, t)

}/ ∞∑

�=2

a�cλ(�, t)

∣∣∣∣∣≤ K1δ‖c1 − c′
1‖δ, 0 ≤ t ≤ δ,

(2.22)
for some constant K1 independent of δ0, provided 0 < δ < δ0.

Next, we observe from (2.8) that

∞∑

�=2

a�uλ(�, t) =
∫ t

0
ds

{
a2J (1, uλ, s) +

∞∑

�=2

[a�+1 − a�]J (�,uλ, s)

}

+
∫ t

0
ds
[
c1(s) − c′

1(s)
] ∞∑

�=2

(a�+1 − a�)a�cλ(�, s).

It follows then from (2.12) that there are constants K2,K3 > 0 independent of δ0
such that

∣∣∣∣∣

∞∑

�=2

a�uλ(�, t)

∣∣∣∣∣ ≤ K1δ

∥∥∥∥∥

∞∑

�=2

vλ(�, ·)
∥∥∥∥∥

δ

+ K2δ‖c1 − c′
1‖δ

∥∥∥∥∥

∞∑

�=2

a�cλ(�, ·)
∥∥∥∥∥

δ

, 0 ≤ t ≤ δ.

Hence, on using (2.21), we see that there is a constant K4 such that
∣∣∣∣∣

∞∑

�=2

a�uλ(�, t)

∣∣∣∣∣

/ ∞∑

�=2

a�cλ(�, t) ≤ K4δ‖c1 − c′
1‖δ, 0 ≤ t ≤ δ. (2.23)

It is clear now from (2.19), (2.22), (2.23) that on taking δ0 sufficiently small the
mapping T is a contraction for 0 < δ ≤ δ0. �

Theorem 2.2 The system (2.3), (2.14), (2.15) has a unique solution global in time.

Proof From Lemma 2.2, the solution exists for time 0 ≤ t < δ. Since the only con-
straint on the initial condition is (2.15) at t = 0 and on c1(t) (2.17) at t = 0, we may
propagate the solution beyond time δ since these conditions also hold at t = δ. �
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It is evident from (2.16) that for a solution to (2.3), (2.14), (2.15) the corresponding
function c1(t) satisfies c1(t) > zs,0 ≤ t < ∞. We shall show that the lim inf of c1(t)

as t → ∞ is zs .

Lemma 2.3 Let c(�, t), � ≥ 2, be a solution to (2.3), (2.14), (2.15), and define g(t)

by

g(t) =
∞∑

�=2

c(�, t).

Then g is monotonic decreasing and limt→∞ g(t) = 0.

Proof From (2.3), we see that g′(t) = −b2c(2, t) < 0 whence g is strictly monotone
decreasing. From (2.16), there is the inequality.

c1(t) ≥ zs + q/
〈
X1/3〉

t
,

where 〈·〉t is the probability measure on the integers � ≥ 2 with weights c(�, t). Using
the Jensen inequality, we have that

〈
X1/3〉

t
≤ 〈X〉1/3

t = 1/g(t)1/3,

whence we conclude that

c1(t) ≥ zs + qg(t)1/3.

Suppose now that g(t) does not converge to 0 as t → ∞. Then there exists γ,T > 0
such that g(t) ≥ γ > 0 for t ≥ T . We shall show that this implies

lim
t→∞

∞∑

�=2

c(�, t) = ∞, (2.24)

contradicting (2.15).
To prove (2.24), we first observe that for any � ≥ 2 one has that

∫ ∞

0
c(�, s)ds < ∞, � ≥ 2. (2.25)

For � = 2, the inequality (2.25) evidently follows from the relation g′(t) = −b2c(2, t)

and the fact that g is always positive. For � = 3, it follows from (2.25) for � = 2 and
the fact that g(t) − c(2, t) is bounded for all t , and we can proceed by induction to
establish it for all � ≥ 2. Now using (2.6), we have that for t > T ,

∞∑

�=2

�c(�, t) = 1 +
∫ t

T

ds

{
− b2c(2, s) +

∞∑

�=2

[
a�c1(s) − b�

]
c(�, s)

}

≥ K(t) + 1

2

∫ t

T

ds qγ 1/3g(s),
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where by (2.25) K(t) is bounded below uniformly in t as t → ∞. Hence, (2.24)
holds. �

Lemma 2.4 There is the limit, lim inft→∞ c1(t) = zs .

Proof We assume that lim inft→∞ c1(t) > zs and obtain a contradiction. Thus, we
are assuming that there exists T ,γ > 0 such that c1(t) > zs + γ for t ≥ T . Let f be
a positive function on the set {� ∈ Z : � ≥ 2}. Then from (2.3) we have that

d

dt

∞∑

�=2

f (�)c(�, t) = f (2)J (1, c, t) +
∞∑

�=2

[
f (� + 1) − f (�)

]
J (�, c, t)

=
{ ∞∑

�=2

[
f (� + 1) − f (�)

]
a�c1(t) − [

f (�) − f (� − 1)
]
b�

}
c(�, t),

where we put f (1) = 0. We define now f (�) by the recurrence,
[
f (� + 1) − f (�)

]
a�(zs + γ ) − [

f (�) − f (� − 1)
]
b� = 0, f (1) = 0,

for � = 2,3, . . . ,L(γ ), where L(γ ) is an integer depending only on γ . For � > L(γ )

we define f (�) by the formula,

f (�) = f
(
L(γ )

)[
�/L(γ )

]1/3
.

It is evident that L(γ ) can be chosen in such a way that there is the inequality,
[
f (� + 1) − f (�)

]
a�(zs + γ ) − [

f (�) − f (� − 1)
]
b� ≥ 0, � ≥ 2.

We conclude therefore that

∞∑

�=2

f (�)c(�, t) ≥
∞∑

�=2

f (�)c(�, T ), t ≥ T ,

whence it follows that

lim inf
t→∞

∞∑

�=2

�1/3c(�, t) > 0.

Now from (2.16) and Lemma 2.3 we have that limt→∞ c1(t) = zs , a contradiction. �

Remark 1 The analogue of Lemma 2.4 for the LSW equation is proved in Nietham-
mer and Pego (1999), Proposition 3.2.

3 Existence and Uniqueness for the Continuous Case

In this section, we prove a global existence theorem for solutions to (1.11) subject to
the constraint (1.7), with non-negative measurable initial data satisfying (1.12) and
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Dirichlet boundary condition c(0, t) = 0, t > 0. We shall also assume without loss of
generality that in (1.7) one has ρ − ρcrit = 1, and in (1.11) that ε = 1. Observe that
the parameter L(t) in (1.11) ought to be given in terms of the solution c(x, t) by the
formula,

L(t)1/3 =
∫ ∞

0
x1/3c(x, t)dx

/∫ ∞

0
c(x, t)dx (3.1)

in order that the conservation law (1.7) holds. Thus, L(t) is proportional to the aver-
age cluster radius at time t .

Let Lt denote the differential operator on the RHS of (1.11) and L∗
t its formal

adjoint. Thus L∗
t is given by the formula

L∗
t = (1 + x)1/3 ∂2

∂x2
−
[

1 −
{

x

L(t)

}1/3]
∂

∂x
. (3.2)

One can estimate the solution of (1.11) by solving the equation ∂w/∂t = −L∗w
backward in time. Hence, if for some T > 0,w(x, t), x > 0, t < T , is the solution
with Dirichlet boundary condition w(0, t) = 0, we have that

∫ ∞

0
w(x,T )c(x,T )dx =

∫ ∞

0
w(x,0)c(x,0)dx. (3.3)

It is well known (Karatzas and Shreve 1991) that solutions to parabolic equations can
be written as expectation values. In particular, let X(s), s ≥ t , be the solution to the
stochastic differential equation,

dX(s) = −
[

1 −
{

X(s)

L(s)

}1/3]
ds + √

2
(
1 + X(s)

)1/6 dW(s), (3.4)

with the initial condition X(t) = x. If τx,t is the first hitting time for the process at 0,
then

w(x, t) = E
[
w0

(
X(T )

); τx,t > T
]
, x > 0, t < T , (3.5)

is the solution to the equation ∂w/∂t = −L∗w, t < T , with terminal data w(x,T ) =
w0(x) and Dirichlet boundary condition w(0, t) = 0. We shall show that we can con-
trol the solution to this terminal-boundary value problem by perturbation theory uni-
formly for x > 0 if L(t) has a positive lower bound and for T − t sufficiently small.

Lemma 3.1 Suppose that the parameter L(t), t ≥ 0, is continuous and satisfies
L(t) ≥ L0 > 0, t ≥ 0, where L0 < 1. Let w(x, t) be the function (3.5) with w0 ≡ 1.
Then there are positive universal constants C1,C2 such that

C1x/
√

T − t ≤ w(x, t) ≤ C2x/
√

T − t,

0 ≤ x ≤ √
T − t,C1 ≤ w(x, t) ≤ 1, x ≥ √

T − t,

provided t lies in the region 0 < T − t < δL
1/2
0 , where δ > 0 is universal.
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Proof We first show the lower bound on w. Since the terminal data w0 is positive
and monotonic increasing it follows that w(x, t) ≥ u(x, t) where u(x, t) satisfies the
equation,

∂u

∂t
+ (1 + x)1/3 ∂2u

∂x2
− ∂u

∂x
= 0, t < T , (3.6)

with Dirichlet boundary condition u(0, t) = 0 and terminal data u(x,T ) = w0(x),

x ≥ 0. We can estimate the solution of (3.6) using perturbation theory provided T −
t � 1. Let G(x, t) be the fundamental solution of the heat equation,

G(x, t) = 1√
4πt

exp

[−x2

4t

]
, t > 0,−∞ < x < ∞. (3.7)

For x, y ≥ 0, t < T , we define the kernel KT (x, y, t) by

KT (x, y, t) = G
(
x − y, (1 + y)1/3(T − t)

)− G
(
x + y, (1 + y)1/3(T − t)

)
. (3.8)

We have that

∂KT

∂t
+ (1 + x)1/3 ∂2KT

∂x2
− ∂KT

∂x

= {
a
(
x − y, (1 + y)1/3(T − t)

)+ [
(1 + x)1/3 − (1 + y)1/3]

× b
(
x − y, (1 + y)1/3(T − t)

)}
G
(
x − y, (1 + y)1/3(T − t)

)

− {
a
(
x + y, (1 + y)1/3(T − t)

)+ [
(1 + x)1/3 − (1 + y)1/3]

× b
(
x + y, (1 + y)1/3(T − t)

)}
G
(
x + y, (1 + y)1/3(T − t)

)
,

where the functions a, b are given by

a(x, t) = x/2t, b(x, t) = x2/4t2 − 1/2t.

Consider now the function v(x, t), x ≥ 0, t < T , defined by

v(x, t) =
∫ ∞

0
KT (x, y, t)w0(y)dy. (3.9)

Then one sees from the previous equation that

∂v

∂t
+ (1 + x)1/3 ∂2v

∂x2
− ∂v

∂x
= g(x, t), x ≥ 0, t < T , (3.10)

where the function g satisfies the inequality,
∣∣g(x, t)

∣∣≤ C/
√

T − t, 0 < T − t < 1, (3.11)

for some universal constant C > 0. We also have that v(0, t) = 0 and v(x,T ) =
w0(x). Hence, v(x, t) is given by the formula,

v(x, t) = u(x, t) − E

[∫ T

t

g
(
X(s), s

)
ds; τx,t > T

]
.
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We conclude therefore that w(x, t) ≥ v(x, t) − 2C
√

T − t . From (3.9) we can obtain
a lower bound on v(x, t). To see this, first observe from (3.8) that

KT (x, y, t) ≥ η1G
(
x − y, (1 + y)1/3(T − t)

)
,

|x − y| ≤ x/2, x ≥ √
T − t, T − t ≤ 1, (3.12)

for some universal η1 > 0. Since (1+x)1/3(T − t) ≤ 2x2 for x ≥ √
T − t, T − t ≤ 1,

we also have that

∫

|x−y|<x/2
G
(
x − y, (1 + y)1/3(T − t)

)
dy ≥ η2, x ≥ √

T − t, T − t ≤ 1, (3.13)

for some universal η2 > 0. Hence, from (3.12), (3.13), there exists a universal η3 > 0
such that v(x, t) ≥ η3, x ≥ √

T − t, T − t ≤ 1. We conclude that w(x, t) ≥ C1 > 0
provided T − t < δ < 1 for some suitable universal constant δ > 0 if x satisfies x ≥√

T − t .
To conclude the proof of the lower bound we are left to consider the region 0 ≤ x ≤√

T − t . We write the solution of (3.10) with zero Dirichlet and terminal conditions
v(0, t) = 0, v(x,T ) = 0, as a series

v(x, t) =
∞∑

n=0

vn(x, t),

vn(x, t) = −
∫ T

t

ds

∫ ∞

0
dy Ks(x, y, t)gn(y, s),

g0 = g, gn+1 = gn −
{

∂

∂t
+ (1 + x)1/3 ∂2

∂x2
− ∂

∂x

}
vn, n ≥ 0.

(3.14)

The recurrence relation for gn can more simply be written as

gn+1(x, t) =
∫ T

t

ds

∫ ∞

0
dy

{
∂

∂t
+ (1 + x)1/3 ∂2

∂x2
− ∂

∂x

}
Ks(x, y, t)gn(y, s).

It follows now in exactly the same way that we derived (3.11) that there is a universal
constant C > 0 such that

gn(x, t) ≤ Cn(T − t)n/2−1/2, n ≥ 0.

Hence, the series (3.14) converges for T − t sufficiently small. Observe also that
the sum of the gn,n = 0, . . . ,∞, is bounded by C/

√
T − t for some universal con-

stant C. Using the fact that

∫ ∞

0
KT (x, y, t)dy ≤ C min

[
1, x/

√
T − t

]
,
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we can bound the function v in (3.14). Suppose x = √
s0 − t where t < s0 < t + (T −

t)/2. Then one has that

∫ T

t

ds

∫ ∞

0
dy Ks(x, y, t)/

√
T − s

≤ C

∫ s0

t

ds/
√

T − s + Cx

∫ T

s0

ds/
√

(s − t)(T − s)

≤ 2C
[√

T − t −√
T − s0

]+ Cx
√

2√
T − t

∫ (T +t)/2

s0

ds√
s − t

+ Cx
√

2√
T − t

∫ T

(T +t)/2

ds√
T − s

≤ C′x,

for some constant C′. The lower bound follows easily now by obtaining a lower
bound on the function (3.9) and using the previous inequality.

We consider next the upper bound. Since it is clear that w(x, t) ≤ 1, we need only
restrict ourselves to x in the region 0 ≤ x ≤ √

T − t . Let u(x, t) satisfy the equation,

∂u

∂t
+ (1 + x)1/3 ∂2u

∂x2
+
[(

x

L0

)1/3

− 1

]
∂u

∂x
= 0, t < T , (3.15)

with Dirichlet boundary condition u(0, t) = 0 and terminal data u(x,T ) = w0(x),

x ≥ 0. Since the data w0 is positive and monotonic increasing, we have that w(x, t) ≤
u(x, t). To obtain an upper bound on u(x, t), we first note that u(x, t) = P(τx,t > T )

where τx,t is the first hitting time at 0 for the process (3.4) started at x at time t with
L(s) ≡ L0. For 0 < x < L

1/4
0 let τ ∗

x,t be the first exit time from the interval [0,L
1/4
0 ].

Evidently one has

P(τx,t > T ) ≤ P(τ ∗
x,t > T ) + u(x),

where u(x) is the probability that the process started at x exits the interval [0,L
1/4
0 ]

through the boundary L
1/4
0 . Now u(x) satisfies the boundary value problem,

(1 + x)1/3 ∂2u

∂x2
+
[(

x

L0

)1/3

− 1

]
∂u

∂x
= 0, 0 < x < L

1/4
0 , u(0) = 0, u

(
L

1/4
0

)= 1.

The problem is explicitly solvable with solution,

u(x) =
∫ x

0
exp

[
−
∫ z

0
h(z′)dz′

]
dz

/∫ L
1/4
0

0
exp

[
−
∫ z

0
h(z′)dz′

]
dz,

0 < x < L
1/4
0 ,

where h(z) = [(z/L0)
1/3 − 1]/[1 + z]1/3. Since L0 < 1, we conclude that there is

a universal constant C > 0 such that u(x) ≤ Cx/L
1/4
0 . Hence, to obtain the upper
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bound on w(x, t) for 0 < x <
√

T − t, it is sufficient to obtain an upper bound on
P(τ ∗

x,t > T ).
We can do this by perturbation theory just as we did for the lower bound. Thus,

setting u(x, t) = P(τ ∗
x,t > T ) it is clear that u(x, t) satisfies (3.15) for 0 < x <

L
1/4
0 , t < T , with terminal condition u(x,T ) = 1 and boundary conditions u(0, t) =

u(L
1/4
0 , t) = 0. Let GD(x,y, t) be the Green’s function for the heat equation on

the interval [0,L
1/4
0 ] with Dirichlet boundary conditions. Thus, GD is given by the

method of images as an infinite series,

GD(x,y, t) =
∞∑

m=0

(−1)p(m)G(x − ym, t), (3.16)

where y0 = y and ym,m ≥ 1, are the multiple reflections of y in the boundaries 0,
L

1/4
0 , with p(m) being the parity of the reflection, p(0) = 0. For 0 ≤ x, y ≤ L

1/4
0 and

t < T , we define the kernel KT (x, y, t) by

KT (x, y, t) = GD

(
x, y, (1 + y)1/3(T − t)

)
. (3.17)

We have then that

∂KT

∂t
+ (1 + x)1/3 ∂2KT

∂x2
+
[(

x

L0

)1/3

− 1

]
∂KT

∂x

=
∞∑

m=0

(−1)p(m)G
(
(x − ym), (1 + y)1/3(T − t)

)

×
{
a
(
x − ym, (1 + y)1/3(T − t)

)[
1 −

(
x

L0

)1/3]

+ [
(1 + x)1/3 − (1 + y)1/3]b

(
x − ym, (1 + y)1/3(T − t)

)}
, (3.18)

just as in (3.8). Consider now the function v(x, t),0 ≤ x ≤ L
1/4
0 defined by

v(x, t) =
∫ L

1/4
0

0
KT (x, y, t)dy, t < T . (3.19)

Then one has that

∂v

∂t
+ (1 + x)1/3 ∂2v

∂x2
+
[(

x

L0

)1/3

− 1

]
∂v

∂x
= g(x, t),

where the function g satisfies the inequality,
∣∣g(x, t)

∣∣≤ C/L
1/4
0

√
T − t .

Arguing as previously, we thus obtain the upper bound on w(x, t) for 0 ≤ x ≤ √
T − t

provided T − t < δL
1/2
0 for suitably small δ independent of L0. �
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Lemma 3.2 Suppose that the parameter L(t), t ≥ 0, is continuous and satisfies
L(t) ≥ L0 > 0, t ≥ 0, where L0 < 1. Let w(x, t) be the function (3.5) with w0(x) =
x1/3, x > 0. Then there are positive universal constants C1,C2 such that

C1x/(T − t)1/3 ≤ w(x, t) ≤ C2x/(T − t)1/3, 0 ≤ x ≤ √
T − t,

C1x
1/3 ≤ w(x, t) ≤ C2x

1/3, x ≥ √
T − t,

provided t lies in the region 0 < T − t < δL
1/2
0 , where δ > 0 is universal.

Proof The proof of the lower bound is similar to the proof of the lower bound in
Lemma 3.1. For the proof of the upper bound however we need to make a modifi-
cation since w0(x) = x1/3 is an unbounded function. Our starting point is as before
that we wish to find an upper bound on the solution to (3.15). Then if X(s) is the
stochastic process started at x at time t which is associated with the PDE (3.15), we
have that

u(x, t) = E
[
w0

(
X(T )

); τx,t > T
]

≤ E
[
w0

(
X(T )

); τ ∗
x,t > T

]+ u(x) sup
t<t ′<T

u
(
L

1/4
0 , t ′

)
, (3.20)

using the notation of Lemma 3.1. The first term on the right can be bounded above
using perturbation theory as before. We shall therefore be finished if we can show that
u(L

1/4
0 , t ′) ≤ CL

1/12
0 for t < t ′ < T , provided T − t < L

1/2
0 . We can use Ito calculus

to prove this. Thus we have that

dX(s) =
[{

X(s)

L0

}1/3

− 1

]
ds + √

2
(
1 + X(s)

)1/6
dW(s).

It follows that if X(t) = x, then for t ′ > t ,

X(t ′)2 = x2 + 2
∫ t ′

t

X(s)

[{
X(s)

L0

}1/3

− 1

]
ds

+ 2
∫ t ′

t

(
1 + X(s)

)1/3
ds + 2

√
2
∫ t ′

t

X(s)
(
1 + X(s)

)1/6
dW(s).

Setting τ = τx,t , we conclude that

E
[
X(t ′ ∧ τ)2] = x2 + E

[∫ t ′∧τ

t

X(s)

[{
X(s)

L0

}1/3

− 1

]
ds

]

+ 2

[∫ t ′∧τ

t

(
1 + X(s)

)1/3 ds

]
.

We take now x = L
1/4
0 and restrict t ′ by t ′ − t < L

1/2
0 . It follows that there is the

inequality,

E
[
X(t ′ ∧ τ)2]≤ C1L

1/2
0 + C2L

−1/2
0 E

[∫ t ′∧τ

t

X(s)2 ds

]
,
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for some universal constants C1,C2. Gronwall’s inequality therefore yields

E
[
X(t ′ ∧ τ)2]≤ C1L

1/2
0 exp

[
C2(t

′ − t)/L
1/2
0

]
.

We can now apply the Chebyshev inequality to conclude that u(L
1/4
0 , t ′) ≤ CL

1/12
0 . �

Lemma 3.3 Let w(x, t) be the function (3.5) with w0 ≡ 1. Then 0 ≤ ∂w(x, t)/∂x ≤
C/

√
T − t , provided 0 < (T − t) < δL

1/2
0 .

Proof We have already observed that 0 ≤ ∂w(x, t)/∂x so we need an upper bound.
We first prove the upper bound for 0 ≤ x ≤ L

1/4
0 /2. To do this, we observe that

w(x, t),0 ≤ x ≤ L
1/4
0 , t < T , satisfies the diffusion equation with terminal condi-

tions w0(x) = 1,0 ≤ x ≤ L
1/4
0 , and boundary conditions w(0, t) = 0,w(L

1/4
0 , t) ≤ 1,

t < T . We write w(x, t) = w1(x, t) + w2(x, t) where both w1 and w2 satisfy the dif-
fusion equation. The function w1(x, t) has terminal data w1(x, T ) = w0(x),0 ≤ x ≤
L

1/4
0 , and boundary data w1(0, t) = w1(L

1/4
0 , t) = 0. The function w2(x, t) has termi-

nal data w2(x, T ) = 0,0 ≤ x ≤ L
1/4
0 , and boundary data w2(0, t) = 0,w2(L

1/4
0 , t) =

w(L
1/4
0 , t).

We first consider the function w1(x, t) which we construct by perturbation expan-
sion. The first term in the series is the function v(x, t) of (3.19). Setting g(x, t) =
∂v/∂t + L∗

t v, then

w1(x, t) = v(x, t) −
∞∑

n=0

vn(x, t),

vn(x, t) = −
∫ T

t

ds

∫ L
1/4
0

0
dy Ks(x, y, t)gn(y, s),

g0 = g, gn+1 = gn −
{

∂

∂t
+ L∗

t

}
vn, n ≥ 0.

Just as before we see that the functions gn satisfy the inequality,

∣∣gn(x, t)
∣∣≤ Cn(T − t)n/2−1/2/L

(n+1)/4
0 , n ≥ 0. (3.21)

It easily follows that |∂w1/∂x| ≤ C1/
√

T − t for some constant C1 provided 0 <

T − t < δL
1/2
0 .

Next, we consider the function w2(x, t). This can be represented in terms of a
Green’s function G(x,y, t, T ), 0 ≤ x, y ≤ L

1/4
0 , t < T , which is the Dirichlet Green’s

function for the operator L∗
t on the interval [0,L

1/4
0 ]. Thus, if

u(x, t) =
∫ L

1/4
0

0
G(x,y, t, T )w0(y)dy, t < T ,
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then

∂u

∂t
+ L∗

t u = 0, 0 < x < L
1/4
0 , t < T ,

u(0, t) = u
(
L

1/4
0 , t

)= 0, u(x,T ) = w0(x), 0 < x < L
1/4
0 .

The function w2(x, t), t < T , has the representation,

w2(x, t) = −
∫ T

t

ds w
(
L

1/4
0 , s

)∂G

∂y

(
x,L

1/4
0 , t, s

)[
1 + L

1/4
0

]1/3
. (3.22)

To estimate w2(x, t) we compute the Green’s function by perturbation series ex-
pansion as we did before. The first term in the expansion for G(x,y, t, T ) is the
function KT (x, y, t) of (3.17). If we replace G by this in (3.22) it is easy to see
that |∂w2/∂x| ≤ C(T − t)/L

3/4
0 , 0 < x < L

1/4
0 /2. The complete expansion for

G(x,y, t, T ) is given by

G(x,y, t, T ) = KT (x, y, t) −
∞∑

n=0

vn,T (x, y, t),

vn,T (x, y, t) = −
∫ T

t

ds

∫ L
1/4
0

0
dy′ Ks(x, y′, t)gn,T (y′, y, s),

g0,T (x, y, t) = gT (x, y, t) =
[

∂

∂t
+ L∗

t,x

]
KT (x, y, t),

gn+1,T = gn,T −
{

∂

∂t
+ L∗

t

}
vn,T , n ≥ 0,

gn+1,T (x, y, t) =
∫ T

t

ds

∫ L
1/4
0

0
dy′

{
∂

∂t
+ L∗

t,x

}
Ks(x, y′, t)gn,T (y′, y, s).

(3.23)

In (3.23), we have written L∗
t = L∗

t,x to denote that the operator L∗
t acts on the x

variable. Analogously to (3.21), we have the estimate

∣∣gn,T (x, y, t)
∣∣≤ Cn(T − t)n/2−1/2

L
(n+1)/4
0

G
(
x − y,

(
1 + L

1/4
0

)1/3
(T − t)

)
, (3.24)

for some universal constant C. Hence, the series (3.23) converges for 0 < T − t <

δL
1/2
0 . We need now to differentiate the series term by term with respect to the y

variable. Consider first the function v0,T whose derivative is formally given by the
expression

∂v0,T

∂y
(x, y, t) = −

∫ T

t

ds

∫ L
1/4
0

0
dy′ Ks(x, y′, t)∂gT

∂y
(y′, y, s). (3.25)
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Analogously to (3.24), one has the estimate,

∣∣∣∣
∂gT (x, y, t)

∂y

∣∣∣∣≤
C

(T − t)L
1/4
0

G
(
x − y,

(
1 + L

1/4
0

)1/3
(T − t)

)
.

This estimate gives a nonintegrable singularity in (3.25), so we need to integrate by
parts in (3.25) in the s, y′ variables. First we write

∂v0,T

∂y
(x, y, t) = −

∫ (T +t)/2

t

ds

∫ L
1/4
0

0
dy′ Ks(x, y′, t)∂gT

∂y
(y′, y, s)

−
∫ T

(T +t)/2
ds

∫ L
1/4
0

0
Ks(x, y′, t)

{
∂

∂s
+ L∗

s,y′

}
∂KT

∂y
(y′, y, s).

(3.26)

We have now from (3.17), (3.18) that

{
∂

∂s
+ L∗

s,y′

}
∂KT

∂y
(y′, y, s) =

[{
y′

L(s)

}1/3

− 1

]
∂2KT

∂y′∂y
+ (1 + y′)1/3

3(1 + y)4/3

∂KT

∂s

+
[

1 −
(

1 + y′

1 + y

)1/3]
∂2KT

∂s∂y
. (3.27)

We substitute the RHS of (3.27) into the second integral on the RHS of (3.26). We
then integrate by parts w.r. to y′ for the first term on the RHS of (3.27), and w.r. to s

for the second two terms. Note that since Ks(x,0, t) = Ks(x,L
1/4
0 , t) = 0 there are

no boundary terms in the integration by parts w.r. to y′. Once this is accomplished, we
can estimate ∂v0,T /∂y since we have removed all non-integrable singularities. Thus,
we obtain the bound,

∣∣∣∣
∂v0,T

∂y
(x, y, t)

∣∣∣∣≤
C

L
1/4
0

G
(
x − y,

(
1 + L

1/4
0

)1/3
(T − t)

)
. (3.28)

Similarly, we also have that

∣∣∣∣
∂g1,T

∂y
(x, y, t)

∣∣∣∣≤
C

L
1/2
0

√
T − t

G
(
x − y,

(
1 + L

1/4
0

)1/3
(T − t)

)
. (3.29)

Once we have the estimate of (3.29), it follows by the same method as was used to
derive (3.24) that

∣∣∣∣
∂gn,T

∂y
(x, y, t)

∣∣∣∣≤
Cn(T − t)n/2−1

L
(n+1)/4
0

G
(
x−y,

(
1+L

1/4
0

)1/3
(T − t)

)
, n ≥ 1. (3.30)
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Hence, from (3.23), we also have that
∣∣∣∣
∂2vn,T

∂x∂y
(x, y, t)

∣∣∣∣≤
Cn(T − t)n/2−1/2

L
(n+1)/4
0

G
(
x − y,

(
1 + L

1/4
0

)1/3
(T − t)

)
, n ≥ 1.

(3.31)
Now, just as we derived (3.28) we can see that (3.31) also holds for n = 0. We con-
clude therefore that there is a universal constant C such that

∣∣∣∣
∂2G

∂x∂y

(
x,L

1/4
0 , t, s

)∣∣∣∣≤
C

L
3/4
0

, 0 < x < L
1/4
0 /2,0 < s − t < δL

1/4
0 .

It follows then from (3.22) that one has |∂w2(x, t)/∂x| ≤ C/L
1/4
0 , 0 < x <

L
1/4
0 /2, T − t < δL

1/4
0 .

We consider next the case x ≥ L
1/4
0 /2. First note that we have shown that

∂w(x, t)/∂x ≤ C/L
1/4
0 , x = L

1/4
0 /2, T − t < δL

1/4
0 . Thus if v(x, t) = ∂w(x, t)/∂x,

x > L
1/4
0 /2, t < T , then it is clear that v is the solution to the terminal-boundary

value problem,

∂v

∂t
+ (1 + x)1/3 ∂2v

∂x2
+
[

1

3(1 + x)2/3
+
{

x

L(t)

}1/3

− 1

]
∂v

∂x

+ 1

3{x2L(t)}1/3
v = 0, t < T ,x > L

1/4
0 /2,

v
(
L

1/4
0 /2, t

)= ∂w/∂x
(
L

1/4
0 /2, t

)
, t < T ; v(x,T ) = 0, x ≥ L

1/4
0 /2.

(3.32)

Let X(s) denote the diffusion corresponding to (3.32) and for X(t) = x > L
1/4
0 /2,

let τx,t be the first hitting time at L
1/4
0 /2. Then there is the inequality,

v(x, t) ≤ C

L
1/4
0

E

[
exp

{∫ T ∧τx,t

t

ds

3[X(s)2L(s)]1/3

}∣∣∣∣X(t) = x

]
.

In view of the fact that T − t < δL
1/2
0 and X(s) ≥ L

1/4
0 /2, t < s < T ∧ τx,t , we

conclude that v(x, t) ≤ C1/L
1/4
0 for some universal constant C1 if x ≥ L

1/4
0 /2. �

Lemma 3.4 Let w(x, t) be the function (3.5) with w0(x) = x1/3, x > 0. Then 0 ≤
∂w(x, t)/∂x ≤ C/(T − t)1/3, provided 0 < (T − t) < δL

1/2
0 .

Proof We proceed exactly as in Lemma 3.3 but this time using the results of
Lemma 3.2. Thus, we first show that ∂w(x, t)/∂x ≤ C/(T − t)1/3 for x ≤ L

1/4
0 /2 and

∂w(x, t)/∂x ≤ C/L
1/6
0 for x = L

1/4
0 /2. For x > L

1/4
0 /2 we consider the terminal-

boundary value problem (3.32) but now with the terminal data given by v(x,T ) =
1/3x2/3. Since v(x,T ) ≤ C1/L

1/6
0 , x ≥ L

1/4
0 /2, one concludes just as in Lemma 3.3

that ∂w(x, t)/∂x ≤ C/L
1/6
0 , x ≥ L

1/4
0 /2. �
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Theorem 3.1 Suppose c(x,0), x > 0, is a non negative function which satisfies,

0 <

∫ ∞

0
(1 + x)c(x,0)dx < ∞.

Then there is a unique solution to (1.11) subject to the constraint,

∫ ∞

0
xc(x, t)dx =

∫ ∞

0
xc(x,0)dx.

Proof Just as in Sect. 2, we define a mapping on functions c1(T ) = 1/L(T )1/3 where
L(T ) is defined by (3.1). In particular, c1(0) is determined by the initial data, where
c1(0) = 1/L

1/3
1 for some L1 > 0. Suppose now we are given c1(T ), 0 ≤ T ≤ T0, with

c1(0) = 1/L
1/3
1 . Then we solve (1.11) with the corresponding function L(T ),0 ≤

T ≤ T0, and define a new function Ac1(T ),0 ≤ T ≤ T0, by the RHS of (3.1). We
define a space X of functions c1 : [0, T0] → (0,∞) which are continuous and satisfy
‖c1‖∞ ≤ 1/L

1/3
0 for some L0 > 0. We shall show that the mapping A leaves X in-

variant provided L0 < L1 is sufficiently small and T0 = δL
1/2
0 for some universal δ,

0 < δ < 1. To see this, we write

Ac1(T ) =
∫ ∞

0
c(x,T )dx

/∫ ∞

0
x1/3c(x,T )dx

=
∫ ∞

0
w1(x,0)c(x,0)dx

/∫ ∞

0
w2(x,0)c(x,0)dx, (3.33)

where w1(x, t), t < T , is given by (3.5) with w0 ≡ 1, and w2(x, t), t < T , is given by
(3.5) with w0(x) = x1/3, x > 0. In view of Lemma 3.1 and 3.2, we have then that

Ac1(T ) ≤
[

C2√
T

∫ √
T

0
xc(x,0)dx +

∫ ∞
√

T

c(x,0)dx

]

/[
C1

T 1/3

∫ √
T

0
xc(x,0)dx + C1

∫ ∞
√

T

x1/3c(x,0)dx

]
, (3.34)

provided T < δL
1/2
0 , for some universal δ > 0. Observe now that

∫ ∞

0
x1/3c(x,0)dx ≤ L

1/3
1

2

∫ L1/8

0
c(x,0)dx +

∫ ∞

L1/8
x1/3c(x,0)dx

≤ 1

2

∫ ∞

0
x1/3c(x,0)dx +

∫ ∞

L1/8
x1/3c(x,0)dx,

whence we conclude that
∫ ∞

L1/8
x1/3c(x,0)dx ≥ 1

2

∫ ∞

0
x1/3c(x,0)dx. (3.35)
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It follows then from (3.34) that

Ac1(T ) ≤ 2 max[C2,1]/C1L
1/3
1 , T < L2

1/64.

One also has from (3.34) that

Ac1(T ) ≤ [C2/C1 + 1/C1]/T 1/6, 0 < T < δL
1/2
0 . (3.36)

It is clear now that there is a universal constant η > 0 such that if we choose L0 =
η min[L1,1] then A leaves X invariant. Next, we show that for T0 sufficiently small
the mapping A is a contraction. To see this, we proceed as in Sect. 2. Thus, if c1, c

′
1 ∈

X, then

Ac1(T ) − Ac′
1(T ) =

∫ 1

0
dλ

∂

∂λ
A
[
λc1 + (1 − λ)c′

1

]
(T )

=
∫ 1

0
dλ

{∫ ∞

0
x1/3cλ(x,T )dx

∫ ∞

0

∂cλ

∂λ
(x,T )dx

−
∫ ∞

0
cλ(x,T )dx

∫ ∞

0
x1/3 ∂cλ

∂λ
(x,T )dx

}

/[∫ ∞

0
x1/3cλ(x,T )dx

]2

,

where cλ is the solution to (1.11) with 1/L(t)1/3 = λc1(t) + (1 − λ)c′
1(t). Hence,

uλ = ∂cλ/∂λ is the solution to the initial-boundary value problem,

∂uλ

∂t
= Lt uλ − [

c1(t) − c′
1(t)

] ∂

∂x

{
x1/3cλ

}
, t > 0,

uλ(x,0) = 0, x > 0, uλ(0, t) = 0, t > 0.

It follows that
∫ ∞

0
uλ(x,T )dx =

∫ T

0

[
c1(t) − c′

1(t)
]

dt

∫ ∞

0
dx

∂w1

∂x
(x, t)x1/3cλ(x, t),

∫ ∞

0
x1/3uλ(x,T )dx =

∫ T

0

[
c1(t) − c′

1(t)
]

dt

∫ ∞

0
dx

∂w2

∂x
(x, t)x1/3cλ(x, t),

(3.37)

where the functions w1,w2 are as in (3.33). Hence, from Lemma 3.3, there is a uni-
versal constant C such that

∣∣∣∣
∫ ∞

0
uλ(x,T )dx

/∫ ∞

0
x1/3cλ(x,T )dx

∣∣∣∣≤ Cγ (T )
√

T ‖c1 − c′
1‖∞,

0 < T < δL
1/2
0 , (3.38)

where γ (T ) is defined by

γ (T ) = sup
0<t<T

∫ ∞

0
x1/3cλ(x, t)dx/

∫ ∞

0
x1/3cλ(x,T )dx.
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If we use the second equation in (3.37) and (3.36) we also conclude there is a univer-
sal constant C such that

∣∣∣∣
∫ ∞

0
cλ(x,T )dx

∫ ∞

0
x1/3uλ(x,T )dx

/[∫ ∞

0
x1/3cλ(x,T )dx

]2∣∣∣∣

≤ Cγ (T )
√

T ‖c1 − c′
1‖∞, 0 < T < δL

1/2
0 . (3.39)

Using (3.35) and Lemma 3.2, we see that there is a universal constant C such that

γ (T ) ≤ C max
[(

T/L2
1

)1/3
,1
]
, 0 < T < δL

1/2
0 .

It follows now from (3.38), (3.39) that if we take T0 = ν min[L1/2
0 ,L

4/5
1 ] for some

universal constant ν > 0, then the mapping A is a contraction. Hence, we obtain a
unique solution to the diffusive LSW problem up to time T0. Observe also that for
sufficiently small L1 one has that Ac1(T0) ∼ 1/L

2/15
1 < 1/L

1/3
1 , whence one obtains

global existence in time. �

We show here that the Kohn–Otto argument (Kohn and Otto 2002) may be applied
to prove time averaged coarsening for the diffusive LSW model (1.7), (1.11). Letting
cε(x, t) be the solution to the diffusive LSW system (1.7), (1.11), we denote by Eε(t)

the energy

Eε(t) =
∫ ∞

0
x2/3cε(x, t)dx. (3.40)

From the conservation law (1.7), the quantity 1/Eε(T )3 is a measure of the average
cluster volume at time T .

Theorem 3.2 Let ρ − ρcrit in (1.7) be normalized to 1, and c0(x), x ≥ 0, be a non-
negative function which satisfies

∫ ∞

0

(
1 + x4/3)c0(x)dx = M0 < ∞. (3.41)

Suppose further that cε(x, t) is the solution of the diffusive LSW system (1.7), (1.11)
with initial data cε(x,0) = c0(x), x ≥ 0. Then for 0 < ε ≤ 1, there are universal
constants K1,K2 such that

[
1

T

∫ T

0
Eε(t)

2 dt

]−3/2

≤ K1T , (3.42)

provided T ≥ K2M
3
0 .

Proof We first show that Eε(t) is decreasing. In fact, we have from (1.11) and (3.1)
that

3

2

dE

dt
= −ε

3

∫ ∞

0
x−4/3(1 + x/ε)1/3cε(x, t)dx −

∫ ∞

0
x−1/3cε(x, t)dx
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+
[∫ ∞

0
cε(x, t)dx

]2/∫ ∞

0
x1/3cε(x, t)dx < 0. (3.43)

Next, define a length scale Mε(t) by

Mε(t) =
∫ ∞

0
x4/3cε(x, t)dx,

so that Mε(0) ≤ M0. It follows again from (1.11) that

3

4

dMε

dt
= ε

3

∫ ∞

0
x−2/3(1 + x/ε)1/3cε(x, t)dx

+
∫ ∞

0
x1/3

[{
x

Lε(t)

}1/3

− 1

]
cε(x, t)dx, (3.45)

where Lε(t) is given by (3.1) with cε(·, t) in place of c(·, t). Now just as in Shibin
and Pego (2005) we have from the Schwarz inequality,

[∫ ∞

0
x1/3

[{
x

Lε(t)

}1/3

− 1

]
cε(x, t)dx

]2

≤
∫ ∞

0
xcε(x, t)dx

∫ ∞

0
x−1/3

[{
x

Lε(t)

}1/3

− 1

]2

cε(x, t)dx

=
∫ ∞

0
x−1/3cε(x, t)dx −

[∫ ∞

0
cε(x, t)dx

]2/∫ ∞

0
x1/3cε(x, t)dx, (3.46)

where we have used (1.7), (3.1).
We show that for 0 < ε ≤ 1 there is a constant C > 0 such that

[
ε

∫ ∞

0
x−2/3(1 + x/ε)1/3cε(x, t)dx

]2

≤ Cε

∫ ∞

0
x−4/3(1 + x/ε)1/3cε(x, t)dx.

(3.47)
To see this, observe that the LHS is bounded above by

2

[
ε

∫ 1

0
x−2/3(1 + x/ε)1/3cε(x, t)dx

]2

+ 2

[
ε

∫ ∞

1
x−2/3(1 + x/ε)1/3cε(x, t)dx

]2

≤ 2

[
ε2
∫ 1

0
x−4/3(1 + x/ε)2/3cε(x, t)dx

][∫ 1

0
cε(x, t)dx

]

+ 2

[
ε2
∫ ∞

1
x−7/3(1 + x/ε)2/3cε(x, t)dx

][∫ ∞

1
xcε(x, t)dx

]

≤ 24/3ε2/3
[
ε

∫ ∞

0
x−4/3(1 + x/ε)1/3cε(x, t)dx

][∫ ∞

0
(1 + x)cε(x, t)dx

]

≤ 24/3
[
ε

∫ ∞

0
x−4/3(1 + x/ε)1/3cε(x, t)dx

][∫ ∞

0
(1 + x)cε(x,0)dx

]
.
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We conclude then from (3.43)–(3.47) that

|dMε/dt |2 ≤ K3|dEε/dt |, (3.48)

for some universal constant K3, provided 0 < ε ≤ 1. It is easy to see from the Schwarz
inequality that

Eε(t)Mε(t) ≥ 1, t > 0. (3.49)

The result follows from (3.48), (3.49), and Lemma 2 of Pego (2007). �

4 The Zero Diffusion Limit

Our goal in this section will be to establish the limits (1.13) under the assumption
(1.12) on the initial data for the diffusive LSW system (1.7), (1.11). First, let us recall
how the method of characteristics can be applied to give a representation for the
solution of (1.6). For any x, t ≥ 0, let x(s),0 ≤ s ≤ t , be the solution of the terminal
value problem,

dx

ds
= −

[
1 −

(
x(s)

L(s)

)1/3]
, x(t) = x. (4.1)

We set F(x, t) = x(0), whence F(·, t) is a mapping on the non-negative reals with
derivative

∂F (x, t)

∂x
= exp

[
−1

3

∫ t

0

ds

{x(s)2L(s)}1/3

]
. (4.2)

The solution c0(x, t), x, t ≥ 0, of (1.6) is given in terms of the initial data c0(x),
x ≥ 0, by the formula,

∫ ∞

x

c0(x
′, t)dx′ =

∫ ∞

F(x,t)

c0(x
′)dx′, x, t ≥ 0. (4.3)

Lemma 4.1 Let L(·) be a continuous function on the interval [0, T ] satisfying
infL(·) > 0 and F(x, t), x ≥ 0,0 ≤ t ≤ T , be the corresponding mapping de-
rived from (4.1). Suppose c0(·) is a nonnegative function on (0,∞) satisfying∫∞

0 c0(x)dx < ∞, and cε(x, t),Lε(t) is the solution of (1.11) with initial data c0(·)
and Dirichlet boundary condition cε(0, t) = 0. Then if the functions Lε(·) converge
uniformly to the function L(·) on the interval [0, T ] as ε → 0, one has

lim
ε→0

∫ ∞

x

cε(x
′, T )dx′ =

∫ ∞

F(x,T )

c0(x
′)dx′, x ≥ 0.

Proof As in Sect. 3, we use the solution to the adjoint problem. Thus, let L∗
t,ε be the

operator,

L∗
t,ε = ε(1 + x/ε)1/3 ∂2

∂x2
−
[

1 −
{

x

Lε(t)

}1/3]
∂

∂x
, (4.4)
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and wε satisfy ∂wε/∂t = −L∗
t,εwε, t < T , wε(x,T ) = w0(x),wε(0, t) = 0. Then

∫ ∞

0
w0(x)cε(x, T )dx =

∫ ∞

0
wε(x,0)c0(x)dx. (4.5)

For any x0 ≥ 0, we take w0(x) = 1, x ≥ x0, w0(x) = 0, x < x0. Evidently,
wε(x,0) ≤ 1, x ≥ 0. Hence, to prove the result, we need to show that

lim
ε→0

wε(x,0) = 1, x > F(x0, T ),

= 0, x < F(x0, T ).

(4.6)

Recall now that wε(x,0) = P(Xε(T ) > x0; τx,0 > T |Xε(0) = x), where Xε(s) is the
solution to the stochastic equation,

dXε(s) = −
[

1 −
{

Xε(s)

Lε(s)

}1/3]
ds + √

2ε
(
1 + Xε(s)/ε

)1/6 dW(s), (4.7)

and τx,t is the first hitting time at the boundary for the process started at x at time t .
We first show that

lim
ε→0

P
(
τx,0 > T |Xε(0) = x

)= 0, x < F(0, T ). (4.8)

By our assumptions there exists ε0 > 0 and L0 > 0 such that for ε ≤ ε0, infLε(·) ≥
L0. Hence, if Yε(s) is the solution to the equation,

dYε(s) = −
[

1 −
{

Yε(s)

L0

}1/3]
ds + √

2ε
(
1 + Yε(s)/ε

)1/6 dW(s), (4.9)

then there is the inequality,

P
(
τx,t > T |Xε(t) = x

)≤ P
(
τx,t > T |Yε(t) = x

)
, t < T . (4.10)

Now, let uε(x) be the probability that the process Yε started at x < δ exits the interval
[0, δ] through the boundary 0. Then one has

uε(x) =
∫ δ

x

exp

[
−
∫ z

0
hε(z

′)dz′
]

dz

/∫ δ

0
exp

[
−
∫ z

0
hε(z

′)dz′
]

dz,

where

hε(z) = [
(z/L0)

1/3 − 1
]/

ε[1 + z/ε]1/3. (4.11)

Choosing δ = L0/2, it is easy to see that on any interval [0, δ′] with δ′ < δ the func-
tions uε converge uniformly to 1 as ε → 0. Next, for 0 < x < δ, let vε(x) be defined
by vε(x) = E[τx |Yε(0) = x], where τx is the first exit time from the interval [0, δ].
Then vε satisfies the equation,

−ε(1 + x/ε)1/3v′′
ε (x) + [

1 − (x/L0)
1/3]v′

ε(x) = 1, 0 < x < δ, (4.12)
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with Dirichlet boundary condition vε(0) = vε(δ) = 0. It follows from the maximum
principle that

vε(x) ≤ x/
[
1 − (δ/L0)

1/3], 0 < x < δ.

We conclude therefore that

P
(
Yε(s) hits 0 before time t |Yε(0) = x

)

≥ uε(x) − P
(
τx > t |Yε(0) = x

)

≥ uε(x) − x/t
[
1 − (δ/L0)

1/3]. (4.13)

Note that if x � t then the RHS of (4.13) is positive as ε → 0. Now on setting ε = 0
in (4.12) we see that the time for the classical system to exit the interval [0, δ] is Tx ,
where

Tx =
∫ x

0
dz/

[
1 − (z/L0)

1/3].

Hence, we should have that

lim
ε→0

P
(
τx > Tx + η|Yε(0) = x

)= 0, (4.14)

for any η > 0. In order to prove (4.14) we first show that limε→0 vε(x) = Tx . From
(4.12), we have that

v′
ε(x) = Aε exp

[
−
∫ x

0
hε(z)dz

]
−
∫ x

0

exp[− ∫ x

z
hε(z

′)dz′]dz

ε(1 + z/ε)1/3
,

where Aε is given by the formula

Aε =
∫

0<z<x′<δ

exp[− ∫ x′
z

hε(z
′)dz′]

ε(1 + z/ε)1/3
dzdx′

/∫ δ

0
exp

[
−
∫ x′

0
hε(z)dz

]
dx′.

Letting g(z) = 1 − (z/L0)
1/3 we have that

−
∫ x

0

exp[− ∫ x

z
hε(z

′)dz′]
ε(1 + z/ε)1/3

dz =
∫ x

0

hε(z)

g(z)
exp

[
−
∫ x

z

hε(z
′)dz′

]
dz

= 1

g(x)
− 1

g(0)
exp

[
−
∫ x

0
hε(z

′)dz′
]

+
∫ x

0

g′(z)
g(z)2

exp

[
−
∫ x

z

hε(z
′)dz′

]
dz.

Similarly, we have that

Aε = 1

g(0)
−
∫ δ

0

dx′

g(x′)

/∫ δ

0
exp

[
−
∫ x′

0
hε(z

′)dz′
]

dx′
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−
∫

0<z<x′<δ

g′(z)
g(z)2

exp

[
−
∫ x′

z

hε(z
′)dz′

]
dzdx′

/∫ δ

0
exp

[
−
∫ x′

0
hε(z

′)dz′
]

dx′.

We conclude that

v′
ε(x) = 1

g(x)
− exp

[
−
∫ x

0
hε(z)dz

]∫ δ

0

dx′

g(x′)

/∫ δ

0
exp

[
−
∫ x′

0
hε(z)dz

]
dx′

+
∫ δ

0

g′(z)
g(z)2

exp

[
−
∫ x

z

hε(z
′)dz′

]{
H(x − z)

−
∫ δ

z

exp

[
−
∫ x′

0
hε(z

′)dz′
]

dx′
/∫ δ

0
exp

[
−
∫ x′

0
hε(z

′)dz′
]

dx′
}

dz,

where H(y) is the Heaviside function, H(y) = 1, y > 0, H(y) = 0, y < 0. It follows
easily from the previous expression that limε→0 v′

ε(x) = 1/g(x) uniformly in any
interval [0, δ′] with δ′ < δ. Hence, limε→0 vε(x) = Tx for 0 ≤ x < δ.

We can in a similar way estimate wε(x) = E[τ 2
x |Yε(0) = x]. In fact, wε satisfies

the equation,

−ε(1 + x/ε)1/3w′′
ε (x) + [

1 − (x/L0)
1/3]w′

ε(x) = 2vε(x), 0 < x < δ, (4.15)

with Dirichlet boundary condition wε(0) = wε(δ) = 0. Proceeding as in the previous
paragraph, we see that limε→0 w′

ε(x) = 2Tx/g(x) uniformly in any interval [0, δ′]
with δ′ < δ. It follows that limε→0 wε(x) = T 2

x for 0 < x < δ. Finally, we conclude
from the Chebyshev inequality that (4.14) holds.

From (4.10) and (4.14), we see that for x satisfying 0 < x < L0/2 then (4.8) holds
provided T > Tx . We show now that it holds for all x < F(0, T ). To do this, let τ̄x,t

be the first hitting time for the process Xε(s) with Xε(t) = x > L0/4 to hit L0/4.
Putting τ̄ = τx,0, we see as in Lemma 3.2 that

E
[
Xε(t

′ ∧ τ̄ )2] = x2 + 2E

[∫ t ′∧τ̄

0
Xε(s)

[{
Xε(s)

Lε(s)

}1/3

− 1

]
ds

]

+ 2εE

[∫ t ′∧τ̄

0

(
1 + Xε(s)/ε

)1/3 ds

]
.

It follows that there is a constant C(L0) depending only on L0 such that

E
[
Xε(t

′ ∧ τ̄ )2]≤ x2 + C(L0)E

[∫ t ′∧τ̄

0
Xε(s ∧ τ̄ )2 ds

]
, 0 ≤ t ′ ≤ T .

Gronwall’s inequality therefore yields,

E
[
Xε(t

′ ∧ τ̄ )2]≤ x2 exp
[
C(L0)t

′], 0 ≤ t ′ ≤ T . (4.16)
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Next, applying Ito’s lemma to [Xε(t
′) − X0(t

′)]2 we see from (4.7) that

[
Xε(t

′) − X0(t
′)
]2 = 2

∫ t ′

0

[
Xε(s) − X0(s)

][{Xε(s)

Lε(s)

}1/3

−
{

X0(s)

L0(s)

}1/3]
ds

+ 2
√

2ε

∫ t ′

0

[
Xε(s) − X0(s)

][
1 + Xε(s)/ε

]1/6 dW(s)

+ 2ε

∫ t ′

0

[
1 + Xε(s)/ε

]1/3 ds.

With τ̄ as in (4.16), we then have that

E
{[

Xε(t
′ ∧ τ̄ ) − X0(t

′ ∧ τ̄ )
]2}

≤ C(L0)
{[

sup
0≤s≤T

∣∣Lε(s) − L0(s)
∣∣+ ε2/3

]
x2 exp

[
C(L0)t

′]

+
∫ t ′∧τ̄

0
E
{[

Xε(s ∧ τ̄ ) − X0(s ∧ τ̄ )
]2 ds

}
, 0 ≤ t ′ ≤ T ∧ Tx, (4.17)

for a constant C(L0) depending only on L0, where Tx is defined by X0(Tx) = 0.
Again from the Ito lemma, we have that

Xε(t
′) − X0(t

′) =
∫ t ′

0

{
Xε(s)

Lε(s)

}1/3

−
{

X0(s)

L0(s)

}1/3

ds

+ √
2ε

∫ t ′

0

[
1 + Xε(s)/ε

]1/6 dW(s). (4.18)

Now by the Kolmogorov inequality, we have that for η > 0,

P

(
sup

0≤t ′≤T

∣∣∣∣
√

2ε

∫ t ′∧τ̄

0

[
1 + Xε(s)/ε

]1/6 dW(s)

∣∣∣∣> η/2

)

≤ 8ε

η2
E

[∫ T ∧τ̄

0

[
1 + Xε(s)/ε

]1/3 ds

]
.

We also have that

P

(
sup

0≤t ′≤T ∧Tx

∣∣∣∣
∫ t ′∧τ̄

0

{
Xε(s)

Lε(s)

}1/3

−
{

X0(s)

Lε(s)

}1/3

ds

∣∣∣∣> η/4

)

≤ C(L0)

η

√
T E

[∫ T ∧Tx∧τ̄

0

{
Xε(s) − X0(s)

}2 ds

]1/2

,

for a constant C(L0) depending only on L0. It follows then from (4.16), (4.17), (4.18)
that for any η > 0,

lim
ε→0

P
(

sup
0≤t ′≤T ∧Tx∧τ̄

∣∣Xε(t
′) − X0(t

′)
∣∣> η

)
= 0. (4.19)
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We finish the proof of (4.8). For x < F(0, T ), note that Tx < T . We take η in
(4.19) so that η < L0/4 and consider the event {|Xε(Tx ∧ τ̄ ) − X0(Tx ∧ τ̄ )| < η}.
We evidently must have τ̄ < Tx for this event. Since then |L0/4 − X0(τ̄ )| < η, the
stopping time τ̄ must be close to the time required for the classical trajectory to go
from x to L0/4. Now by starting the diffusion Xε at time t = τ̄ and using (4.10),
(4.14) we conclude that (4.8) holds.

To complete the proof of the lemma, we need to show (4.6). For x > F(0, T ), one
has Tx > T whence the event {|Xε(Tx ∧ τ̄ )−X0(Tx ∧ τ̄ )| < η} has high probability. If
τ̄ > T , then τx,0 > T so we consider the situation τ̄ < T . Since |L0/4−X0(τ̄ )| < η in
this case, the stopping time τ̄ must again be close to the time required for the classical
trajectory to go from x to L0/4. Using our previous argument, we can estimate the
time taken for the diffusion Xε started at time t = τ̄ at L0/4 to hit 0. For ε small, this
is close to the time for the classical trajectory, whence τx,0 > T with high probability.
We conclude that

lim
ε→0

P
(
τx,0 > T |Xε(0) = x

)= 1, x > F(0, T ).

This completes the proof of (4.6) for x0 = 0. The argument for x0 > 0 is similar. �

Lemma 4.2 Let cε(x, t),Lε(t), t ≥ 0, be a solution of the system (1.7), (1.11)
with initial data c0(x) satisfying c0(x) ≥ 0, x ≥ 0,

∫∞
0 (1 + x)c0(x)dx < ∞,∫∞

0 xc0(x)dx = 1. Then for any ε0, T > 0 the set of functions Lε(·),0 < ε ≤ ε0,
on the interval [0, T ] is an equicontinuous family.

Proof Let us first consider the classical LSW system (1.6), (1.7) and let Λ(t), t ≥ 0,
be the mean particle volume as in (1.14). Then one has by Jensen’s inequality that
L(t) ≤ Λ(t) and it is also easy to see that Λ(t) is an increasing function. For x ≥ 0,

let w0(x) be defined by

w0(x) =
∫ ∞

x

c0(x
′)dx′.

From (4.3), we have that Λ(t) = 1/w0(F (0, t)) and one can further see that
F(0, t) < t . Noting that Λ(0) is given by

Λ(0) =
∫ ∞

0
xc0(x)dx

/∫ ∞

0
c0(x)dx,

we see that
∫ ∞

Λ(0)/2
xc0(x)dx ≥ 1

2

∫ ∞

0
xc0(x)dx = 1

2
,

whence w0(Λ(0)/2) > 0. Hence, Λ(·) is bounded above in the interval [0,Λ(0)/4],
and a-fortiori L(·) is bounded above in [0,Λ(0)/4]. Next, we obtain a lower bound
on L(·) in this interval. To do this, we use the formula (3.1) for L(t), which if we
denote by w(x, t) the LHS of (4.3), is the same as

L(t)1/3 = 1

3

∫ ∞

0
x−2/3w(x, t)dx/w(0, t).
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Since F(x, t) < x + t, we have that

1

3

∫ ∞

0
x−2/3w(x, t)dx ≥ 1

3

∫ ∞

0
x−2/3w0(x + t)dx

≥ a1/3w0(a + t), a > 0, t > 0.

We have then that

L(t)1/3 ≥ Λ(t)a1/3w0(a + t), t > 0, a > 0.

If in this last inequality, we set a = Λ(0)/4 we see that L(·) is bounded below on
the interval [0,Λ(0)/4] by a positive constant. This argument can be easily extended,
using the fact that Λ(·) is an increasing function, to conclude that Λ(·) is bounded
above on any interval [0, T ] and L(·) is bounded below by a positive constant on the
interval.

The boundedness below of L(·) on [0, T ] implies the continuity of the functions
Λ(·), L(·). To see this, note that for δ > 0,

0 < Λ(t)−1 − Λ(t + δ)−1 < w0
(
F(0, t)

)− w0
(
F(δ, t)

)
.

In view of (4.2), we have that 0 < F(δ, t) − F(0, t) < δ. The continuity of Λ(·)
follows now from the continuity of w0(·). To show continuity of L(·), we note that
since

∫ ∞

0
w0

(
F(x, t)

)
dx = 1,

there exists for any η > 0 an xη > 0 such that

∫ ∞

xη

x−2/3w0
(
F(x, t)

)
dx < η. (4.20)

We consider the integral

∫ 2xη

0
x−2/3[w0

(
F(x, t)

)− w0
(
F(x, t + δ)

)]
dx

=
∫ 2xη

0
x−2/3[w0

(
F(x, t)

)− w0
(
F
(
g(x, t, δ), t

))]
dx, (4.21)

where
∣∣g(x, t, δ) − x

∣∣≤ δ
[
1 + (x/L0)

1/3].

Using the continuity of w0(·) and (4.2), we conclude that δ can be chosen sufficiently
small that the integral in (4.21) is bounded in absolute value by η. Hence, from (4.20),
we have that

∣∣∣∣
∫ ∞

0
x−2/3[w0

(
F(x, t)

)− w0
(
F(x, t + δ)

)]
dx

∣∣∣∣< 3η.
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This last inequality and the continuity of Λ(·) implies the continuity of L(·).
Next, we wish to apply the previous argument to the system (1.7), (1.11). Let

Λε(t) be as in (1.14), whence it follows that Λε(t) is an increasing function of t and
Λε(0) = Λ(0). From (4.5), we have that

Λε(T )−1 =
∫ ∞

0
wε(x,0)c0(x)dx, (4.22)

where wε(x,T ) = 1 and wε is a solution to the adjoint equation as in Lemma 4.1. It
is easy to see from (4.7) that

wε(x,0) ≥ P
(
τx,0 > T |Xε(0) = x

)
,

where Xε(s) is the solution to the stochastic equation,

dXε(s) = −ds + √
2ε
(
1 + Xε(s)/ε

)1/6 dW(s). (4.23)

We shall show that there is a positive constant γ (T , ε0) depending only on T and ε0
such that

P
(
τx,0 > T |Xε(0) = x

)≥ γ (T , ε0), x > 2T , (4.24)

provided 0 < ε ≤ ε0. To see this, we argue as in Lemma 4.1. Thus, from Ito’s lemma
applied to (4.23), we have that

E
[
Xε(t ∧τx,0)

2]= x2 −2E

[∫ t∧τx,0

0
Xε(s)ds

]
+2εE

[∫ t∧τx,0

0

[
1+Xε(s)/ε

]1/3 ds

]
.

On using the inequality,

(1 + z)1/3 ≤ 1 + z1/3 ≤ 1 + ε−1/3 + ε5/3z2,

we see then that

E
[
Xε(t ∧ τx,0)

2]≤ x2 + 2t
(
ε + ε2/3)+ 2ε2/3E

[∫ t∧τx,0

0
Xε(s)

2 ds

]
.

It follows from the Gronwall inequality that

E
[
Xε(t ∧ τx,0)

2]≤ [
x2 + 2t

(
ε + ε2/3)] exp

[
2ε2/3t

]
. (4.25)

We also have from (4.23) that

Xε(t ∧ τx,0) − x + t = √
2ε

∫ t∧τx,0

0

[
1 + Xε(s)/ε

]1/6 dW(s),

whence one has that

η2P
(

sup
0≤t≤T

∣∣Xε(t ∧ τx,0) − x + t
∣∣> η

)
≤ 2εE

[∫ T ∧τx,0

0

[
1 + Xε(s)/ε

]1/3 ds

]
.



J Nonlinear Sci (2010) 20: 463–521 499

Using now (4.25) and the Hölder inequality, we conclude that

η2P
(

sup
0≤t≤T

∣∣Xε(t ∧ τx,0) − x + t
∣∣> η

)

≤ 4T ε2/3{ε2 + [
x2 + 2T

(
ε + ε2/3)] exp

[
2ε2/3T

]}1/6
. (4.26)

Choosing η = x/2 in (4.26), we see that there is an xT ≥ 2T such that the RHS of
(4.26) divided by η2 does not exceed 1/2 provided x ≥ xT ,0 < ε ≤ ε0. Furthermore,
there exists εT > 0 such that we may take xT = 2T if ε is in the region 0 < ε ≤ εT .
We conclude that

P
(
τx,0 > T |Xε(0) = x

)≥ 1/2, x > 2T ,0 < ε ≤ εT ,

≥ 1/2, x > xT ,0 < ε ≤ ε0.
(4.27)

To complete the proof of (4.24), then we need to show that

P
(
τx,0 > T |Xε(0) = x

)≥ γ (T , ε0), 2T < x < xT , εT < ε < ε0. (4.28)

This can be demonstrated using perturbation theory. Choose an integer N and points
xj = 2jT /N, j = 0,1, . . . ,N + 1. Now define pj , j = 1, . . . ,N by

pj = inf
εT <ε<ε0

{
Probability Xε(t) with Xε(0) = xj

exits the interval [xj−1, xj+1] in time greater than T/N
}
.

Then the LHS of (4.28) is bounded below by p1 · · ·pN . To estimate the pj , we choose
N large enough so that the Dirichlet–Green’s function for the interval [xj−1, xj+1]
can be expanded in a converging perturbation series as in Lemma 3.1. The integer
N can be chosen dependent only on T because εT < ε < ε0. One can thus show
that the solution of the diffusion equation corresponding to (4.23) with initial data 1
and Dirichlet boundary conditions is bounded below by a constant depending only
on T at x = xj , t = T/N . Hence, we obtain a lower bound on pj , and thus have
established (4.28).

We have now from (4.22), (4.24) that

Λε(T ) ≤ 1/γ (T , ε0)

∫ ∞

2T

c0(x)dx, (4.29)

whence Λε(T ) is uniformly bounded above for 0 < ε ≤ ε0 provided T ≤ Λ(0)/4.
Arguing as before, we can obtain a uniform lower bound on Lε(t), 0 ≤ t ≤ Λ(0)/4.
To do this, we write

∫ ∞

0
x1/3cε(x, t)dx = 1

3

∫ ∞

0
x−2/3

∫ ∞

x

cε(x
′, t)dx′,

whence for any a > 0,

Lε(t)
1/3 ≥ Λε(t)a

1/3
∫ ∞

a

cε(x
′, t)dx′.
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Now in the same way as we obtained (4.29) we see from this that there is a positive
constant K(Λ(0)) depending only on Λ(0) such that

Lε(t)
1/3 ≥ K

(
Λ(0)

)∫ ∞

Λ(0)/2
c0(x)dx, 0 ≤ t ≤ Λ(0)/4,0 < ε ≤ ε0. (4.30)

We have shown that the functions Λε(·), Lε(·),0 < ε ≤ ε0, are uniformly bounded
above and away from zero in the interval 0 ≤ t ≤ Λ(0)/4. Next, we show that they
are equicontinuous. To do this, we use a formula analogous to (4.22). Thus, for δ > 0,

we write

Λε(T ) − Λε(T + δ)−1 =
∫ ∞

0
wε(x,0)c0(x)dx, (4.31)

where wε(x, t) is a solution to the adjoint equation as in Lemma 4.1 with terminal
data specified at t = T . The terminal data is given by

wε(x,T ) = 1 − P
(
Xε(s) > 0, T < s < T + δ|Xε(T ) = x

)
,

where Xε(s) satisfies the stochastic equation (4.7). It is easy to see that

wε(x,T ) ≤ 1 − P
(
Xε(s) > 0,0 < s < δ|Xε(0) = x

)
, (4.32)

where Xε(s) satisfies the stochastic equation (4.23). We can use (4.26) then to esti-
mate the RHS of (4.32). Thus, on setting T = δ and η = √

δ + x/2 in (4.26), we see
from (4.32) that wε(x,T ) satisfies the inequalities,

wε(x,T ) ≤ 1, 0 < x < 4
√

δ,

wε(x,T ) ≤ C(ε0)δ
[
1 + x1/3]/x2, x > 4

√
δ,

(4.33)

where C(ε0) is a constant depending only on ε0.
We shall show that if wε(x,T ) satisfies (4.33) then the RHS of (4.31) is small for

small δ, uniformly in ε,0 < ε ≤ ε0. To see this, we first consider the case where 0 <

ε < δ1/4. Let Xε(s) satisfy (4.7) and Yε(s) the corresponding deterministic equation,

dYε(s) = −
[

1 −
{

Yε(s)

Lε(s)

}1/3]
ds, 0 < s < T . (4.34)

We obtain an estimate on the size of the difference Xε(T ) − Yε(T ) when Xε(0) =
Yε(0) = x, which is similar to (4.26). Letting τx be the first exit time from the interval
(0,∞) for the process Xε(s) started at x at s = 0 we have as in the derivation of (4.25)
that

E
[
Xε(t ∧ τx,0)

2] ≤ x2 + 2t
(
ε + ε2/3)+ 2t/L

1/3
0

+ (
2ε2/3 + 2/L

1/3
0

)
E

[∫ t∧τx

0
Xε(s)

2 ds

]
,

where L0 is a lower bound on Lε(·). We conclude that

E
[
Xε(t ∧ τx,0)

2]≤ [
x2 + 2t

(
ε + ε2/3 + 1/L

1/3
0

)]
exp

[
2
(
ε2/3 + 1/L

1/3
0

)
t
]
. (4.35)
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From (4.7), (4.34), we have that

E
{[

Xε(t ∧ τx) − Yε(t ∧ τx)
]2}

= 2E

{∫ t∧τx

0

[
Xε(s) − Yε(s)

][
Xε(s)

1/3 − Yε(s)
1/3]/Lε(s)

1/3 ds

}

+ 2εE

{∫ t∧τx

0

[
1 + Xε(s)/ε

]1/3 ds

}
, (4.36)

provided Yε(s) > 0,0 ≤ s ≤ t . Setting y(t) to be the LHS of (4.36) we see that

|dy/dt | ≤ 2y(t)/L
1/3
0 Yε(t)

2/3 + 2εE
{[

1 + Xε(t ∧ τx)/ε
]1/3}

≤ 2y(t)/L
1/3
0 Yε(t)

2/3 + 2
(
ε + ε2/3)+ 2ε2/3E

[
Xε(t ∧ τx)

2].

Integrating this last inequality we conclude that

E
{[

Xε(t ∧ τx) − Yε(t ∧ τx)
]2}

≤
∫ t

0
dt ′

{
2
(
ε + ε2/3)+ 2ε2/3E

[
Xε(t

′ ∧ τx)
2]}

× exp

[∫ t

t ′
2/L

1/3
0 Yε(s)

2/3 ds

]
. (4.37)

Using (4.35), we see from (4.37) that Xε(t ∧ τx) differs from Yε(t ∧ τx) by O(ε1/3).

Recall now that the function wε(x,0) in (4.31) is given by the formula,

wε(x,0) = E
[
wε

(
Xε(T ), T

); τx > T |Xε(0) = x
]
, (4.38)

where wε(x,T ) satisfies (4.33). It is easy to see that the RHS of (4.31) is small for
small δ uniformly in ε,0 < ε < ε0, if we replace Xε(T ) in (4.38) by Yε(T ). In fact, let
aε have the property that if Yε(0) = aε then Yε(T ) = 0, whence wε(x,0) = 0, x < aε .
Now from (4.2) it follows that if Yε(0) > aε + δ1/24 then Yε(T ) > δ1/24. We conclude
therefore that wε(x,0) satisfies the inequalities,

wε(x,0) = 0, x < aε; wε(x,0) ≤ 1, aε < x < aε + δ1/24,

wε(x,0) ≤ Kδ11/12, x > aε + δ1/24,
(4.39)

for a constant K depending only on ε0. Since c0(·) is an L1 function, (4.39) implies
that the RHS of (4.31) is small for small δ, uniformly in ε,0 < ε < ε0.

We can extend the argument in the previous paragraph to estimate the actual func-
tion wε(x,0) of (4.38) by using (4.37). In fact one sees using the Chebyshev inequal-
ity and wε(·, T ) ≤ 1 that

wε(x,0) ≤ Kδ1/12, x > aε + δ1/24. (4.40)
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Here, we are using the assumption ε < δ1/4. Next, we show that wε(x,0) is small if
x < aε − δ1/24. To see this, first note that for such an x then Yε(t) with Yε(0) = x

satisfies Yε(t) = 0 for some t = tε satisfying tε < T − δ1/24. Now from (4.37), one
has then that Xε(tε ∧ τx) < O(δ1/12) with high probability. We need to show that
this implies that τx < T with high probability. We consider the probability that the
diffusion Xε(t) with Xε(tε) = x hits 0 before time tε + δ1/24. This is greater than
the probability of the diffusion Yε(s) defined by (4.9) with Yε(0) = x hitting 0 before
time δ1/24. Let Iδ be the interval [0, δ3/48], and uε(x) be the probability that Yε(s)

with Yε(0) = x exits Iδ through 0. As previously uε(x) is given by the formula,

uε(x) =
∫ δ3/48

x

exp

[
−
∫ z

0
hε(z

′)dz′
]

dz

/∫ δ3/48

0
exp

[
−
∫ z

0
hε(z

′)dz′
]

dz,

where hε(z) is defined by (4.11). Next, let vε(x) be the expected time for the diffusion
Yε(s) with Yε(0) = x to exit Iδ . Then there is the inequality,

1 − P
(
Yε(s) hits 0 before time δ1/24|Yε(0) = x

)

≤ 1 − uε(x) + δ−1/24vε(x), x ∈ Iδ. (4.41)

Comparing the RHS of (4.41) to the formulas obtained after (4.14), we conclude that
if 0 < x < δ7/96 then the RHS of (4.41) is bounded by O(δ1/32). Combining this with
the Chebyshev inequality applied to (4.37), we conclude

wε(x,0) ≤ Kδ1/48, 0 < x < aε − δ1/24. (4.42)

The inequalities (4.40), (4.42) now imply that the RHS of (4.31) is small for small δ,
uniformly in ε,0 < ε < δ1/4.

To complete the proof of the equicontinuity of the functions Λε(T ) we need to
consider the case δ1/4 < ε < ε0. Our goal will be to show that

wε

(
x,T − δ1/3)≤ Kδ1/24, x > 0, (4.43)

for some constant K depending only on ε0,L0. It follows that wε(x,0) is also
bounded by the RHS of (4.43), whence the RHS of (4.31) is small for small δ, uni-
formly in ε, δ1/4 < ε < ε0. To establish (4.43), we shall use perturbation theory to
solve the terminal-boundary value problem for wε(x, t) on the domain 0 < x < L0,
T − δ1/4 < t < T . The terminal data satisfies (4.33). The boundary data at x = 0 is
zero and we may estimate the boundary data at x = L0 from (4.33), (4.37). Thus,
since t > T − δ1/4 we have as before from the Chebyshev inequality that

wε(L0, t) ≤ Kδ1/4, T − δ1/4 < t < T, (4.44)

again for a constant K depending only on ε0,L0.
We proceed in a similar way to Lemma 3.3. Thus, we write wε(x, t) = w1,ε(x, t)+

w2,ε(x, t) where w1,ε has zero boundary data and w2,ε has zero terminal data. To es-
timate w1,ε , let GD(x,y, t) be the Dirichlet–Green’s function for the interval [0,L0],
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where GD is given by the formula (3.16). Similarly to (3.17), we define Kε,T (x, y, t)

by

Kε,T (x, y, t) = GD

(
x, y, ε(1 + y/ε)1/3(T − t)

)
, 0 < x,y < L0, t < T . (4.45)

Consider now the function

vε(x, t) =
∫ L0

0
Kε,T (x, y, t)wε(y,T )dy, t < T . (4.46)

Then one has that

∂vε

∂t
+ ε(1 + x/ε)1/3 ∂2vε

∂x2
+
[{

x

Lε(t)

}1/3

− 1

]
∂vε

∂x
= gε(x, t),

where gε may be estimated as in Lemma 3.1. Observing that
∣∣ε(1 + x/ε)1/3 − ε(1 + y/ε)1/3

∣∣≤ |x − y|,
we conclude that there is a constant C depending only on ε,L0 such that

∣∣gε(x, t)
∣∣≤ C/

√
ε(T − t), t < T .

We conclude that
∣∣w1,ε(x, t)

∣∣≤ vε(x, t) + C
√

(T − t)/ε. (4.47)

To estimate w2,ε, we note that w2,ε has the representation,

w2,ε(x, t) = E
[
wε(L0, τx,t ); τx,t < T ,Xε(τx,t ) = L0|Xε(t) = x

]
,

where τx,t is the first exit time from [0,L0] for the diffusion Xε(s), s > t , with
Xε(t) = x. Hence, from (4.44), we conclude that

w2,ε(x, t) ≤ Kδ1/4, T − δ1/4 < t < T . (4.48)

The inequality (4.43) follows now from (4.46), (4.48) since ε > δ1/4. This completes
the proof of the equicontinuity of the functions Λε(T ),0 < ε < ε0, in the interval
0 < T < Λ(0)/4.

Next, we show equicontinuity of the functions Lε(·),0 < ε < ε0, in the same in-
terval. Analogously to (4.20), we show that for any η > 0 there exists xη > 0 such
that

∫ ∞

xη

dx x−2/3
∫ ∞

x

cε(x
′, T )dx′ < η, (4.49)

for all ε,0 < ε < ε0. Observe that for A > 0,
∫ ∞

A

dx

∫ ∞

x

cε(x
′, T )dx′

=
∫ ∞

0
dz c0(z)

∫ ∞

A

dx P
(
Xε(T ) > x; τz,0 > T |Xε(0) = z

)
. (4.50)
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From (4.35), there is the inequality,

P
(
Xε(T ) > x; τz,0 > T |Xε(0) = z

)≤ min
[
1,K(z + 1)2/x2],

for some constant K depending only on L0, ε0, T . Hence,

∫ ∞

A

dx P
(
Xε(T ) > x; τz,0 > T |Xε(0) = z

)≤ K1 min
[
z + 1, (z + 1)2/A

]
(4.51)

for a constant K1 depending only on L0, ε0, T . It follows easily from (4.51) that the
RHS of (4.50) can be made arbitrarily small by choosing A sufficiently large. Now
the existence of xη satisfying (4.49) follows.

To complete the proof of equicontinuity of Lε(·), we need to show that

∫ 2xη

0
dx x−2/3

∫ ∞

x

[
cε(x

′, T ) − cε(x
′, T + δ)

]
dx′ < η (4.52)

for sufficiently small δ > 0, provided 0 < ε < ε0. As in (4.31), we write

∫ ∞

a

[
cε(x,T ) − cε(x,T + δ)

]
dx =

∫ ∞

0
wε,a(x,0)c0(x)dx. (4.53)

Thus, to prove (4.52), we need to get estimates on the functions wε,a which are similar
to the estimates we obtained for a = 0, but which are uniform for a satisfying 0 ≤ a ≤
2xη. This is a straightforward extension of the method we used for the case a = 0.

We have proved equicontinuity of Λε(T ),Lε(T ), 0 < ε < ε0, in the interval 0 <

T < Λ(0)/4. We wish to extend this now to arbitrary values of T . To see this, suppose
Lε(·) is bounded below by L0 > 0 in the interval [0, T ]. Then there is a constant A

depending only on L0, T , ε0 such that

∫ ∞

A

dx

∫ ∞

x

cε(x
′, T )dx′ < 1/8, 0 < ε < ε0. (4.54)

This follows from (4.50) and (4.51). To show that Lε(·),Λε(·) remain bounded be-
yond the interval [0, T ] we note that

∫ ∞

Λε(T )/2
dx

∫ ∞

x

cε(x
′, T )dx′ + Λε(T )

2

∫ ∞

Λε(T )/2
cε(x

′, T )dx′ ≥ 1/2. (4.55)

From (4.54), (4.55), we see that there is a constant K > 0 depending only on L0, T , ε0

and Λε(T ) such that

∫ ∞

Λε(T )/2
cε(x

′, T )dx′ ≥ K, 0 < ε < ε0.

We proceed now as previously using the same methodology as we used to
prove (4.29). �
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Theorem 4.1 Let cε(x, t),Lε(t),0 < x, t < ∞, be the solution to the diffusive LSW
problem (1.7), (1.11) with initial data c0(x) satisfying

∫ ∞

0
(1 + x)c0(x)dx < ∞,

∫ ∞

0
xc0(x)dx = 1.

Denote by c0(x, t),L(t), the solution of the LSW problem (1.6), (1.7) with the same
initial data. Then there are for all x, t ≥ 0 the limits,

lim
ε→0

∫ ∞

x

cε(x
′, t)dx′ =

∫ ∞

x

c0(x
′, t)dx′,

lim
ε→0

Lε(t) = L(t).

(4.56)

Proof From Lemma 4.2, we have that the functions Lε(t),0 < ε < ε0, are equicon-
tinuous on any finite interval [0, T ]. Hence, there is a subsequence εj , j = 1,2, . . . ,

with limj→∞ εj = 0 such that Lε(t) converges uniformly on the interval [0, T ] as
ε → 0 through the sequence {εj } to a continuous function L(t). By Lemma 4.1, it
follows that the first identity in (4.56) holds, where c0(x, t) is the solution to (1.6).
Since (1.7) also holds for cε(·, t) , it follows from (4.56) that (1.7) must hold for
c0(·, t), whence c0(x, t) is the solution to the LSW problem (1.6), (1.7). By unique-
ness for the solution to the LSW problem, we can then conclude that (4.56) holds as
ε → 0 through the reals. �

5 Convergence of Coarsening Rate

Finally, we wish to show that the rate of coarsening for the diffusive LSW problem
(1.7), (1.11) converges as ε → 0 to the rate of coarsening for the LSW model (1.6),
(1.7). To do this, we will prove that

lim
ε→0

d

dT

∫ ∞

0
cε(x,T )dx = d

dT

∫ ∞

0
c0(x, T )dx, (5.1)

where cε and c0 are as in Theorem 4.1. Evidently (1.15) follows from Theorem 4.1
and (5.1). Observe that from (4.2), (4.3) the derivative on the RHS of (5.1) exists
provided the function c0(·) is continuous at x = F(0, T ). We show next that the
derivative on the LHS of (5.1) exists for all ε > 0.

Lemma 5.1 Suppose the initial data c0(x) for the diffusive LSW problem (1.7),
(1.11) satisfies the conditions of Theorem 4.1. Then for ε,T > 0, the function∫∞

0 cε(x,T )dx is differentiable w.r. to T .

Proof Let wε(x, t, T ), t < T ,x > 0, be the solution of ∂wε/∂t = −L∗
t,εwε ,

wε(x,T ,T ) = 1,wε(0, t, T ) = 0, t < T , where L∗
t,ε is given by (4.4). Then we have

∫ ∞

0
cε(x,T )dx =

∫ ∞

0
wε(x,0, T )c0(x)dx.
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We shall show by perturbation theory that for t < T such that T − t is suffi-
ciently small, the function wε(x, t, T ) is differentiable w.r. to T and the derivative
is a bounded function. This will prove the result since the function vε(x, t, T ) =
−∂wε(x, t, T )/∂T satisfies ∂vε/∂t = −L∗

t,εvε, t < T , with boundary condition
vε(0, t, T ) = 0.

Observe that 1 − wε satisfies the diffusion equation with zero terminal data and
boundary data 1 at x = 0. We shall show how to construct this function using
perturbation theory. We first restrict ourselves to some finite interval 0 < x < ε.
Let w1,ε(x, t, T ), t < T ,0 < x < ε, be the solution of ∂w1,ε/∂t = −L∗

t,εw1,ε,

w1,ε(x, T ,T ) = 0,w1,ε(0, t, T ) = 1,w1,ε(ε, t, T ) = 0, t < T ,0 < x < ε. Just as
in (3.22) w1,ε can be represented in terms of the Dirichlet–Green’s function
Gε(x, y, t, s) for the interval. Thus,

w1,ε(x, t, T ) = ε

∫ T

t

ds
∂Gε

∂y
(x,0, t, s). (5.2)

As in (3.23), we can represent Gε in a series expansion,

Gε(x, y, t, T ) = Kε,T (x, y, t) −
∞∑

n=0

vn,ε,T (x, y, t),

vn,ε,T (x, y, t) = −
∫ T

t

ds

∫ ε

0
dy′ Kε,s(x, y′, t)gn,ε,T (y′, y, s),

g0,ε,T (x, y, t) = gε,T (x, y, t) =
[

∂

∂t
+ L∗

t,ε

]
Kε,T (x, y, t),

gn+1,ε,T = gn,ε,T −
{

∂

∂t
+ L∗

t,ε

}
vn,ε,T , n ≥ 0,

(5.3)

where Kε,T is given by (4.45). The function gn,ε,T is given by the recursion formula,

gn+1,ε,T (x, y, t) =
∫ T

t

ds

∫ ε

0
dy′

{
∂

∂t
+ L∗

t,ε

}
Kε,s(x, y′, t)gn,ε,T (y′y, s). (5.4)

Now as in (3.24) there is a universal constant C > 0 such that

∣∣gn,ε,T (x, y, t)
∣∣≤ Cn(T − t)n/2−1/2

ε(n+1)/2
G
(
x − y,2ε(T − t)

)
, n ≥ 0. (5.5)

Hence the series (5.3) converges for T − t < ε/C. If we formally differentiate the
RHS of (5.5) w.r. to T we are led to expect the inequality,

∣∣∂gn,ε,T (x, y, t)/∂y
∣∣≤ Cn(T − t)n/2−1

ε(n/2+1)
G
(
x − y,2ε(T − t)

)
, n ≥ 0. (5.6)
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It is easy to see that (5.6) holds for n = 0. For n = 1, we use (5.4). Writing

g1,ε,T =
∫ (T +t)/2

t

ds +
∫ T

(T +t)/2
ds, (5.7)

one can easily see that the derivative of the first integral on the RHS of (5.7) w.r. to
y is bounded by the RHS of (5.6) for n = 1. To estimate the derivative of the second
integral, we need to integrate by parts. We argue as in (3.27). Thus,

{
∂

∂s
+ L∗

ε,y′

}
∂Kε,T

∂y
(y′, y, s)

=
[{

y′

Lε(s)

}1/3

− 1

]
∂2Kε,T

∂y′∂y
+ (1 + y′/ε)1/3

3ε(1 + y/ε)4/3

∂Kε,T

∂s

+
[

1 − (1 + y′/ε)1/3

(1 + y/ε)1/3

]
∂2Kε,T

∂s∂y
. (5.8)

We substitute the RHS of (5.8) into the second integral in (5.7) as the expression for
∂g0,ε,T (y′, y, s)/∂y. We then integrate by parts w.r. to y′ for the first term, and s for
the last two terms in (5.8). It is easy to see from this that (5.6) holds for n = 1. Hence,
(5.6) holds by induction for all n ≥ 0. It follows then from (5.3) that

∣∣∂vn,ε,T (x, y, t)/∂y
∣∣≤ Cn(T − t)n/2

εn/2+1
G
(
x − y,2ε(T − t)

)
, n ≥ 0. (5.9)

Note that to obtain (5.9) for n = 0 we need to use the representation (5.8) and
integrate by parts. Hence, if (T − t) < ε/C, the series in (5.3) for the derivative
∂Gε(x, y, t, T )/∂y converges, and we conclude that

∣∣∂Gε(x, y, t, T )/∂y
∣∣≤ C√

ε(T − t)
G
(
x − y,2ε(T − t)

)
, (5.10)

for some constant C. Now from (5.2), (5.10) we see that w1,ε(x, t, T ) is differentiable
w.r. to T and is given by the formula

∂w1,ε

∂T
(x, t, T ) = ε

∂Gε

∂y
(x,0, t, T ). (5.11)

We return to consideration of the function wε(x, t, T ). If Xε(s) is the diffusion
process associated with L∗

s,ε, then

1 − wε(x, t, T ) = P
(
τx,t < T |Xε(t) = x

)
,

where τx,t is the first hitting time at 0 for Xε(s), s ≥ t . Suppose that 0 < x < ε and let
τ1,x,t be the first exit time from the interval [0, ε] for Xε(s), s ≥ t , with Xε(t) = x.
If Xε(τ1,x,t ) = ε, denote by τ2,x,t > τ1,x,t the first hitting time at ε/2. The density
dμx,t (s), s > t , associated with τ2,x,t is defined by

P
(
τ2,x,t < T ; Xε(τ1,x,t ) = ε

)=
∫ T

t

dμx,t (s).
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We can use this density to write 1 − wε in terms of the function w1,ε . Thus,

1 − wε(x, t, T )

= w1,ε(x, t, T ) +
∫ T

t

dμx,t (s)w1,ε(ε/2, s, T )

+
∫

t<s1<s2<T

dμx,t (s1)dμε/2,s1(s2)w1,ε(ε/2, s2, T ) + · · · . (5.12)

It is evident that the series converges and is term by term differentiable w.r. to T ,
provided (T − t) � ε. �

Let us write ρε(x, t, T ) = −∂wε(x, t, T )/∂T where the function wε(x, t, T ) is
given in Lemma 5.1. Then ρε(x, t, ·) is the density for the exit time τx,t at 0 of the
diffusion Xε(s) given by (4.7) with Xε(t) = x.

Lemma 5.2 There are positive constants c1,C1 > 0 such that if T − t = c1ε then ρε

satisfies the inequality,

ρε(x, t, T ) ≤ C1

ε
exp

[−(x/4ε)5/3], x ≥ 0.

Proof The result follows from Lemma 5.1 provided 0 < x < ε. For x > ε, let τx,t

be the first hitting time at ε/2 for the diffusion Xε(s) with Xε(t) = x. Then from the
formula (5.12), it will be sufficient to show that

P(τx,t < T ) ≤ C1 exp
[−(x/4ε)5/3]. (5.13)

For any non-negative integer N let IN be the interval [2Nε,2N+1ε], and Zε(s) the
diffusion process started at Zε(t) = x ∈ IN which satisfies the stochastic equation,

dZε(s) = −ds + √
2ε
(
1 + Zε(s)/ε

)1/6 dW(s). (5.14)

We denote by τ1,x,t the exit time from IN for the process Zε(s) with Zε(t) = x.
Evidently one has P(τx,t < T ) ≤ P(τ1,x,t < T ). We can generate the density for
τ1,x,t by perturbation theory as in Lemma 5.1. The series converges provided (T −
t)/2N/3ε � 1. If we take x ∼ 2N+1/2ε then one sees that provided T − t = c1ε for
some sufficiently small universal constant c1 there is the inequality,

P(τ1,x,t < t + c1ε) < C1 exp
[−(

2N/10
)5/3]

,

where C1 is also a universal constant. The inequality (5.13) follows. �

From Lemma 5.2, we see that the integral of the function ρε(·, t, T ) is bounded
independent of ε as ε → 0 provided T − t ∼ ε. We shall show that the integral is in
fact close to 1 for T − t = O(1) as ε → 0.

Lemma 5.3 There exists δ0 > 0 such that if δ satisfies 0 < δ < δ0 then one can find
ε(δ) > 0 for which the following inequality holds:

∣∣∣∣1 −
∫ ∞

0
ρε(x, t, T )dx

∣∣∣∣< δ1/10, T − t = δ,0 < ε < ε(δ). (5.15)
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Proof We first show that (5.15) holds in an averaged sense. Thus, let 0 < η < δ/2.
We shall see that there exists ε(δ, η) > 0 such that for 0 < ε < ε(δ, η) there is the
inequality,

∣∣∣∣1 − 1

2η

∫ t+δ+η

t+δ−η

dT

∫ ∞

0
ρ(x, t, T )dx

∣∣∣∣< δ1/4. (5.16)

Let τx,t be the first hitting time at 0 for the diffusion process Xε(s) associated with
L∗

s,ε , where Xε(t) = x. Then (5.16) is the same as

∣∣∣∣1 − 1

2η

∫ ∞

0
P(t + δ − η < τx,t < t + δ + η)dx

∣∣∣∣< δ1/4. (5.17)

Now (5.17) will follow if we can estimate P(τx,t > T ) sufficiently accurately for
T − t ∼ δ. In particular, we show that P(τx,t > T ) ∼ 1 if x is slightly larger than
T − t (depending on δ and ε) and P(τx,t > T ) ∼ 0 if x is slightly less than T − t .
To do this, we proceed as in Lemma 4.1. We consider the situation when x is large.
For Zε(s) satisfying (5.14), let τx be the first exit time for the diffusion Zε(s) with
Zε(t) = x from the interval [x/2,2x]. Then P(τx,t < T ) ≤ P(τx < T ). Now one has

Zε(s ∧ τx) = x − [s ∧ τx − t] +
∫ s∧τx

t

√
2ε
[
1 + Zε(s

′)/ε
]1/6 dW(s′).

It follows that provided (T − t) < x/4 there is the inequality,

P(τx < T ) ≤
(

4

x

)2

2ε[1 + 2x/ε]1/3(T − t). (5.18)

Hence, one can choose ε(δ) so that if ε < ε(δ) the integral in (5.17) over x > 8δ is
negligible. For x < 8δ, we see just as in the derivation of (4.14) that

lim
ε→0

P
(
τx,t > t +η′+x

[
1+Kδ1/3])= 0, lim

ε→0
P(τx,t < t −η′+x) = 0, (5.19)

for any η′ > 0, where K is a constant independent of ε and δ. The inequality (5.17)
follows from (5.18) and (5.19).

To obtain the pointwise estimate (5.15), we use the fact that ρε(x, t, T ) satisfies the
equation ∂ρε/∂t + L∗

t,ερε = 0, ρε(0, t, T ) = 0. Let cε(x, s), s > t , satisfy the adjoint
equation ∂cε/∂s = Ls,εcε , cε(0, s) = 0, s > t, cε(x, t) = 1, x > 0. Then one has that

∫ ∞

0
ρε(x, t, T )dx =

∫ ∞

0
ρε(x, s, T )cε(x, s)dx, s > t. (5.20)

From (1.11), we see that cε(x, t) is given by the expectation value,

cε(x, s) = E

[
exp

{
−
∫ s

t

2

9ε

(
1 + Xε(s

′)/ε
)−5/3

+ 1

3(Xε(s′)2Lε(s′))1/3
ds′

}
; τx,s < t

]
, (5.21)
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where Xε(s
′) is the diffusion process satisfying

dXε(s
′) = −

{
1 −

[
Xε(s

′)
Lε(s′)

]1/3

+ 2

3

(
1 + Xε(s

′)
ε

)−2/3}
ds′

+ √
2ε
(
1 + Xε(s

′)/ε
)1/6 dW(s′), s′ < s, (5.22)

with Xε(s) = x. Note that the process Xε(s
′) is running backwards in time. The

stopping time τx,s is the first hitting time for the process on the boundary x = 0.
From (5.21), we see that cε(x, s) < 1, s > t . Hence, by taking T − s ∼ ε we can
conclude from Lemma 5.2 that the LHS of (5.20) is uniformly bounded as ε → 0 for
any fixed t < T . Let ρ′

ε(x, t, T ) be the density for the diffusion Zε which corresponds
to the density ρε(x, t, T ) for Xε . Using the time translation invariance of Zε, we have
from the inequality (5.16) for ρ′

ε that
∣∣∣∣1 − 1

2η

∫ T −δ+2η

T −δ

ds

∫ ∞

0
ρ′

ε(x, s, T )dx

∣∣∣∣< δ1/4, (5.23)

for 0 < ε < ε(δ, η). Now from (5.20) for ρ′
ε, one has that

∫ ∞

0
ρ′

ε(x, T − δ, T )dx = 1

2η

∫ T −δ+2η

T −δ

ds

∫ ∞

0
ρ′

ε(x, s, T )c′
ε(x, s)dx, (5.24)

where c′
ε is given by an expectation similar to (5.21). Using the fact that the integral

on the RHS of (5.24) is concentrated at x ∼ δ and (5.21) for c′
ε , we conclude from

(5.23) that one can choose ε(δ) such that for 0 < ε < ε(δ) one has the pointwise in
time estimate

∣∣∣∣1 −
∫ ∞

0
ρ′

ε(x, T − δ, T )dx

∣∣∣∣< δ1/4.

The inequality (5.15) follows if we can show that ρ′
ε(·, T − δ, T ) and ρε(·, T − δ, T )

are close.
We first compare ρε(x, t, T ) and ρ′

ε(x, t, T ) when T − t = c1ε as in Lemma 5.2.
To do this, we write ρε(x, t, T ) as a sum over walks on the numbers 0,1/2,1,2, . . . ,

2N , where 2Nε ∼ 1. For a walk X(n),n = 0,1,2, . . . , we take X(0) > 0. If 0 <

X(n) < 2N then X(n + 1) can be either of the neighbors of X(n). If X(n) = 2N,

then X(n + 1) = 0. Finally, let τ be defined by X(τ) = 0 and X(n) > 0, n < τ . Then
for x = 2nε for some integer n with −1 ≤ n ≤ N we have that

ρε(x, t, T )

=
∑

{walks X(·):X(0)=x/ε}

∫

s0<s1<s2<···<sτ

δ(s0 − t)δ(sτ − T )ds0 ds1 · · ·dsτ

×
τ∏

n=1

ρε

(
εX(n − 1), εX(n), sn−1, sn

)
. (5.25)

Here, ρε(x, x′, s, s′) is the density at x′ at time s′ for the diffusion Xε(·) of (4.7)
with Xε(s) = x exiting the interval Ix where Ix = [x/2,2x] if x = 2nε with 0 ≤ n <
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N,Ix = [0, ε] if x = ε/2. For x = 2Nε, then x′ = 0 and ρε(x, x′, s, s′) = ρε(x, s, s′).
Just as we derived (5.10), we see that there are positive universal constants C1,C2
such that

ρε(x, x′, s, s′) ≤ C1

s′ − s
exp

[−C2x
5/3/ε2/3(s′ − s)

]
. (5.26)

It follows that we may assign transition probabilities on the walks X(·) so that

ρε(x, t, T ) ≤ C

ε
E

{
exp

[
−η

τ∑

n=0

X(n)5/3

]∣∣∣∣X(0) = x/ε

}
, (5.27)

for some positive constants C,η. This last inequality gives another proof of
Lemma 5.2. To compare ρε and ρ′

ε, we use the representation (5.25) and an in-
terpolation formula. Thus, we have

ρε(x, t, T ) − ρ′
ε(x, t, T )

=
∫ 1

0
dλ

∑

{walks X(·):X(0)=x/ε}

∫

s0<s1<s2<···<sτ

δ(s0 − t)δ(sτ − T )ds0 ds1 · · ·dsτ

×
τ∏

n=1

[
λρε

(
εX(n − 1), εX(n), sn−1, sn

)

+ (1 − λ)ρ′
ε

(
εX(n − 1), εX(n), sn−1, sn

)]

×
τ∑

n=1

[
ρε

(
εX(n − 1), εX(n), sn−1, sn

)− ρ′
ε

(
εX(n − 1), εX(n), sn−1, sn

)]

/[
λρε

(
εX(n − 1), εX(n), sn−1, sn

)

+ (1 − λ)ρ′
ε

(
εX(n − 1), εX(n), sn−1, sn

)]
. (5.28)

Now using the perturbation method of Lemma 5.1, we see that

∣∣ρε(x, x′, s, s′) − ρ′
ε(x, x′, s, s′)

∣∣≤ C1x
1/3

s′ − s
exp

[−C2x
5/3/ε2/3(s′ − s)

]
, (5.29)

provided x = 2nε for any integer n,−1 ≤ n < N . Since 2Nε ∼ 1, the inequality
(5.29) also holds for x = 2Nε. This follows from (5.26). Just as we derived (5.27) we
have from (5.29) that

∣∣ρε(x, t, T ) − ρ′
ε(x, t, T )

∣∣

≤ C

ε2/3
E

{
τ∑

n=1

X(n)1/3 exp

[
−η

τ∑

n=1

X(n)5/3

]
|X(0) = x/ε

}
,

whence it follows that

∣∣ρε(x, t, T ) − ρ′
ε(x, t, T )

∣∣≤ C1

ε2/3
exp

[−C2(x/ε)5/3] (5.30)
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provided T − t = c1ε and x < O(1). For x > O(1), the inequality (5.30) follows
from Lemma 5.2.

We shall now use (5.30) and (5.20) to compare the integrals of ρε(·, t, T ) and
ρ′

ε(·, t, T ) when T − t = δ. In fact, we have

∫ ∞

0
ρε(x, t, T ) − ρ′

ε(x, t, T )dx

=
∫ ∞

0

[
ρε(x,T − c1ε,T ) − ρ′

ε(x, T − c1ε,T )
]
cε(x,T − c1ε)dx

+
∫ ∞

0
ρ′

ε(x, T − c1ε,T )
[
cε(x,T − c1ε) − c′

ε(x, T − c1ε)
]

dx, (5.31)

where c′
ε is the analogous expectation for the diffusion Zε which corresponds to cε

for Xε . Since cε(x,T − c1ε) < 1, it follows from (5.30) that the first integral on the
RHS of (5.31) is small. We shall show the second integral is also small by obtaining
pointwise estimates on the differences c′

ε(x, s) − cε(x, s) for s ∼ δ + t and x > 0. In
fact, in view of Lemma 5.2, we may restrict ourselves to obtaining an estimate on the
difference when x = O(ε).

To carry this out, we consider the representation for c′
ε analogous to the represen-

tation (5.21) for cε . Let Yε(s
′) be the diffusion process satisfying

dYε(s
′) = −

{
1+ 2

3

(
1+ Yε(s

′)
ε

)−2/3}
ds′ +√

2ε
(
1+Yε(s

′)/ε
)1/6 dW(s′), s′ < s,

(5.32)
with Yε(s) = x. If we allow the diffusions Xε(s

′) of (5.22) and Yε(s
′) of (5.32) to be

driven backward in time by the same Brownian motion dW(s′), then it is clear that if
Xε(s) = Yε(s) = x then Xε(s

′) ≤ Yε(s
′), s′ < s. Thus, if τx,s is the first hitting time at

0 for Xε(s
′) with Xε(s) = x and τ ′

x,s is similarly defined for Yε(s
′), then τx,s ≥ τ ′

x,s .
Now similarly to (5.21), we have the representation,

c′
ε(x, s) = E

[
exp

{
−
∫ s

t

2

9ε

(
1 + Yε(s

′)/ε
)−5/3 ds′

}
; τ ′

x,s < t

]
. (5.33)

If we compare (5.21), (5.33) and use the fact that τx,s ≥ τ ′
x,s , Xε(s

′) ≤ Yε(s
′), s′ ≤ s,

we see that cε(x, s) ≤ c′
ε(x, s). We also have that

c′
ε(x, s) − cε(x, s) = E

[
exp

{
−
∫ s

t

2

9ε

(
1 + Yε(s

′)/ε
)−5/3 ds′

}
; τ ′

x,s < t, τx,s > t

]

+ E

[
exp

{
−
∫ s

t

2

9ε

(
1 + Yε(s

′)/ε
)−5/3

ds′
}

− exp

{
−
∫ s

t

2

9ε

(
1 + Xε(s

′)/ε
)−5/3

+ 1

3[Xε(s′)2Lε(s′)]1/3
ds′

}
; τx,s < t

]
.
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We conclude from the previous inequality that

0 ≤ c′
ε(x, s) − cε(x, s)

≤ P(τ ′
x,s < t, τx,s > t) + E

[∫ s

t

ds′

3[Xε(s′)2Lε(s′)]1/3
; τx,s < t

]

+ E

[
2

9ε

∫ s

t

[
1 + Xε(s

′)/ε
]−5/3 − [

1 + Yε(s
′)/ε

]−5/3 ds′; τx,s < t

]
. (5.34)

We shall estimate each term on the RHS of (5.34). Note that for the purposes of
doing this estimate we may replace Lε(s

′), t ≤ s′ ≤ t + δ, on the RHS of (5.22) by
L0 = inft≤s′≤t+δ Lε(s

′).
We consider the first term which is the same as P(τ ′

x,s < t) − P(τx,s < t). We
shall estimate this by obtaining an upper bound on P(τ ′

x,s < t) and a lower bound on
P(τx,s < t). We have now that for 0 < x < δ2,

P(τ ′
x,s < t) ≤ P

(
Yε(s

′) exits
[
0, δ2] through δ2|Yε(s) = x

)

+ P
(
Time to exit

[
0, δ2] larger than δ/2|Yε(s) = x

)
. (5.35)

Letting uε(x) be the first probability on the RHS of (5.35) we have that

ε(1 + x/ε)1/3u′′
ε (x) +

[
1 + 2

3
(1 + x/ε)−2/3

]
u′

ε(x) = 0,

0 < x < δ2, uε(0) = 0, uε

(
δ2)= 1. (5.36)

The solution to (5.36) is given by the formula,

uε(x) =
∫ x

0
hε(x

′)dx′
/∫ δ2

0
hε(x

′)dx′,

hε(x) = (1 + x/ε)−2/3 exp

[
−3

2
(1 + x/ε)2/3

]
.

(5.37)

Observe that uε(x) � 1 for x > O(ε). We estimate the second probability on the RHS
of (5.35) by calculating the expected time to exit [0, δ2]. Letting τx be the time to exit
and vε(x) = E[τx] then vε(x) satisfies

−ε(1 + x/ε)1/3v′′
ε (x) −

[
1 + 2

3
(1 + x/ε)−2/3

]
v′
ε(x) = 1,

0 < x < δ2, vε(0) = vε

(
δ2)= 0. (5.38)

We can write vε(x) as an integral w.r. to the Dirichlet–Green’s function Gε(x, y) for
the equation (5.38). Thus, we have

vε(x) =
∫ δ2

0
Gε(x, y)dy,
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where Gε(x, y) is given by the formula,

Gε(x, y) =
[∫ x

0
hε(x

′)dx′
][∫ δ2

y

hε(x
′)dx′

]/
ε(1 + y/ε)1/3hε(y)

∫ δ2

0
hε(x

′)dx′,

(5.39)
if x < y, and

Gε(x, y) =
[∫ δ2

x

hε(x
′)dx′

][∫ y

0
hε(x

′)dx′
]/

ε(1 + y/ε)1/3hε(y)

∫ δ2

0
hε(x

′)dx′,
(5.40)

if x > y. In (5.39) and (5.40), the function hε(x) is given by (5.38). Observe that
upon integration by parts,

∫ δ2

y

hε(x
′)dx′ = ε(1 + y/ε)1/3hε(y) − ε

(
1 + δ2/ε

)1/3
hε

(
δ2)

− 1

3

∫ δ2

y

(1 + x′/ε)−2/3hε(x
′)dx′. (5.41)

Hence, we see from (5.39) that Gε(x, y) < 1 if x < y. Using the fact that (1 +
x/ε)1/3hε(x) is a decreasing function, we similarly see from (5.40) that Gε(x, y) < 1
for x > y. Thus, vε(x) < δ2, whence by Chebyshev the second term on the RHS of
(5.35) is smaller than 2δ.

To obtain a lower bound on P(τx,s < t) observe first that

P(τx,s < t) ≥ P
(
Xε(s

′) exits
[
0,

√
δ
]

through
√

δ|Xε(s) = x
)

× P
(
Time to exit

[
0,2

√
δ
]

is larger than δ |Xε(s) = √
δ
)
. (5.42)

Letting uε(x) be the first probability on the RHS of (5.42) we have that

uε(x) ≥
∫ x

0
hε(x

′)dx′
/∫ √

δ

0
hε(x

′) exp

[
3

2

(
1 + x′

ε

)2/3(
x′

L0

)1/3]
dx′. (5.43)

It is evident that the difference between the RHS of (5.37) and the RHS of (5.43) con-
verges to zero as ε → 0 provided 0 < x < δ2/2. To estimate the second probability
on the RHS of (5.42), we let τx be the time to exit [0,2

√
δ] and put vε(x) = E[τx].

Arguing as we did previously, we have that

lim
ε→0

vε

(√
δ
)=

∫ 2
√

δ

√
δ

dx

1 − (x/L0)1/3
. (5.44)

Similarly, if we set wε(x) = E[τ 2
x ], then

lim
ε→0

wε

(√
δ
)=

[∫ 2
√

δ

√
δ

dx

1 − (x/L0)1/3

]2

. (5.45)
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It follows from (5.44), (5.45) that the second probability on the RHS of (5.42) con-
verges to 1 as ε → 0. We conclude that the first term on the RHS of (5.34) is bounded
by 4δ as ε → 0, uniformly in x for 0 < x < δ2/2.

We turn to the second term on the RHS of (5.34). Letting τx be the exit time of
Xε(s

′) with Xε(s) = x from the interval [0,2
√

δ], then if we put

vε(x) = E

[∫ s

s−τx

ds′

Xε(s′)2/3

∣∣∣∣Xε(s) = x

]
,

one has that vε(x) satisfies

−ε(1 + x/ε)1/3v′′
ε (x) −

[
1 −

(
x

L0

)1/3

+ 2

3
(1 + x/ε)−2/3

]
v′
ε(x) = 1/x2/3,

0 < x < 2
√

δ, vε(0) = vε

(
2
√

δ
)= 0. (5.46)

Hence, vε(x) is given in terms of the Dirichlet–Green’s function for (5.46) by

vε(x) =
∫ 2

√
δ

0
Gε(x, y)/y2/3 dy.

Arguing as we did for the Green’s function (5.39), we see that for δ sufficiently small
Gε(x, y) ≤ 2, whence vε(x) ≤ 12δ1/6. To bound the second term on the RHS of
(5.34), we need to add to it paths for which τx < δ and Xε(τx) = 2

√
δ. Such a path

can eventually wander back to x = √
δ and then we can estimate by vε(

√
δ) the

contribution to the integral of Xε(s
′)−2/3 until the path again hits 2

√
δ. Thus, the

second term on the RHS of (5.34) is bounded by

1

3L
1/3
0

[
vε(x) + vε

(√
δ
)+ P(τ√

δ < δ)vε

(√
δ
)

+
{ ∞∑

k=2

P(τ√
δ < δ)k

}
vε

(√
δ
)+ δ/

(√
δ
)2/3

]
≤ Kδ1/6, (5.47)

for some constant K . Note the last term on the RHS of (5.46) is to take account of
the integral of Xε(s

′)−2/3 when Xε(s
′) >

√
δ. We are also using (5.44), (5.45) to see

that P(τ√
δ < δ) < 1/2 for small ε.

We consider the final term on the RHS of (5.34). Let τx be the time taken for the
diffusion Xε(s

′), s′ < s, with Xε(s) = x to exit the interval [0,2
√

δ], and let τ ′
x be the

corresponding time for Yε(s
′), s′ < s. Since Xε(s

′) ≤ Yε(s
′), s′ ≤ s, it follows that for

a path Xε(s
′), s′ ≤ s, with Xε(s − τx) = 2

√
δ then τ ′

x < τx . Hence, the final term on
the RHS of (5.34) is bounded by

E

[
2

9ε

∫ s

s−τx

[
1 + Xε(s

′)/ε
]−5/3 ds′; τx > δ,Xε(s − τx) = 0

]

+ E

[
2

9ε

∫ s

s−τx

[
1 + Xε(s

′)/ε
]−5/3 ds′; Xε(s − τx) = 2

√
δ

]
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− E

[
2

9ε

∫ s

s−τ ′
x

[
1 + Yε(s

′)/ε
]−5/3 ds′; Yε(s − τ ′

x) = 2
√

δ

]

+ E

[
2

9ε

∫ s

t

[
1 + Xε(s

′)/ε
]−5/3 ds′; τ2

√
δ,s < t |Xε(s) = 2

√
δ

]
. (5.48)

Letting uε(x) be the first term in (5.48) we see that

−ε(1 + x/ε)1/3u′′
ε (x) −

[
1 −

(
x

L0

)1/3

+ 2

3
(1 + x/ε)−2/3

]
u′

ε(x)

= 2

9ε
(1 + x/ε)−5/3P

(
τx > δ,Xε(s − τx) = 0

)
,

0 < x < 2
√

δ, uε(0) = uε

(
2
√

δ
)= 0. (5.49)

Next, we put vε(x) = E[τx;Xε(s − τx) = 0]. Then vε(x) satisfies

−ε(1 + x/ε)1/3v′′
ε (x) −

[
1 −

(
x

L0

)1/3

+ 2

3
(1 + x/ε)−2/3

]
v′
ε(x)

= P
(
Xε(s − τx) = 0

)
,

0 < x < 2
√

δ, vε(0) = vε

(
2
√

δ
)= 0. (5.50)

We can see from (5.37) that P(Xε(s − τx) = 0) � 1 if x > O(ε). Hence, from our
estimates on the Green’s function (5.39), we conclude from (5.50) that vε(x) ≤ Cε

for 0 < x < 2
√

δ, where C is a constant. Now using the Chebyshev inequality to
bound the RHS of (5.49), we see that uε(x) ≤ Cε/δ, 0 < x < 2

√
δ.

Next, we consider the second and third terms in (5.48). The sum of these two terms
is given by uε(x) − vε(x) where uε(x) satisfies

−ε(1 + x/ε)1/3u′′
ε (x) −

[
1 −

(
x

L0

)1/3

+ 2

3
(1 + x/ε)−2/3

]
u′

ε(x)

= 2

9ε
(1 + x/ε)−5/3P

(
Xε(s − τx) = 2

√
δ
)
,

0 < x < 2
√

δ, uε(0) = uε

(
2
√

δ
)= 0, (5.51)

and vε(x) satisfies

−ε(1 + x/ε)1/3v′′
ε (x) −

[
1 + 2

3
(1 + x/ε)−2/3

]
v′
ε(x)

= 2

9ε
(1 + x/ε)−5/3P

(
Yε(s − τ ′

x) = 2
√

δ
)
,

0 < x < 2
√

δ, vε(0) = vε

(
2
√

δ
)= 0. (5.52)

It is easy to see from (5.37) that
∣∣P

(
Xε(s − τx) = 2

√
δ
)− P

(
Yε(s − τx) = 2

√
δ
)∣∣≤ Cε1/3.
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We may also easily estimate the difference in the Green’s functions (5.39) for (5.51)
and (5.52) to conclude that |uε(x) − vε(x)| ≤ Cε1/3 for 0 < x < 2

√
δ.

We estimate the last term in (5.48) in a similar way to how we estimated the
second term on the RHS of (5.34). We see that it is bounded by ε2/3/δ1/3. We have
therefore appropriately bounded the third term on the RHS of (5.34), whence the
result follows. �

Theorem 5.1 Let c0(x), c0(x, t), cε(x, t) be as in Theorem 4.1 and F(x, t) be the
mapping defined after (4.1). If the function c0(·) is continuous at x = F(0, T ) then
(5.1) holds.

Proof We use the fact that

d

dT

∫ ∞

0
cε(x,T )dx =

∫ ∞

0
ρε(x,0, T )c0(x)dx,

where ρε is as in Lemma 5.3. We first show that

lim
ε→0

∫ ∞

0
ρε(x,0, T )c0(x)dx = c0

(
F(0, T )

)
lim
ε→0

∫ ∞

0
ρε(x,0, T )dx. (5.53)

To do this we use the representation,

ρε(x,0, T ) = E
[
ρ
(
Xε(t), t, T

); τx,0 > t |Xε(0) = x
]
, (5.54)

where Xε(s) is a solution to (4.7) with Xε(0) = x and τx,0 is the first hitting time at 0.
We choose now t = T − c1ε so we can bound ρε(·, t, T ) from Lemma 5.2. It follows
from Lemma 5.2 that for x > F(0, T ) then

ρε(x,0, T ) ≤ C

ε

{
exp

[−(x/8ε)5/3]+ P
(
Xε(t) < x/2; τx,0 > t

)}
. (5.55)

It is evident that the first term on the RHS of (5.55) is small. We shall show that the
second term is also small provided x � 1 + O(T ). To do this, let τx be the exit time
for Xε(s) with Xε(0) = x from the interval [x/2,2x] and define Yε(s), s ≥ 0, by

Yε(s) =
∫ s∧τx

0

√
2ε
(
1 + Xε(s

′)/ε
)1/6 dW(s′).

Observe now that for any λ,Mλ,ε(s) defined by

Mλ,ε(s) = exp

[
−ελ2

∫ s∧τx

0

(
1 + Xε(s

′)/ε
)1/3 ds′ + λYε(s)

]
, s ≥ 0,

is a Martingale. Hence, for any a > 0, there is the inequality,

P
(

sup
0≤s≤t

Yε(s) > a
)

≤ P
(

sup
0≤s≤t

Mλ,ε(s) ≥ exp
[−ελ2(1 + 2x/ε)1/3t + λa

])

≤ exp
[
ελ2(1 + 2x/ε)1/3t − λa

]
.
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Minimizing the RHS of the last inequality w.r. to λ we conclude that

P
(

sup
0≤s≤t

∣∣Yε(s)
∣∣> a

)
≤ 2 exp

[−a2/4ε(1 + 2x/ε)1/3].

Let Xc
ε(s) be the classical solution to (4.7) with Xc

ε(s) = x, i.e. the solution to the
deterministic equation when we eliminate the stochastic term. Then from Gronwall’s
inequality, we have that

sup
0≤s≤t

∣∣Xε(s ∧ τx) − Xc
ε(s ∧ τx)

∣∣≤ sup
0≤s≤t

∣∣Yε(s)
∣∣ exp

[
Ct/x2/3],

for some constant C. If we use the fact that Xc
ε(s) ≥ x − s, we may conclude from

the last two inequalities that

P
(
Xε(t) < x/2; τx,0 > t

) ≤ P(τx < t)

≤ 2 exp
[−x2 exp

(−Ct1/3)/64ε(1 + 2x/ε)1/3],

provided x > 4t . Thus we obtain an estimate on the RHS of (5.55) which falls off
exponentially in x/ε, and we can easily extend this to all x > F(0, T ) + δ for any
δ > 0.

Next, we consider the case 0 < x < F(0, T ), in which case we use the bound
ρε(x,0, T ) ≤ CP(τx,0 > t |Xε(0) = x)/ε for some constant C, which follows from
(5.54) and Lemma 5.2. We use the comparison (4.10) and let τx be the exit time from
the interval [0, δ] for the process Yε(t) with Yε(0) = x. Then for a function f (x), if
we define vε(x) by

vε(x) = E

[
exp

{∫ τx

0
f
(
Yε(t)

)
dt

}
|Yε(0) = x

]
,

then vε(x) satisfies

ε(1 + x/ε)1/3v′′
ε (x) − [

1 − (x/L0)
1/3]v′

ε(x) + f (x)vε(x) = 0,

0 < x < δ, vε(0) = vε(δ) = 1. (5.56)

Observe now that the boundary value problem

ηu′′
η(x) − αu′

η(x) + λuη(x) = 0, x > 0, uη(0) = 1,

has solution uη(x) given by the formula

uη(x) = exp

[
α −√

α2 − 4ηλ

2η
x

]
, x > 0,

where we assume η,α,λ > 0 and 4ηλ < α2. If η → 0, then uη(x) converges to
exp[λx/α], corresponding to the fact that the deterministic path starting at x takes
time x/α to hit 0. It is clear that if we choose η = ε(1+δ/ε)1/3 and α = 1−(δ/L0)

1/3
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then vε(x) = uη(x) satisfies (5.56) with f (x) ≥ λ and vε(0) = 1, vε(δ) > 1. We con-
clude therefore that provided 4ηλ < α2 there is the inequality,

E
[
eλτx

]≤ uη(x), 0 < x < δ,

whence

P(τx > t) ≤ e−λtuη(x), t > 0.

If we optimize now w.r. to λ we conclude that P(τx > t) satisfies the inequality,

P(τx > t) ≤ exp
[−(tα − x)2/4ηt

]
, 0 < x < αt. (5.57)

It follows that if 0 < x < δ and δ is sufficiently small, depending on T that
limε→0 ρε(x,0, T ) = 0, uniformly in x.

We can apply the arguments of the previous two paragraphs to show that for any
δ > 0 then limε→0ρε(x,0, T ) = 0 uniformly for x in the interval 0 < x < F(0, T ) −
δ. In fact, we have the inequality,

P
(
τx,0 > t |Xε(0) = x

) ≤ P
(

sup
0≤s≤t−η

∣∣Xε(s ∧ τx) − Xc
ε(s ∧ τx)

∣∣> ρδ/2
)

+ sup
0≤y<(1+ρ)δ/2

P(τy > η), (5.58)

where ρ,η are small positive constants. The exit time τy in the second term on the
RHS of (5.58) refers to the exit time from [0, δ] for Yε(s) with Yε(0) = y. The exit
time τx in the first term is the time taken for Xε(s) with Xε(0) = x to exit the inter-
val [δ/2, a], where a = sup{x(s) : 0 ≤ s ≤ T } and x(s) is the solution to (4.1) with
x(T ) = 0. For the solution to (4.1) with x(0) = x < F(0, T ) − δ, let η be defined by
x(T −η) = (1−ρ)δ/2 for some small ρ > 0 to be determined. Then Xc

ε(t −η) ≤ δ/2
for small ε, whence (5.58) holds for sufficiently small ε. We can choose now ρ > 0
small enough so that η ≥ (1 + 2ρ)δ/2. In that case both terms on the RHS of (5.58)
go to zero exponentially in 1/ε2/3 as ε → 0. We have therefore proved (5.53).

We complete the proof of the theorem by showing that

lim
ε→0

∫ ∞

0
ρε(x,0, T )dx = exp

[
−1

3

∫ T

0

ds

x(s)2/3L(s)1/3

]
, (5.59)

where x(s) is the solution to (4.1) with x(T ) = 0. To do this, we write as in (5.20)
∫ ∞

0
ρε(x,0, T )dx =

∫ ∞

0
ρε(x,T − δ, T )cε(x,T − δ)dx.

Since by our previous argument, ρε(x,T − δ, T ) is concentrated at x ∼ δ, (5.59) will
follow from Lemma 5.3 if we can show that

lim
ε→0

cε(x,T − δ) = exp

[
−1

3

∫ T −δ

0

ds

x(s)1/3L(s)1/3

]
,

where x(s) is the solution to (4.1) with x(T − δ) = x ∼ δ. This follows as before
using the representations (5.21), (5.22) for cε(x, s) and comparing solutions of the
stochastic equation to solutions of the corresponding deterministic equation. �
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6 Discussion

This paper is primarily concerned with the study of a diffusive version of the LSW
model and the convergence of its solutions on any finite time interval as the coefficient
of diffusion ε goes to 0 to solutions of the classical LSW model. This is a first step
toward showing that solutions of the diffusive LSW equation behave similarly to
solutions of the LSW equation for arbitrarily large time. In particular, one expects
that solutions of the diffusive LSW equation coarsen in a fashion similar to solutions
of LSW. Thus, the average cluster volume is expected to increase linearly in time at
large times, and this should be uniform in ε for small ε. In Theorem 3.2, we obtained
a uniform time averaged upper bound on the rate of coarsening.

Although the effect of the diffusion decreases with time, discussion in the physics
literature suggests that it plays an important role in the asymptotic behavior of the
solution by acting as a selection principle. Thus, at moderate times, the diffusion
produces a Gaussian tail to initial data (with compact support for example). It is the
tail which determines asymptotic behavior, singling out the infinitely differentiable
self-similar solution of the LSW model.

The paper begins with a derivation of the diffusive LSW model from the Becker–
Döring model. The least justified step in the derivation is the imposition of a Dirichlet
boundary condition, which cuts off interaction between clusters of large volume and
clusters of O(1) volume that are almost in equilibrium at large time. The boundary
condition is imposed at a particular cluster volume. One can see that this is a signif-
icant simplification since it implies that after the condition is imposed, the monomer
density is for all subsequent times strictly larger than its equilibrium value. Despite
this issue, the derivation of the diffusive LSW model from the BD model does of-
fer a strategy for attempting to understand the mechanism of coarsening in the BD
model. In order to carry it through, one will have to understand in a precise way how
a boundary condition is imposed on the diffusive LSW model by the BD dynamics.

There has been some previous literature showing in an almost mathematically
rigorous way a connection between solutions of the LSW and BD models. The key
assumption required in this work is a type of upper bound on the coarsening rate for
the BD model. It is not clear how this is related to the boundary condition assumption
discussed in the previous paragraph. One should note, however, that a positive lower
bound on the monomer density minus its equilibrium value, which is a consequence
of the Dirichlet boundary condition, is a type of upper bound on the coarsening rate.
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