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Abstract
Objectives To develop a machine learning–based radiomics model based onmultiparametric magnetic resonance imaging (MRI)
for preoperative discrimination between central neurocytomas (CNs) and gliomas of lateral ventricles.
Methods A total of 132 patients from twomedical centers were enrolled in this retrospective study. Patients from the first medical
center were divided into a training cohort (n = 74) and an internal validation cohort (n = 30). Patients from the second medical
center were used as the external validation cohort (n = 28). Features were extracted from contrast-enhanced T1-weighted and T2-
weighted images. A support vector machine was used for radiomics model investigation. Performance was evaluated using the
sensitivity, specificity, and the area under the receiver operating characteristic curve (AUC). The model’s performance was also
compared with those of three radiologists.
Results The radiomics model achieved an AUC of 0.986 in the training cohort, 0.933 in the internal validation cohort, and 0.903
in the external validation cohort. In the three cohorts, the AUC values were 0.657, 0.786, and 0.708 for radiologist 1; 0.838,
0.799, and 0.790 for radiologist 2; and 0.827, 0.871, and 0.862 for radiologist 3. When assisted by the radiomics model, two
radiologists improved their performance in the training cohort (p < 0.05) but not in the internal or external validation cohorts.
Conclusions The machine learning radiomics model based on multiparametric MRI showed better performance for distinguishing
CNs from lateral ventricular gliomas than did experienced radiologists, and it showed the potential to improve radiologist performance.
Key Points
• The machine learning radiomics model shows excellent performance in distinguishing CNs from gliomas.
• The radiomics model outweighs two experienced radiologists (area under the receiver operating characteristic curve, 0.90 vs
0.79 and 0.86, respectively).

• The radiomics model has the potential to enhance radiologist performance.
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AUC Area under the receiver operating

characteristic curve

CE-T1W Contrast-enhanced T1-weighted
CI Confidence interval
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ICC Intraclass correlation coefficients
ROI Region of interest
SVM Support vector machine
T2W T2-weighted

Introduction

According to the 2021 World Health Organization classifica-
tion of tumors of the central nervous system, central
neurocytoma (CN) is classified as a grade II neuronal and
mixed neuronal-glial tumor [1], which nearly always occurs
in the lateral ventricle, accounting for 0.25 to 0.5% of intra-
cranial tumors [2]. CN patients often present with nonspecific
symptoms and signs of intracranial hypertension caused by
obstructive hydrocephalus [3, 4]. Compared to lateral ventric-
ular glioma (such as most astrocytoma and ependymal tu-
mors), CNs have benign biological behavior and a good prog-
nosis after total resection [4, 5]. Different from CN, intraven-
tricular gliomas tend to have a poor prognosis, which neces-
sitates a more extensive resection [5]. Therefore, accurate pre-
operative diagnosis has a high impact on treatment planning
and prognostic counseling for patients with intraventricular
mass.

Magnetic resonance imaging (MRI) is the preferred imag-
ing method for intracranial tumors. Several characteristicMRI
features of CN have been reported in previous studies; these
signs include scalloping [6], broad-based attachment [4, 7, 8],
soap bubble [9–11], peripheral cysts [12], fluid-fluid level
[12], and gemstone [12], which have significant value in di-
agnosing CN. A previous study showed that the above six
MRI features can accurately distinguish CN frommeningioma
and choroid plexus papillary tumors [12]. However, it is still
challenging to distinguish CN from intraventricular astrocyto-
ma and ependymoma [13–15]. Moreover, the diagnostic ac-
curacy of subjective evaluation depends on the experience
level of a radiologist [16]. A recent study showed that the
average apparent diffusion coefficient (ADC) value was po-
tentially useful in the differentiation between CN and
ependymoma [17]. However, there are many factors affecting
the ADC value, such as tumor heterogeneity, the sequences
and parameters, and the field strength of MRI scanners.

With the rapid development of medical image analysis
methods, radiomics has become a popular focus in research
[18]. Radiomics extracts a large number of quantitative fea-
tures from medical images via high-throughput calculation
methods. Machine learning based on radiomics can more ac-
curately assess the heterogeneity of tumors [19–21]. Support
vector machine (SVM) is a machine learningmethod based on
statistical learning theory and structural risk minimization
[22], which is considered a good model of statistical learning
in small sample databases. By combining SVM with
radiomics, this method has shown good learning ability and

generalization capability, and has been widely used in brain
tumor diagnosis, grading, and survival analysis [23, 24].
However, SVM has not yet been combined with radiomics
for the diagnosis of lateral ventricle tumors.

This study aimed to develop a radiomics model with ma-
chine learning, using multiparametric MRI, to effectively dis-
tinguish CNs from lateral ventricular gliomas. In addition, the
diagnostic performance of the model was compared with ex-
perienced neuroradiologists to determine the ability of the
radiomics model to enhance radiologist performance.

Materials and methods

Study participants

This retrospective study was approved by the Institutional
Review Board of two medical centers, and written informed
consent was waived. A radiology database was used to obtain
MRI data of CNs and other intraventricular tumors from the
picture archiving and communication system. Patients were
consecutively enrolled in medical center A (Nanfang
Hospital, from July 2010 to March 2020) and medical center
B (Zhujiang Hospital, from September 2016 to October
2020). Figure 1 shows the inclusion and exclusion criteria.
Inclusion criteria were as follows: (1) truly intraventricular
tumors arise from the ventricular walls and lie within the ven-
tricular cavity; (2) pseudo-ventricular tumors originate in the
adjacent tissues but radiologically appear as intraventricular
masses; (3) age 16 years or older; (4) postoperative patholog-
ical diagnosis confirmed by hematoxylin-eosin staining and
immunohistochemistry. Exclusion criteria were as follows: (1)
non-CN or non-glioma (such as meningioma, choroid plexus
papilloma, ependymoblastoma, lymphoma, metastasis); (2)
MRI images were incomplete or contained severe artifacts.

Ultimately, 104 patients with lateral ventricle tumor were
enrolled from medical center A, including 50 cases of CN and
54 cases of glioma (glioma subtypes are summarized in
Supplementary Table S1), which were then randomly divided
into a training cohort (74 cases) and an internal validation
cohort (30 cases) with a ratio of 2.5:1 by using stratified sam-
pling on the Darwin research platform (Yizhun Medical AI
Co. Ltd.). Patients frommedical center B with 13 cases of CN
and 15 cases of glioma were utilized as an external validation
cohort.

MRI data acquisition

All imaging data included two sets of images: preoperative
T2-weighted (T2W) and contrast-enhanced T1-weighted
(CE-T1W). The acquisition parameters of these protocols
are summarized in Supplementary Table S2.
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Patients from medical center A were examined with four
MRI scanners (Siemens Magnetom Vision Plus 1.5T, GE
Optima MR360 1.5T, GE Signa Excite 3.0T, and Philips
Achieva 3.0T) with the use of a head or head-neck coil. For
these patients, contrast agent (Omniscan TM, GE Healthcare;
Magnevist, Bayer Schering; gadopentetate dimeglumine,
Consun) was administered at a dose of 0.2 mmol/kg at a rate
of 2.0–2.5 mL/s using a power injector (Spectris Solaris EP,
Medrad; TennesseeXD003, Ulrich Medical) via the
antecubital vein, followed by a 20-mL sterile saline flush.

Patients from medical center B were examined with two
MRI scanners (GE Optima MR360 1.5T and Philips Achieva
3.0T) with the use of a head coil. For these patients, a contrast
agent (Gd-DTPA,Magnevist, Bayer Schering) was injected at
a dose of 0.2 mmol/kg at a rate of 2.0–2.5 mL/s through the
median cubital vein, followed by a 20-mL sterile saline flush.

Tumor segmentation

The Darwin research platform (https://arxiv.org/abs/2009.00908)
was used to perform radiomic feature extraction and selection and
to buildmachine learningmodels. AllMRI scanswere resampled
to 1 × 1 × 1 mm3. Tumors were segmented manually by two
radiologists (with 3 and 20 years of experience respectively) on
T2W and CE-T1W images. The radiologists were blinded to all
clinical information. Regions of interest (ROIs) were defined
according to the visible gross tumor volume located in the ven-
tricles, including the solid component of the tumor, necrosis, and
cyst. First, ROIs were drawn on CE-T1W to carefully separate
the lesion from the adjacent brain tissue, and then, they were
automatically transferred to T2W images on the Darwin research
platform. If the ROIs were exactly the areas that delineate the
tumor boundary on T2W images, they were used directly; other-
wise, they were manually drawn according to the T2W images.
After all contours of the whole lesion were drawn slice by slice,

three-dimensional reconstruction was carried out to get volumes
of interest (VOIs). To avoid partial volume effects, the bottom
and top slices of the lesion were not included. To determine the
intra-observer reproducibility of tumor segmentation, the
intraclass correlation coefficients (ICC) were calculated. The fea-
tures that had good to excellent reliability (ICC ≥ 0.80) and sig-
nificant difference between CNs and gliomas were included for
developing the radiomics model.

Feature extraction

After segmentation, three groups of radiomic features were ex-
tracted: shape, first-order, and texture features. In short, shape
features describe basic geometric characteristics, tumor size,
shape, and surface roughness; first-order features describe the
distribution of voxel intensities within the mask-defined image
region using commonly used and basic metrics; texture features
include gray-level co-occurrence matrices (GLCM), gray-level
run-length matrices (GLRLM), gray-level size zone matrices
(GLSZM), neighboring gray tone difference matrices
(NGTDM), and gray-level dependence matrices (GLDM),
which capture the spatial interdependence of voxels in images
and show characteristics related to spatial heterogeneity such as
gray change, granularity, and roughness of the image.
Additionally, first-order and texture features were processed fur-
ther using six filters, i.e., exponential, square, square root, loga-
rithm, log-sigma-3-0-mm-3D, and wavelet. Wavelet filters ex-
tract features from the eight wavelet decomposition images.
Altogether, 107 original features and 1209 filter-based features
were collected for each patient image sequence (Supplementary
Table S3). Definitions and formulas of these radiomic features
are located at https://pyradiomics.readthedocs.io/en/latest/
features.html. All radiomic features were normalized using
minimum–maximum values to eliminate the magnitudes of dif-
ferent features by scaling values to [0, 1].

Fig. 1 Flow diagram of the study population
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Feature selection and model development

In this study, three methods were used to select relevant
radiomic features in the training cohort from the feature sub-
sets of T2W or CE-T1W sequences alone and in combination.
These methods include SelectKBest, the least absolute shrink-
age and selection operator (LASSO) algorithm, and support
vector machine recursive feature elimination (SVM-RFE).
SelectKBest is a univariate feature selection method using
the analysis of variance F-values to analyze the relationship
between the features and the results of classification. It was
used first to select the top features with the largest F-values.
Second, LASSO selected relevant features according to the
best parameter (alpha). Finally, SVM-RFE selected the opti-
mal features.

Following this, machine learning models were developed
based on the selected features and SVM. The kernel for train-
ing the SVM model was linear. The Rad score helps discrim-
inate CN from intraventricular glioma and was calculated for
each patient by the SVM classifier. The complete process of
the radiomics pipeline is shown in Fig. 2.

Subjective evaluation

Before image evaluation, all six MRI features and their def-
initions were introduced to three radiologists (radiologist 1,
a neuroradiology fellow; radiologist 2, with 7 years of ex-
perience in neurology imaging; and radiologist 3, with 20
years of experience in neurology imaging), including signs
such as scalloping, broad-based attachment, peripheral cyst,
soap bubble, fluid-fluid level, and gemstone [12]. The radi-
ologists, blinded to all clinical information, including the
CN–glioma ratio in the dataset and the radiomics model’s
performance, independently reviewed the T2W and CE-
T1W images of all patients from medical center A and re-
corded each MRI feature (present or absent). In the event of
discrepancies, feature determination was decided by the
majority. In addition, for each case in the three cohorts,
radiologists recorded whether they thought the tumor could
be classified as CN or glioma, based on their review of the
images (unassisted prediction) and whether they wanted to
change their initial assessment after being shown the
radiomics model’s prediction (assisted prediction).

Fig. 2 Radiomics pipeline of the study. LASSO, least absolute shrinkage and selection operator; SVM-RFE, support vector machine - recursive feature
elimination; ROC, receiver operating characteristic curve
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Statistical analysis

All statistical analyses were performed using IBM SPSS
Statistics for Windows, Version 25.0 (IBM Corp.). The
Shapiro–Wilk test was used to determine whether the data
conformed to a normal distribution. For data that conformed to
a normal distribution, a parameter test was used, and for data that
did not conform to a normal distribution, a non-parametric test
was used. A chi-squared test was used to compare differences in
categorical variables. The independent t test orMann-WhitneyU
test was used to compare differences in continuous variables.
The repeatability of tumor segmentation was evaluated by
ICC. An ICC greater than 0.80 was considered to represent good
agreement. For the subjective evaluation, diagnosis agreement
among the radiologists when unassisted by the radiomics model
was assessed using the Fleiss kappa, with values of 0.00 to 0.20
considered slight, 0.21 to 0.40 fair, 0.41 to 0.60 moderate, 0.61
to 0.80 substantial, and 0.81 to 1.00 almost perfect agreement.
The receiver operating characteristic (ROC) curve was perform-
ed to assess the diagnostic performance of these six MRI fea-
tures, radiologists, and radiomicsmodels. Areas under the curves
(AUCs) were calculated. Accuracy, sensitivity, and specificity
were determined from the optimal threshold by maximizing the
Youden index. The AUCs of the three radiologists and the
radiomics model were compared by using the DeLong method
using MedCalc (version 15.0, MedCalc software). Bonferroni
correction was used for multiple comparisons of AUCs. The
effect of model assistance on the radiologists’ predictions was
evaluated by comparing their AUCswith andwithout assistance,
using the DeLong test. The gplot and pheatmap packages were
used for a heatmap analysis to evaluate associations between
radiomic and MRI features. All statistical tests were two-sided,
and a p value of < 0.05 indicated a significant difference.

Results

Participant characteristics

The clinical characteristics and MRI features of 104 patients
frommedical center A are summarized in Table 1. There were
no significant differences in sex or age distribution between
the two groups (p > 0.05). The demographic characteristics of
the training, internal validation, and external validation co-
horts are summarized in Table 2. There were no statistically
significant differences in sex, age distribution, or pathology
among the three cohorts (p > 0.05). Two representative cases
of CN and glioma on MRI are shown in Fig. 3.

In medical center A, six MRI features were statistically
different in the two groups of tumors (all p < 0.05; Table 1).
The performance of the six MRI features in diagnosing CN is
shown in Supplementary Table S4. The peripheral cyst sign
showed the highest AUC (0.790), followed by soap bubble

(0.696) and broad-based attachment (0.673). The scalloping
(0.631), fluid-fluid level (0.621), and gemstone signs (0.622)
showed relatively low AUCs.

Radiomics model construction with machine learning

Three models were established based on T2W images, CE-
T1W images, and a combination of both, which include nine,
eight, and five features respectively (Table 3). The perfor-
mances of these three models in the training cohort and inter-
nal validation cohort are summarized in Supplementary
Table S5. The radiomics model combining T2W and CE-
T1W yielded an AUC of 0.986 in the training cohort and
0.933 in the internal validation cohort, which indicates good
performance. According to the Bayesian information criteri-
on, the combined model was chosen as the final radiomics
model. This model was evaluated in the external validation
cohort, with AUC, sensitivity, and specificity values of 0.903,
0.846, and 0.933 respectively (Table 4). The radiomics score
(Rad score) calculat ion formula is shown in the

Table 1 Clinical characteristics and MRI features of patients from
medical center A

Characteristic CN (n = 50) Glioma (n = 54) p value

Gender 0.32

Male 27 (54.0%) 35 (64.8%)

Female 23 (46.0%) 19 (35.2%)

Age (y)* 0.13#

Mean ± SD 31.5 ± 11.7 37.0 ± 14.6

Range 16~61 16~67

IQR 15.50 23.25

Scalloping sign < 0.001

Present 15 (30.0%) 2 (3.7%)

Absent 35 (70.0%) 52 (96.3%)

Broad-based attachment sign < 0.001

Present 46 (92.0%) 31 (57.4%)

Absent 4 (8.0%) 23 (42.6%)

Soap bubble sign < 0.001

Present 39 (78.0%) 21 (38.9%)

Absent 11 (22.0%) 33 (61.1%)

Peripheral cysts sign < 0.001

Present 42 (84.0%) 14 (25.9%)

Absent 8 (16.0%) 40 (74.1%)

Fluid-fluid level sign < 0.001

Present 13 (74.0%) 1 (1.9%)

Absent 37 (26.0%) 53 (98.1)

Gemstone sign 0.001

Present 15 (30.0%) 3 (5.6%)

Absent 35 (70.0%) 51 (94.4%)

#Use of the Mann-Whitney U test. *Data are mean ± standard deviation.
CN, central neurocytoma; IQR, interquartile range
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Supplementary Material, and higher Rad scores indicate
higher likelihoods of glioma (Fig. 4).

Comparison between subjective evaluation and
model prediction

For all cases in both centers, inter-reader agreement
among the three radiologists in diagnosing CN without

model assistance was κ = 0.572 (p < 0·001). The
radiomics model showed better performance than the
radiologists did in all three cohorts (Table 4). The re-
sults of the pairwise comparison of AUCs between the
radiomics model and the radiologists are shown in
Supplementary Table S6. The difference was statistically
significant in the training cohort (p < 0.008) but not in
the internal validation or external validation cohorts.

Table 2 Demographic characteristics of the study population

Characteristics Training cohort
(n = 74)

Internal validation
cohort (n = 30)

External validation
cohort (n = 28)

p value

Gender Male 49 (66.2%) 13 (56.7%) 19 (67.9%) 0.07

Female 25 (33.8)% 17 (43.3%) 9 (32.1%)

Age (y)* Mean ± SD 34.3 ± 13.5 29.6 ± 11.9 33.8 ± 12.5 0.24

Range 16~67 16~56 16~64

IQR 19.25 16.75 17.00

Histology CN 36 (48.6%) 14 (46.7%) 13 (46.4%) 0.97

Glioma 38 (51.4%) 16 (53.3%) 15 (53.6%)

*Data are mean ± standard deviation. CN, central neurocytoma; IQR, interquartile range

Fig. 3 Representative cases of
central neurocytoma and glioma
on MRI. Upper row: female, 32
years old, pathologically
diagnosed as CN; lower row:
female, 56 years old,
pathologically diagnosed as
ependymoma. a, c T2-weighted
image. b, d Postcontrast T1-
weighted image
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With the aid of the radiomics model, radiologist 1 (p =
0.023) and radiologist 3 (p = 0.021) showed improve-
ment in the training cohort but not in the internal or

external cohort (all p > 0.05; Fig. 5); radiologist 2 did
not show improved performance in any cohort
(Supplementary Table S7).

Fig. 4 Rad score diagram of the
training cohort (a), internal
validation cohort (b), and external
validation cohort (c). Red
represents glioma cases and green
represents central neurocytoma
cases. Higher score indicates
higher likelihood of gliomas. CN,
central neurocytoma

Fig. 5 Performance of CE-T1W+T2W radiomics model and radiologists
on the reader study. Training cohort (a), internal validation cohort (b),
and external validation cohort (c). Radiologist 1 represents a
neuroradiology fellow with 2 years of experience, radiologist 2
represents the neuroradiologist with 7 years of experience, and

radiologist 3 represents the expert neuroradiologist with 20 years of
experience. The performance of each radiologist is shown, with points
at the base of each arrow representing radiologist performance before
viewing model’s output, and the arrow showing change in performance
after viewing model’s output

4266 European Radiology (2023) 33:4259–4269



Correlation between MRI features and radiomics
features

Using a heatmap, the association between radiomic features
and MRI features was determined (Fig. 6). The results
showed that the peripheral cyst sign was correlated with all
five radiomic features (p < 0.05). The scalloping, broad-
based attachment, and soap bubble signs were related to four
radiomic features respectively. The fluid-fluid level signwas
related to three radiomic features, and the gemstone signwas
only related to two radiomic features. The first important
radiomic feature, T2_logarithm_fistorder_Skewness, was
only related to three MRI features (broad-based attachment,
peripheral cyst, and gemstone signs); while the last one,
T2_logarithm_firstorder_Kurtosis, was associated with all
six MRI features. The other radiomic features were related
to at least four MRI features.

Discussion

CN is an important differential diagnosis of intraventricular
glioma, with a different prognosis and treatment course from
lateral ventricle glioma. In this study, the SVM machine learn-
ing classification algorithm was used to develop a radiomics
model based on T2W and CE-T1W images. This model can
reliably distinguish CN from glioma in the training cohort and
internal validation cohort, with good generalization ability in
the external validation cohort. Moreover, its diagnostic efficacy
was better than those of experienced neuroradiologists.

Furthermore, use of the radiomics model as a prospective di-
agnostic assistant tended to improve radiologist performance.

Several studies have shown that characteristic MRI signs,
such as scalloping, peripheral bubble, and soap bubble, are
specific signs for CN [12]. However, the interobserver agree-
ment of these signs is not very satisfactory [3, 6]. At the same
time, diagnosis of diseases based on qualitative analysis is sus-
ceptible to personal experience and ability [16], with subopti-
mal interobserver agreement as shown in our present study.
Radiomics incorporates high-order features that cannot be rec-
ognized by the naked eye, which reflect tumor pathophysiolo-
gical characteristics and have incremental value for diagnosis
[25]. In this study, the radiomics model can accurately predict
the pathological type, and its overall performance outweighed
experienced experts. Notably, the models based on a single
imaging sequence can already distinguish CNs from gliomas
very well, which is usually very difficult for radiologists.

Compared with models based on a single imaging sequence,
the combined radiomics model not only improved the diagnostic
performance, but also significantly reduced the number of fea-
tures, which may reduce the risk of overfitting. As expected, this
model had a good generalization in the external cohort.
Specifically, the selected three T2W features are first-order signal
histogram features (kurtosis, skewness, and mean value), which
indicate obvious difference regarding tumor cell density and dis-
tribution of the two tumor types [25, 26]. Radiologically, CN has
more cysts than glioma, and manifests with peripheral bubble,
scalloping, soap bubble, and fluid-fluid level signs on T2W im-
ages, which may be the physiological basis for the selection of
these histogram features. The other two features of the model are

Fig. 6 Heatmap of association between selected radiomic features and
MR features. Radiomic features descend by the order of importance from
top to bottom andMRI features descend byAUC values from left to right.

Data are p values. p values < 0.05 indicates statistically associations, as
determined using t tests
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texture features. Texture features reflect the heterogeneity within
the tumor [25], including GLCM, GLSZM, and GLDM, which
are another group of radiomic features. In previous studies, the
machine learning model based on texture features showed good
diagnostic performance [27, 28]. Of note, only one radiomic
feature was derived from CE-T1W images in the model.
Similarly, among all the previously reported MRI signs, only
the gemstone sign is based on CE-T1W images [12]. However,
radiomic characteristics and MRI features reflect the biological
characteristics of tumors in different scales. In this study, themost
important radiomic feature (T2_logarithm_fstorder_skewness)
only correlated with three of six MRI features, while the least
important one (T2_logarithm_fstorder_kurtosis) correlated with
all six MRI features.

The potential value of artificial intelligence (AI) to clinical
work is a worthy topic of investigation. Yamashita et al re-
ported that, although deep learning models exceeded experi-
enced gastrointestinal pathologists at detecting colorectal can-
cer microsatellite instability, it failed to improve their accuracy
as a group [29]. In contrast, Zhang et al showed the potential
of AI in assisting radiologists in predicting treatment response
in rectal cancer [30]. In our study, referring to the results of the
radiomics model, two out of three radiologists improved their
diagnostic performance in the training cohort. However, the
effect was not significant in the internal and external valida-
tion cohorts. This may be related to the small sample size or
that radiologists did not have high confidence in the perfor-
mance of the radiomics model. AI models are often seen as
black boxes that do not provide transparency into how they
arrive at their final outputs. However, a few methods, such as
class activation maps [31], provide some insight into what
features models are seeing, yet these do not always directly
correspond to human-interpretable features. In this study, two
radiologists with extensive experience in the diagnosis and
differential diagnosis of CN did not significantly improve
their diagnostic performance with the aid of the radiomics
model. This may be due to a lack of awareness of the excellent
performance of the model, which may make the expert radi-
ologists have the tendency to trust their own judgment over
that of the model [5, 12]. Efforts to increase the interpretability
of AI models may help increase confidence in AI models.

This study has some limitations. First, our results clearly
show the potential of the radiomics model in differentiating
CNs from lateral ventricular gliomas; however, the sample
size was still small due to the low occurrence of these two
tumor types. This study collected cases from two medical cen-
ters in a broad period (10 years), so a larger cohort including
more institutes is warranted to verify our results. Also, as a
retrospective study, this study did not include other intraven-
tricular tumors, such as meningioma or choroid plexus papil-
loma. Therefore, this model is not suitable for the differential
diagnosis of all intraventricular tumors. Moreover, age, gen-
der, and location of tumor were not analyzed in the study.

Many studies have shown that the clinicoradiomic models
integrating different category characteristics generally have
better diagnostic performance [32–34]. Considering that CN
has a predilection site and peak incidence age [35], a multi-
scale model integrating radiomic and clinical features may
further enhance the diagnostic performance and stability of
the model. In addition, different thresholds in the Rad score
among three cohorts, as a common phenomenon with the
SVM algorithm, might bring a problem to clinical translation
of this model [36]. Probability calibration could be employed
to solve this problem [37]. Also, the drift of threshold will be
less obvious with increasing sample sizes.

In conclusion, the radiomics model based on machine learn-
ing can accurately distinguish between CNs and gliomas in the
lateral ventricles. Moreover, its performance exceeds that of
experienced radiologists and shows potential value in assisting
decision-making. Considering that the model was developed
based on images from a variety of devices and different MRI
protocols, the prospect for clinical application of this model is
more promising, which will help improve the preoperative di-
agnosis of lateral ventricle tumors and guide treatment decisions.
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