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Abstract
Objectives To develop and validate classifiers for automatic detection of actionable findings and documentation of nonroutine 
communication in routinely delivered radiology reports.
Methods Two radiologists annotated all actionable findings and communication mentions in a training set of 1,306 radiology 
reports and a test set of 1,000 reports randomly selected from the electronic health record system of a large tertiary hospital. 
Various feature sets were constructed based on the impression section of the reports using different preprocessing steps (stem-
ming, removal of stop words, negations, and previously known or stable findings) and n-grams. Random forest classifiers were 
trained to detect actionable findings, and a decision-rule classifier was trained to find communication mentions. Classifier 
performance was evaluated by the area under the receiver operating characteristic curve (AUC), sensitivity, and specificity.
Results On the training set, the actionable finding classifier with the highest cross-validated performance was obtained for 
a feature set of unigrams, after stemming and removal of negated, known, and stable findings. On the test set, this classifier 
achieved an AUC of 0.876 (95% CI 0.854–0.898). The classifier for communication detection was trained after negation 
removal, using unigrams as features. The resultant decision rule had a sensitivity of 0.841 (95% CI 0.706–0.921) and speci-
ficity of 0.990 (95% CI 0.981–0.994) on the test set.
Conclusions Automatic detection of actionable findings and subsequent communication in routinely delivered radiology 
reports is possible. This can serve quality control purposes and may alert radiologists to the presence of actionable findings 
during reporting.
Key Points 
• Classifiers were developed for automatic detection of the broad spectrum of actionable findings and subsequent communication 

mentions in routinely delivered radiology reports.
• Straightforward report preprocessing and simple feature sets can produce well-performing classifiers.
• The resultant classifiers show good performance for detection of actionable findings and excellent performance for detection 

of communication mentions.

Keywords Radiology information systems · Natural language processing · Machine learning · Personal communication · 
Quality control
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Introduction

The radiology report records the radiologist’s interpretation 
of an imaging examination and is the basis for the reporting 
and communication of imaging findings in routine clinical 
practice. However, some findings may require additional 
nonroutine communication with the referring physician 
because of their urgency or unexpectedness. These findings 
that necessitate special communication are called action-
able findings [1]. Communication of actionable findings 
should be documented in the radiology report or otherwise 
indicated in the electronic health record (EHR). Monitoring 
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the detection and communication of actionable findings in 
reports delivered in routine clinical care is important for 
quality control and auditing purposes but requires a labori-
ous manual review that may not be feasible at scale.

A considerable number of studies have used natural lan-
guage processing to automate the detection of actionable 
findings in radiology reports [2–11]. However, almost all of 
these studies focused on the detection of a limited set of find-
ings (often related to a specific modality or organ system) 
or even a single finding. Moreover, most studies used their 
own list of actionable findings, and it is not clear how well 
their results would generalize to available guidelines, such 
as proposed by the American College of Radiology (ACR) 
Actionable Reporting Work Group [1]. Finally, most of these 
studies did not try to detect documentation of communica-
tion with the referring physician if the report contained an 
actionable finding.

The aim of this study is to develop and validate algo-
rithms for automatic detection of the broad spectrum of 
actionable findings and documentation of communication 
in routinely delivered radiology reports.

Materials and methods

This study was approved by the Medical Ethics Review 
Committee of our institution (registration number MEC-
2017–200). Since all data were anonymized and retrospec-
tively collected, informed consent of the subjects was not 
required according to Dutch legislation.

Data

The study population consisted of two sets of radiology 
reports: a training set to train and validate the classifiers, and 
a test set to assess their performance. All reports were taken 
from the EHR system of the Department of Radiology and 
Nuclear Medicine of our institution, one of the largest tertiary 
hospitals in the Netherlands. The reports cover all radiologi-
cal imaging modalities and specialties and were all written 
in Dutch. All reports are based on a semi-structured report 
template consisting of four sections: indication, clinical his-
tory, findings, and impression. The sections contain free text 
provided by the interpreting radiologist. The impression sec-
tion could be left empty if the radiologist gave his impression 
in the findings section. There is a standard operating proce-
dure to include a remark in the report if a finding has been 
communicated nonroutinely. This procedure applies to all 
divisions in our department. During the study period, there 
were no major changes in the report template.

The training set was taken from 58,889 consecutive 
radiology reports that were stored in the EHR system 
from December 2016 to April 2017. It consisted of 306 

reports from the full set that had been labeled as contain-
ing an actionable finding by the interpreting radiologist, and 
another 1,000 reports that were randomly sampled from the 
remainder of the full set. Thus, the training set included 
1,306 reports. The test set consisted of a random sample of 
1,000 radiology reports from 124,909 consecutive radiology 
reports stored from June 2017 until March 2018 and has 
been described previously [12].

Data annotation

Two radiologists (with 5 and 8 years of experience) indepen-
dently annotated all actionable findings in the 2,306 reports 
of the training and test sets, following the guidelines and 
lists of actionable findings that were developed by the ACR 
Actionable Reporting Work Group [1]. Briefly, the ACR 
Work Group distinguishes three categories that need com-
munication in addition to the radiology report. Category 
1 consists of critical or urgent findings that require com-
munication within minutes, e.g., intracranial hemorrhage. 
Category 2 findings are clinically significant observations 
that require specific medical or surgical treatment but do 
not have the urgency of category 1 findings. Findings in cat-
egory 2 should be communicated within hours. Examples of 
category 2 are pneumothorax, bone lesions at risk for patho-
logic fracture, and intra-abdominal infections like appendi-
citis or cholecystitis. Category 3 findings are incidental or 
unexpected but do not require immediate treatment or other 
action, e.g., cirrhosis, probable malignancy on any location 
without acute danger to the patient, and hemodynamically 
significant arterial stenosis not associated with acute symp-
toms or otherwise immediately threatening. As these find-
ings are incidental, there is a risk of being overlooked by the 
care provider who is responsible for follow-up. Category 3 
findings are therefore required to be communicated within 
days. Before the radiologists started their annotation work, 
they scrutinized and discussed the ACR Work Group pub-
lication [1] and in particular the Appendix with actionable 
finding definitions in order to align their interpretation.

The annotators used brat, a web-based annotation tool 
[13]. If a report contained an actionable finding, the annota-
tors marked the phrase that describes the finding and labeled 
it with the category of the finding. If the report contained 
multiple actionable findings, each finding was annotated 
separately.

After the initial round of annotations, the annotators 
jointly went over the reports in which their category annota-
tions differed and established a final category for each report. 
If more than one actionable finding had been annotated, the 
most severe category was taken as the final category.

In a separate annotation round, one of the annotators 
used brat to mark all phrases or sentences that mentioned 
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communication between the interpreting radiologist and the 
referring physician.

Natural language processing and classifier 
development

Two classifiers were developed, one for detecting communi-
cation mentions and the other for detecting actionable find-
ings. As an input, we used the impression section of the 
reports. If the impression section was missing, we used the 
description section (this occurred in 23.7% (309/1306) of 
the reports in the training set and in 27.5% (275/1000) of 
the reports in the test set). The input text was converted to 
lowercase and split into sentences.

We experimented with different preprocessing steps: 
stop word removal (using the Dutch stop word list in the R 
package stopwords), stemming (reducing words to their base 
form, using the Dutch stemmer in R package SnowballC), 
and removal of phrases that indicated negated, previously 
known or stable findings. Phrases were removed by search-
ing the report for any of a small set of trigger words (the 
Dutch equivalents of “not,” “no,” “without,” “known,” and 
“unchanged”). If a trigger word was found, that word and 
all words following it until the end of the sentence were 
discarded. The remaining text was then split into n-grams 
(sequences of n words, we varied n from 1 to 3), which were 
used as features to train the classifiers. In order not to bias 
the classifier for actionable findings, we removed all com-
munication mentions that had been annotated in the training 
set before training the classifier.

Each report was assigned a binary label for actionable 
findings, where a value of 1 indicated the presence of a final 
annotation of category 1, 2, or 3, and a value of 0 indicated 
absence. Similarly, binary labels were assigned for the pres-
ence or absence of communication mentioned in the reports. 
Classifiers were trained on the training set using tenfold 
cross-validation. For the actionable findings, we trained a 
random forest classifier (method ranger in the R package 
caret) [14]; for the communication detection, we trained a 
rule-based classifier, JRip (Weka tool kit) [15], an imple-
mentation of the RIPPER algorithm [16]. The performance 
of the final models was tested on the test set.

Evaluation

The annotations of actionable findings by the two radiolo-
gists were collected in a 2 × 2 confusion matrix indicating 
the presence (category 1, 2, or 3) or absence of an action-
able finding in the reports. From this matrix, interannota-
tor agreement scores were derived: accuracy (proportion of 
agreement) and the kappa coefficient (proportion agreement 
corrected for chance agreement). The final annotations were 

taken as the reference for the training and evaluation of the 
classifiers.

Performance of the classifiers was measured by the area 
under the receiver operating characteristic curve (AUC) on 
the training set using tenfold cross-validation and on the test 
set. Sensitivity or recall (proportion of positive cases that are 
correctly classified), specificity (proportion of negative cases 
that are correctly classified), positive predictive value (PPV) 
or precision (proportion of positive classified cases that are 
correct), and negative predictive value (NPV) (proportion of 
negative classified cases that are correct) were computed for 
specific probability cutoffs.

For statistical tests, a p value ≤ 0.05 was considered 
significant.

Results

Annotations

The confusion matrices of the radiologists’ annotations of 
actionable findings in the training and test sets are shown in 
Table 1. The accuracy and kappa coefficient for the training 
set were 0.866 (1,131/1,306) and 0.715, respectively, and 
for the test set 0.868 (868/1,000) and 0.696. Of the discrep-
ancies between the radiologists in the test set, the majority 
(94/132) were annotations where one radiologist indicated 
a category 3 actionable finding and the other no action-
able finding. Most of these differences may be explained 
by the usage of qualitative modifiers in the lists of action-
able findings provided in the Appendix of the ACR Work 
Group report[1], e.g., clinically significant, highly sugges-
tive, probable, suspected, or mild. The interpretation of these 
terms can vary between the annotators, leading to reduced 
agreement scores. Of the differences between category 2 
and no actionable finding annotations (38/132), the major-
ity could be attributed to a different assessment of whether 
a finding was previously known (and thus whether it should 
be labeled as actionable). Differences between category 1 
and no actionable finding annotations did not occur. Two 
examples of annotator disagreement are given in the Sup-
plementary Material.

Table 1  Confusion matrices of annotations of actionable findings in 
radiology reports of the training and test sets by two radiologists

Annotator 2

Annotator 1 No actionable 
finding

Actionable 
finding

Training set No actionable finding 808 137
(n = 1,306) Actionable finding 41 320
Test set No actionable finding 616 87
(n = 1,000) Actionable finding 45 252
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Based on the final annotations, the training set contained 
555 reports with actionable findings, and the test set 325. 
Mentions of communication between interpreting radiologist 
and referring physician were annotated in 125 reports of the 
training set, and in 44 reports of the test set.

Actionable finding classifier

The classifier for actionable findings was trained on the 
training set using default hyperparameters (number of 
trees = 500, unlimited tree depth, minimum node size = 1, 
Gini splitting rule), except for mtry (the number of variables 
to possibly split at in each node) which was optimized. We 
constructed various feature sets by taking all combinations 
of the following settings: removal of stop words yes or no; 
word stemming yes or no; removal of negated, known or 
stable findings yes or no; and use of unigrams only, unigrams 
and bigrams, or unigrams, bigrams and trigrams. The highest 
tenfold cross-validated performance, with an AUC of 0.894 
(95% confidence interval (CI) 0.876–0.911), was obtained 
for a feature set of unigrams after stemming and removal of 
negated, known, and stable findings, and an mtry of 20. Test-
ing this classifier on the test set resulted in an AUC of 0.876 
(95% CI 0.854–0.898). Figure 1 shows the corresponding 
ROC curve, and Fig. 2 the precision-recall curve. The curves 
show the different combinations of sensitivity, specificity, 
and PPV that can be obtained by varying the probability 
cutoff. For example, a classifier with 0.8 specificity will have 
a sensitivity of 0.791 and a PPV of 0.647, or a classifier 
with 0.9 specificity will have 0.610 sensitivity and 0.745 

PPV. A few examples of actionable finding classifications 
are provided in the Supplementary Material. The model and 
the script to generate the feature sets are available at github.
com/mi-erasmusmc/ActionableFindingsClassifier.

We have done a subanalysis of the classifier performance 
per modality. The report distribution across modalities is 
given in Table 2 for the training and test set. This random 
sample reflects the distribution of reports among the dif-
ferent modalities in routine clinical practice at our institu-
tion. Conventional X-ray was the modality with the largest 
number of reports, while ultrasonography and MRI had the 
smallest number of reports. On the test set, the AUCs of the 
actionable finding classifier were 0.874 for X-ray, 0.897 for 
CT, 0.871 for ultrasonography, and 0.784 for MRI.

To determine whether the classifier performs differently for 
the three categories of actionable findings, we analyzed the 
distribution of the classifier probabilities for each category. 
Figure 3 shows that the classifier probabilities for category 1 
are generally higher than those for categories 2 and 3, indicat-
ing that the classifier, given a probability cut-off, is less likely 
to miss actionable findings in category 1 than in categories 2 

Fig. 1  ROC curve for the classifier of actionable findings on the test 
set

Fig. 2  Precision-recall curve for the classifier of actionable findings 
on the test set

Table 2  Number of reports per modality for the training and test sets

Modality Training set (n = 1,306) Test set (n = 1,000)

Conventional X-ray 598 (45.8%) 519 (51.9%)
Computed tomography 415 (31.8%) 238 (23.8%)
Ultrasonography 156 (11.9%) 122 (12.2%)
Magnetic resonance 

imaging
137 (10.5%) 121 (12.1%)
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and 3. We also compared relative word frequencies in reports 
that were classified false-negatively and true-positively, and 
in reports classified false-positively and true-negatively. We 
made scatter plots of the relative word frequencies in each 
pair of report sets, showing words that are overrepresented 
or underrepresented in the false-positive and false-negative 
reports (see Figures S1 and S2 in the Supplementary Material).

Communication mention classifier

The classifier for the detection of communication mentions 
was trained on the training set after negation removal and 
using unigrams as features. Figure 4 gives the resulting deci-
sion rule (with English translations of the Dutch unigrams in 
square brackets). The tenfold cross-validation estimate for 
sensitivity was 0.913 (114/125) (95% CI 0.849–0.950) and 
for specificity 0.993 (1,173/1,181) (95% CI 0.987–0.997). 
On the test set, sensitivity and specificity were 0.841 
(37/44) (95% CI 0.706–0.921) and 0.990 (946/956) (95% 
CI 0.981–0.994), respectively, giving a PPV of 0.787 (37/47) 
(95% CI 0.651–0.880) and an NPV of 0.993 (946/953) (95% 
CI 0.985–0.996). The differences in sensitivity and speci-
ficity between training and test sets were not statistically 
significant (p > 0.10, Fisher’s exact test).

Discussion

We developed classifiers to detect actionable findings in rou-
tinely delivered radiology reports and to detect mentions of 
communication between the interpreting radiologist and the 
referring physician about these findings. Using a simple, 

straightforward approach, we obtained good to excellent 
performance results on an independent test set.

We are not the first to automatically detect actionable 
findings in radiology reports. Previous studies have reported 
different approaches, often with excellent results [2–11]. 
However, almost all of these studies focused on the detec-
tion of a limited set of findings, often related to a specific 
modality or organ system. We aimed at detecting all action-
able findings in routinely delivered radiology reports, which 
makes our classification task more difficult and performance 
results difficult to compare.

Our natural language processing approach is straightfor-
ward and practical. We used simple bag-of-words features 
(n-grams) and only performed basic preprocessing steps. 
More sophisticated features have been proposed, including 
those based on topic modeling and word embeddings, but 
bag-of-words-based models achieved competitive results in a 
comparative study of different feature sets for the classifica-
tion of critical findings in head CT reports [8]. In the past, 
very good results have been reported for rule-based systems, 
in which the rules were manually crafted [2, 6, 17]. How-
ever, this approach is time-consuming and requires the active 
involvement of radiologists, which may be problematic in a 
demanding clinical environment. We only asked radiologists 
to label the reports in the training and test sets, which takes 
considerably less time and effort.

Very few studies investigated the automatic detection of 
communication mentions of actionable findings in radiology 
reports. Some researchers addressed related tasks, such as 
the automatic identification of clinically important recom-
mendations [18], recommendations for additional imaging 
[19] or subsequent action [2]. To our knowledge, only two 
studies tried to detect the communication of critical results 
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Fig. 3  Distribution of the classifier probabilities in the test set for dif-
ferent categories of actionable findings according to the reference

Fig. 4  Automatically constructed decision rule for detecting docu-
mentation of communication between interpreting radiologist and 
referring physician in Dutch radiology reports. English translations of 
the Dutch terms are shown in brackets
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[11, 20]. Lakhani et al. [20] developed and iteratively refined 
a set of hand-crafted pattern-matching rules that combined 
words and phrases used to indicate nonroutine communica-
tion. The system performed extremely well, with a recall of 
98.2% and a precision of 97.0%, but was not made publicly 
available. Meng et al. [11] used a keyword-based approach 
to identify documentation of communication in reports 
with findings that require “prompt communication.” They 
selected keywords based on the similarity of distributional 
semantic representations with the word “communicated,” 
but did not report the performance of their approach.

Regarding our machine-learning algorithms, we chose to 
use random forests for classifying the actionable findings. 
Random forests have been shown to be among the best clas-
sifiers on a wide variety of problems [21]. For the commu-
nication detection, we used a decision-rule learner. Random 
forests also performed well on this task (data not shown), 
but the decision rules have the advantage that they are com-
prehensible and can manually be optimized. For example, 
based on an analysis of the errors on the test set, we noticed 
four additional keywords that appeared to be related to com-
munication mentions and were missing from our original 
decision rule. When these were added, sensitivity improved 
to 97.7% while specificity remained the same at 99.0%. Of 
note, these results should still be corroborated on a new, 
independent test set.

The interannotator agreement scores on our training and 
test sets are moderate, indicating that the classification of 
actionable findings is a difficult task. The performance of 
our classifier should be judged in view of this interannotator 
agreement. While the performance of the classifier is not yet 
on par with human performance, the difference is not large.

The performance subanalysis of the specific categories of 
actionable findings indicated that our classifier is less likely 
to miss actionable findings in category 1 than in categories 
2 and 3. While we consider a high sensitivity for detecting 
actionable findings in the most severe category beneficial, 
actionable findings in any category can have clinical conse-
quences and adequate detection and communication for all 
categories remains important. The subanalysis of the perfor-
mance per modality showed that our classifier performs best 
for CT reports, slightly less for X-ray and ultrasonography, 
and least well for MRI (although the AUC of 0.784 may still 
be considered acceptable). The lower performance for MRI 
might be due to the relatively small number of MRI reports 
in our training set, possibly in combination with a high level 
of detail in reports on MRI examinations that may obfuscate 
actionable findings.

As to the practical use of the classifiers, we plan to incor-
porate them in a dashboard for quality control of radiological 
reporting that is currently being developed in our hospital. 
The classifier for detection of actionable findings will pro-
vide an estimate of the prevalence of actionable findings, 

while the classifier for detection of communication men-
tions will allow to assess trends and guideline adherence for 
reporting of actionable findings.

A possible quality control use scenario is the detection 
and validation of reports that contain an actionable find-
ing without mention of nonroutine communication. The 
sensitivity of the actionable finding classifier determines 
how many reports with an actionable finding will be missed 
(false-negatives) and has to be balanced against the speci-
ficity, which determines the number of reports without an 
actionable finding that are classified as containing an action-
able finding (false-positives). The sensitivity and specificity 
of the classifier can be adjusted by changing the probability 
threshold, dependent on user preferences. The communica-
tion mention classifier would then filter the reports that do 
not contain nonroutine communication. For this, a high NPV 
is wanted, that is, a high probability that the report does not 
contain nonroutine communication if the classifier does not 
find it. This is indeed the case for the communication men-
tion classifier, which has an NPV of 0.993.

Another application for daily clinical practice would be 
the incorporation of these algorithms into reporting systems. 
Although further performance improvement is required, 
these types of algorithms could alert the reporting radi-
ologist to actionable findings so that appropriate action is 
assured.

Alternative approaches to natural language processing, 
based on standard operating procedures and structured 
reporting [22], may also help to improve the reporting of 
actionable findings, e.g., by providing a button in the radiol-
ogy information system to report an actionable finding, or by 
using a keyboard shortcut to generate a standard statement 
on nonroutine communication. In practice, however, these 
procedures may not always be adhered to by radiologists and 
a quality control tool to check whether actionable findings 
are reported according to the guidelines will still be relevant.

Our study has several limitations. First, we developed 
and tested our classifiers in only one university hospital. 
Further testing in other hospitals is necessary to establish 
whether the classifiers can be applied in different settings. 
Second, we have only tested our algorithms on Dutch radiol-
ogy reports. While the bag-of-words approach is relatively 
simple to apply in other languages, it remains to be evaluated 
whether the algorithms would produce equally good results. 
Third, our simple approach of phrase removal worked well 
for our set of reports but may be too simplistic for other 
settings or languages. Finally, the size of our data set is still 
relatively small. More data may allow to further increase 
classifier performance. More data would also allow to train 
classifiers that discriminate between the three categories 
of actionable findings (or even between specific actionable 
findings), for which the current data set is not large enough.

4001European Radiology  (2022) 32:3996–4002

1 3



In conclusion, automatic detection of actionable find-
ings and subsequent communication in routinely delivered 
radiology reports is possible. This can serve quality con-
trol purposes and may alert radiologists to the presence of 
actionable findings during reporting.
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