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Abstract
Objectives To evaluate the performance of interpretable machine learning models in predicting breast cancer molecular 
subtypes.
Methods We retrospectively enrolled 600 patients with invasive breast carcinoma between 2012 and 2019. The patients were 
randomly divided into a training (n = 450) and a testing (n = 150) set. The five constructed models were trained based on 
clinical characteristics and imaging features (mammography and ultrasonography). The model classification performances 
were evaluated using the area under the receiver operating characteristic (ROC) curve (AUC), accuracy, sensitivity, and 
specificity. Shapley additive explanation (SHAP) technique was used to interpret the optimal model output. Then we choose 
the optimal model as the assisted model to evaluate the performance of another four radiologists in predicting the molecular 
subtype of breast cancer with or without model assistance, according to mammography and ultrasound images.
Results The decision tree (DT) model performed the best in distinguishing triple-negative breast cancer (TNBC) from 
other breast cancer subtypes, yielding an AUC of 0.971; accuracy, 0.947; sensitivity, 0.905; and specificity, 0.941. The 
accuracy, sensitivity, and specificity of all radiologists in distinguishing TNBC from other molecular subtypes and Luminal 
breast cancer from other molecular subtypes have significantly improved with the assistance of DT model. In the diagnosis 
of TNBC versus other subtypes, the average sensitivity, average specificity, and average accuracy of less experienced and 
more experienced radiologists increased by 0.090, 0.125, 0.114, and 0.060, 0.090, 0.083, respectively. In the diagnosis of 
Luminal versus other subtypes, the average sensitivity, average specificity, and average accuracy of less experienced and 
more experienced radiologists increased by 0.084, 0.152, 0.159, and 0.020, 0.100, 0.048.
Conclusions This study established an interpretable machine learning model to differentiate between breast cancer molecular 
subtypes, providing additional values for radiologists.
Key Points  
• Interpretable machine learning model (MLM) could help clinicians and radiologists differentiate between breast cancer 
   molecular subtypes.
• The Shapley additive explanations (SHAP) technique can select important features for predicting the molecular subtypes 
   of breast cancer from a large number of imaging signs.
• Machine learning model can assist radiologists to evaluate the molecular subtype of breast cancer to some extent.

Keywords Interpretable machine learning · Molecular subtype breast cancer · Mammography and ultrasonography · 
BI-RADS · Computer-aided diagnosis

Abbreviations
AUC   Area under curve
BI-RADS  Breast Imaging Reporting and Data System
CC  Craniocaudal
DT  Decision tree
ER  Estrogen receptor
FISH  Fluorescence in situ hybridization
HER2  Human epidermal growth factor receptor 2
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ICC  Intraclass correlation coefficient
IHC  Immunohistochemistry
KNN  k-Nearest neighbor
LR  Logistic regression
ML  Machine learning
MLM  Machine learning model
MLO  Mediolateral oblique
NB  Naive Bayes
NFL  No free lunch
PR  Progesterone receptor
RF  Random forest
ROC  Receiver operating characteristic
SHAP  Shapley additive explanations
SVM  Support vector machine
TNBC  Triple-negative breast cancer
US  Ultrasonography

Introduction

Breast cancer is a major public health problem worldwide 
as it remains the most common malignancy among women 
[1]. Its incidence rate of breast cancer is increasing almost 
annually worldwide, although its mortality rate is declining 
in many countries, including China [2]. As a heterogene-
ous disease, it is classified by the St. Gallen guidelines into 
four molecular subtypes: Luminal A, Luminal B, human 
epidermal growth factor receptor 2 (HER2), and triple-neg-
ative breast cancer (TNBC) [3, 4]. Early recognition of the 
molecular subtype of breast cancer is essential for timely and 
specific clinical treatment, improving therapeutic options and 
patient prognosis [5, 6].

Mammography and ultrasonography (US) are the primary 
imaging modalities used for breast cancer screening, diagnosis, 
staging, treatment response assessment, and follow-up [7–9]. 
The imaging manifestations of breast cancer are different with 
different molecular subtypes. The Luminal subtype shows 
spiculated margins and posterior acoustic shadow [10, 11], the 
HER2 subtype shows calcification and a posterior mixed acous-
tic pattern [11, 12], and the TNBC subtype shows indistinct 
margins and posterior acoustic enhancement [11]. Therefore, 
imaging features such as tumor shape, margins, and calcifi-
cation could be used to differentiate breast cancer molecular 
subtypes.

Recently, machine learning (ML) methods have become 
popular. These gain increasing attention in medicine because 
they can accurately process large amounts of data [13, 14]. How-
ever, although significant attention has been paid to improving 
the predictive performance of ML models, interpreting the pre-
dictions currently is an under-investigated area [15, 16]. So the 
concept of interpretable ML method is gradually introduced 
into clinical decision support systems and medical research. 
The interpretable models allow radiologists to focus on rational 

decisions, ensure proper model operation, and reproduce image-
based reasoning, and disease diagnosis [17]. Moreover, ration-
alizing model decisions would assign priority to meaningful 
predictions, help to extract important knowledge from ML 
models, and also increase the acceptance of and confidence in 
predictions in the molecular subtype of breast cancer research. 
Currently, simple models such as decision tree (DT), k-nearest 
neighbor (KNN), logistic regression (LR), and naive Bayes 
(NB), this decision-making process of models is easy to under-
stand. However, some machine learning algorithms are complex, 
and users cannot interpret the outcomes of the complex machine 
learning models, e.g., the random forest (RF) and support vec-
tor machine (SVM). Their decision-making process is not as 
straightforward as the simple models [18].

Therefore, we established breast cancer molecular subtype 
models based on Shapley additive explanations (SHAP) [19]. 
It is a local interpretation method from game theory. This tech-
nique can provide an unbiased assessment of each variable’s 
contribution to the model performance when the variables are 
not entirely independent, which means that the contribution 
of every feature is taken into account individually. With the 
advancements in SHAP value visualization methods, the tech-
nique is widely used to analyze data. Here, it is important to note 
that the SHAP methodology is a unified framework for explain-
ing the output of any machine learning model. Furthermore, 
it can also interpret the decision-making process of each case.

This study constructed ML models to differentiate between 
the molecular subtypes based on clinical characteristics and 
imaging features. The imaging features were derived based on 
the Breast Imaging Reporting and Data System (BI-RADS) 
[20]. We also evaluated the performance of more and less expe-
rienced radiologists in differentiating between the molecular 
subtypes with or without model assistance.

Materials and methods

Patients

The institutional review board approved this retrospective study 
and waived the need for written informed consent. We identified 
600 consecutive female patients, from 2012 to 2019, with inva-
sive breast cancer diagnosis and available preoperative mam-
mography and US at our institution. The inclusion criteria were 
as follows: (1) diagnosed with invasive breast carcinoma; (2) 
underwent mammography and US before surgery or biopsy; (3) 
available clinical characteristics; and (4) did not receive irradia-
tion, hormonal therapy, or chemotherapy before surgery. The 
exclusion criteria were as follows: (1) incomplete imaging data, 
or only mammography or US examination was performed; (2) 
missing or incomplete clinical characteristics; (3) received any 
therapy before mammography and US; and (4) with bilateral 
breast cancer and occult breast cancer (Fig. 1).
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Mammography

The patients were scanned using the Siemens Mammomat 
Novation (Siemens Healthineers) or Hologic Selenia full-
field digital mammography systems (Hologic Gen-Probe). 
The general imaging conditions were 27–32 kV and 28–68 
mAs. Craniocaudal and mediolateral oblique images were 
obtained for each patient.

Ultrasonography

US images were acquired using an Aixplorer scanner and 
a Philips iU 22 US system with 7.5–10-MHz linear probes. 
Bilateral breast US scanning was performed in search of 
possible lesions. Once a breast lesion was detected, and the 
recorded data included location and two-dimensional (2D) 
and color Doppler characteristics. The 2D characteristics 
included shape, margin, and inner and posterior echoes.

Mammography and ultrasonography imaging signs

Imaging findings were assessed by three experienced radi-
ologists specializing in breast imaging with 10 years of 
experience in interpreting breast mammography and the 
US. Three radiologists independently evaluated the imag-
ing signs and recorded them on the form. Moreover, they 
were blinded to molecular subtype of the lesion. If the three 
radiologists agreed on assessing a particular imaging sign, 
this imaging sign was used as the final result. If the three 

radiologists were inconsistent in evaluating the imaging 
sign, the one with the most votes was selected as the final 
result. All lesions were interpreted based on the BI-RADS 
lexicon. Recorded mammographic features included masses, 
calcification, architectural distortion, asymmetries, and other 
related signs. We define the mass US echo pattern as ane-
choic, homogeneous, or heterogeneous. Areas with homo-
geneous echo were defined as isoechoic, hyperechoic, and 
hypoechoic. Fifty image signs (30 from mammography, 20 
from US) were identified (Table 1). An example from one 
patient is illustrated in Fig. 2.

Clinical information

Clinical information retrieved for each patient included age, 
menarche age, breast cancer family history, menopausal 
status, history of nipple discharge, and skin abnormalities 
(Table 2). The family breast cancer history was defined as 
occurrence in a first-degree relative [21].

Pathological analysis

Histopathological reports from excisional biopsies, breast-
conserving surgeries, or mastectomy specimens were 
reviewed. Estrogen receptor (ER), progesterone receptor 
(PR), human epidermal growth factor receptor 2 (HER2) 
status, and Ki-67 index were used to define the molecular 
subtypes. These parameters were determined by immuno-
histochemistry. ER or PR status was considered positive if 

Fig. 1  Flowchart showing 
study population and exclusion 
criteria
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over 1% of the nuclei stained positive [22]. Positive HER2 
expression was defined by an immunohistochemistry score 
of 3 + or fluorescence in situ hybridization (FISH) ampli-
fication with a ratio ≥ 2.0. A Ki-67 of 14% was considered 
a positive expression [23]. Breast cancer was classified as 
Luminal A when ER and/or PR was positive, HER2 nega-
tive, and Ki-67 < 14%; Luminal B when ER and/or PR was 
positive, HER2 negative, and Ki-67 ≥ 14% or positive for 
ER and/or PR and HER2, irrespective of Ki-67 expression; 

HER2 when ER and PR were negative and HER2 positive; 
and TNBC when ER, PR, and HER2 were negative.

Model establishment and interpretability analysis

The 600 patients were randomly divided into a training set 
of 450 patients and a test set of 150 patients. The follow-
ing prediction binary classification tasks were performed: 
(1) Luminal versus other subtypes, (2) HER2 versus other 
subtypes, (3) TNBC versus other subtypes, (4) ER-positive 
versus ER-negative, (5) PR-positive versus PR-negative, (6) 
HER2-positive versus HER2-negative, and (7) high Ki-67 
(Ki-67 proliferation index ≥ 14%) versus low Ki-67 (Ki-67 
proliferation index < 14%).

Before the sample feature data is put into the model for 
classification, the data was preprocessed first. In the dataset 
used in the study, age and menarche age is continuous vari-
able, and the rest is classified. For continuous, we adopted 
standardization for age and menarche age to speed up the 
training, but for multi-classification variables, we used one-
hot encoding. The optimal variables were estimated by t-test, 
χ2 test, or Fisher’s exact test after excluding errors or incon-
sistencies. The task-relevant pre-selected features (p < 0.05) 
were used to train the DT, KNN, LR, NB, and RF models. 
We used fivefold cross-validation to build the models based 
on the training set and then validated their performance using 
the test set. We used SHAP values to evaluate the contri-
bution of each feature to the optimal model and influence 
of decision for particular cases. Then, we can obtain SHAP 
values with the SHAP package to interpret model predictions.

Auxiliary reading examination design

A fully crossed multi-radiologist evaluation in two sessions 
(separated by at least four weeks) was performed to test image 
reading with and without the optimal model support. Among 
the 150 test sets, 71 and 64 cases were Luminal subtype breast 
cancer, and TNBC, respectively. Therefore, this part focused 
on TNBC and other molecular subtypes, and Luminal subtype 
and other molecular subtypes.

Two less experienced radiologists (1–3 years) and two 
more experienced radiologists (5–10 years) aimed to dif-
ferentiate TNBC and other molecular subtypes, and Lumi-
nal subtype and other molecular subtypes in each session 
based on the mammography and US images, respectively. 
The radiologists mentioned here were different from those 
who extracted the signs.

The radiologists read the 150 test images during each 
session, with or without the support of the optimal model. 
All radiologists were familiar with the lesion locations on 
the mammography and US images but were blinded to the 
patient’s immunohistochemistry results. The patients’ clin-
ical information was provided to the four evaluators. The 

Table 1  Mammography and ultrasonography (US) signs based on the 
Breast Imaging Reporting and Data System (BI-RADS) manual

Mammography features Ultrasound features

Breast density   31. Mass
  1. Almost entirely fatty tissue Mass shape
  2. Scattered areas of fibrog-

landular density
  32. Oval/round

  3. Heterogeneously dense   33. Irregular
  4. Extremely dense Mass margin
  5. Mass   34. Circumscribed

Mass density   35. Indistinct
  6. High density   36. Angular
  7. Equal density   37. Microlobulated
  8. Low density/fat-containing   38. Speculated

Mass shape Mass orientation
  9. Oval/round   39. Parallel
  10. Irregular   40. Not parallel

Mass margin Mass echo pattern
  11. Circumscribed   41. Anechoic
  12. Obscured   42. Homogeneous
  13. Microlobulated   43. Heterogeneous
  14. Speculated Mass posterior acoustic features
  15. Indistinct   44. No posterior acoustic 

features
  16. Calcifications   45. Shadowing

Calcifications morphology   46. Enhancement/others
  17. Amorphous   47. Calcifications
  18. Coarse_heterogeneous Mass vascularity
  19. Fine_pleomorphic   48. Absent
  20. Fine_linear_branching   49. Internal vascularity

Calcifications distribution   50. Vessels in rim
  21. Regional
  22. Grouped
  23. Diffuse
  24. Linear/segmental
  25. Architectural distortion
  26. Asymmetries
  27. Nipple retraction
  28. Nipple invasion
  29. Skin retraction
  30. Skin thickening
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radiologists were trained individually before each session 
with 10 examinations that were not included in the trial. 
The training was intended to familiarize the radiologists 
with the evaluation workstations and criteria.

The sensitivity, accuracy, and specificity of the judgments 
of the more and less experienced radiologists, with and with-
out the model support, were calculated.

Statistical analyses

Inter-observer agreement with three radiologists was 
described using the intra class correlation coefficient (ICC). 
All ICC values were determined using SPSS [24]. Repro-
ducibility was defined as poor (ICC < 0.40), fair to good 
(ICC = 0.40–0.75), or excellent (ICC > 0.75).

Fig. 2  A 37-year-old woman 
with TNBC breast cancer. 
Left craniocaudal (CC) and 
mediolateral oblique (MLO) 
views revealed an indistinct 
mass without calcification in the 
upper-outer quadrant of breast, 
which was categorized as BI-
RADS category 4B. US image 
showed an irregular hypoechoic 
mass with an indistinct margin. 
Doppler imagery showed the 
distribution of vessels inside 
the mass

Table 2  Clinical information of the overall patient population

* Numbers are means ± standard deviations

Classification Age (y)* Menarche age (y)* Family history Post-menopausal Nipple discharge Skin abnormality

Luminal A 50.20 ± 11.21 14.36 ± 1.58 1 34 4 11
Luminal B 46.80 ± 11.62 14.39 ± 1.87 10 80 13 23
HER2 49.29 ± 11.07 14.38 ± 1.76 5 62 8 15
TNBC 45.54 ± 10.83 14.22 ± 1.80 6 32 3 9
ER + 47.68 ± 11.74 14.35 ± 1.79 11 110 17 33
PR + 47.19 ± 11.30 14.33 ± 1.75 10 98 16 31
HER2 + 48.69 ± 11.28 14.41 ± 1.76 9 88 9 20
Low Ki-67 50.32 ± 11.22 14.38 ± 1.60 4 42 6 14
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The predictive discrimination abilities of the models were 
assessed using the area under the receiver operating char-
acteristic (ROC) curves (AUCs), and the sensitivity, speci-
ficity, and accuracy were also calculated. The DeLong test 
was used to compare the differences in the AUC values of 
different models. The 95% confidence intervals (CIs) for the 
AUCs were obtained using the MedCalc software, version 
16.2 (MedCalc Software Ltd.).

We used t-test, χ2 test, or Fisher’s exact test to select sta-
tistically significant variables to build the model. The sensi-
tivity, specificity, and accuracy of each radiologist with and 
without model assistance were calculated with McNemar’s 
test. ICC, t-test, χ2 test, Fisher’s exact test, and McNemar’s 
test were conducted using IBM SPSS Statistics for Win-
dows, version 20.0 (IBM Corp.). Differences with p < 0.05 
were considered statistically significant.

Results

Our study population consisted of 600 patients (age: 
mean ± SD, 47.59 ± 11.37 years; range, 22–87 years). Over-
all, the radiologists showed excellent agreement in their 
feature assessment in the mammography and US images 
(ICC = 0.748–0.962; p < 0.001). Exact ICC values for each 
sign are presented in Table S1. Among the 56 variables 
included 50 imaging features and 6 clinical information; 
those with p < 0.05 were used to build the machine models. 
The pre-selected feature sets for each category are shown 
in Table S2. The results from the multivariate models are 
presented in Table 3. The ROC curves of the machine learn-
ing models established based on the pre-selected feature set 
are shown in the supplementary information Fig. S1.

The pre-selected feature set of the optimal model was 
evaluated by the SHAP method, and some of the feature sets 
are shown in Fig. 3 and Fig. S2. The most important features 
for the prediction of the models were identified. Moreover, it 

can also explain the decision-making process of each case, 
as shown in Fig. 4.

Differentiation of one molecular subtype from all 
the others

The DT model showed the best performance in distinguish-
ing TNBC from the other subtypes with an AUC, accuracy, 
sensitivity, and specificity of 0.971 (95% CI, 0.947–0.995), 
0.947, 0.905, and 0.941, respectively. The DT and NB mod-
els differed significantly in differentiating TNBC from the 
other subtypes (p = 0.016). The RF model had the highest 
AUC (0.900; 95% CI, 0.842–0.958) for differentiating the 
Luminal from the other subtypes. Its accuracy, sensitivity, 
and specificity were 0.860, 0.871, and 0.886, respectively. 
The AUCs of RF and KNN models differed significantly in 
differentiating between the Luminal and the other subtypes 
(p = 0.024). The RF model also can achieve AUC of 0.855 
(95% CI: 0.766–0.945) for differentiating between HER2 
and the other subtypes. Its accuracy, sensitivity, and specific-
ity were 0.893, 0.900, and 0.724, respectively.

Differentiation based on individual molecular 
markers

The LR model was the best in distinguishing PR-positive 
from PR-negative and ER-positive from ER-negative, with 
AUC, accuracy, sensitivity, and specificity of 0.879 (95% CI, 
0.813–0.945), 0.860, 0.902, and 0.809 and of 0.878 (95% CI, 
0.816–0.941), 0.867, 0.940, and 0.788, respectively. The LR 
and KNN models differed significantly in their ability to dif-
ferentiate between PR-positive and PR-negative (p = 0.024) 
and between ER-positive and ER-negative (p = 0.006). 
The NB model achieved the highest AUC (0.739, 95% 
CI: 0.636–0.842) for differentiating between high and low 
Ki-67. Its accuracy, sensitivity, and specificity were 0.733, 
0.647, and 0.742, respectively. A significant difference was 
observed between NB and KNN (p < 0.001).

Table 3  AUC of each model when predicting multi-classification tasks in the test set

Note: AUC , area under the curve; CI, confidence interval; ER, estrogen receptor; HER2, human epidermal growth factor; PR, progesterone 
receptor; DT, decision tree; KNN, k-nearest neighbor; LR, logistic regression; NB, naive Bayes; RF, random forest

Name of the task DT KNN LR NB RF
AUC (95% CI) AUC (95% CI) AUC (95% CI) AUC (95% CI) AUC (95% CI)

Luminal vs non-Luminal 0.891 (0.833–0.949) 0.841 (0.774–0.908) 0.896 (0.836–0.956) 0.871 (0.807–0.934) 0.900 (0.842–0.958)
TNBC vs other subtypes 0.971 (0.947–0.995) 0.924 (0.868–0.979) 0.942 (0.890–0.994) 0.881 (0.799–0.964) 0.953 (0.909–0.997)
HER2 vs other subtypes 0.838 (0.742–0.934) 0.834 (0.739–0.929) 0.835 (0.733–0.936) 0.818 (0.708–0.928) 0.855 (0.766–0.945)
ER + vs ER − 0.858 (0.795–0.921) 0.823 (0.756–0.891) 0.878 (0.816–0.941) 0.849 (0.783–0.915) 0.865 (0.799–0.931)
PR + vs PR − 0.859 (0.794–0.925) 0.826 (0.757–0.896) 0.879 (0.813–0.945) 0.855 (0.787–0.923) 0.867 (0.800–0.935)
HER2 + vs HER2 − 0.716 (0.630–0.803) 0.707 (0.617–0.797) 0.744 (0.655–0.833) 0.727 (0.639–0.814) 0.743 (0.655–0.830)
High Ki-67 vs low Ki-67 0.698 (0.584–0.812) 0.557 (0.449–0.665) 0.709 (0.595–0.822) 0.739 (0.636–0.842) 0.677 (0.563–0.791)
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Radiologists assessment with and without the 
selected model support

As the DT model achieved the highest AUC in differentiat-
ing between TNBC and the other subtypes, it was selected as 
the optimal model to help radiologists diagnose the molec-
ular subtype of breast cancer. We compared the diagnos-
tic performances of the four radiologists in distinguishing 
TNBC from the other subtypes, Luminal breast cancer from 
the other subtypes with and without the DT model support 
(Tables 4 and 5). The accuracy, sensitivity, and specificity 
of all radiologists have improved with the help of the DT 
model.

In the diagnosis of TNBC versus other subtypes, the 
average sensitivity, specificity, and accuracy among the 
less experienced radiologists were 0.630, 0.780, and 0.730 
unaided and 0.720, 0.905, and 0.844 aided, respectively. The 
parallel values for the more experienced radiologists were 
0.760, 0.775, 0.767 unaided and 0.820, 0.865, and 0.850 
aided, respectively. The average sensitivity, specificity, and 
accuracy of less experienced and more experienced radiolo-
gists increased by 0.090, 0.125, and 0.114 and by 0.060, 
0.090, and 0.083, respectively.

In the diagnosis of Luminal versus other subtypes, the 
average sensitivity, average specificity, and average accuracy 
among the less experienced radiologists were 0.553, 0.573, 
and 0.617 unaided and 0.637, 0.725, and 0.776 aided, respec-
tively. The parallel values for the more experienced radiolo-
gists were 0.722, 0.652, 0.767 unaided and 0.740, 0.752, and 
0.815 aided, respectively. The average sensitivity, average 

specificity, and average accuracy of less experienced and 
more experienced radiologists increased by 0.084, 0.152, and 
0.159 and by 0.020, 0.100, and 0.048, respectively.

Discussion

Identification of the subtype-specific molecular characteris-
tics of human breast cancer has important implications for 
clinical treatment options, disease progression, and, ulti-
mately, patient prognosis. Our study developed and estab-
lished ML models based on clinical and imaging signs to 
differentiate between breast cancer molecular subtypes and 
reproduce image-based reasoning and diagnosis of the dis-
ease. The imaging signs extracted based on the BI-RADS 
lexicon ensured that the study could be easily replicated and 
established in other medical environments. Furthermore, the 
ML models are expected to help radiologists, and other clini-
cians recognize imaging signs that are important for breast 
cancer molecular subtype classification.

Among the five models, the DT model was best in distin-
guishing between TNBC and the other subtypes, with an AUC 
of 0.971. The pre-selected feature set of the DT model was 
further explained by the SHAP method. The two most impor-
tant features for differentiating TNBC from the other subtypes 
in the DT model were indistinct margins and calcification 
on mammography, as in previous studies [25, 26]. Ko et al 
[27] have emphasized pointed that TNBC is less frequently 
associated with calcifications on mammography. Masses with 
indistinct margins and fine linear calcification branching on 

Fig. 3  The pre-selected feature 
sets of the optimal model were 
evaluated through the Shapley 
additive explanations. The 
features are listed in descend-
ing order according to their 
contribution to the predict of 
the molecular subtype of breast 
cancer

Luminal vs. other subtypes (RF)  HER2 vs. other subtypes (RF)

TNBC vs. other subtypes (DT)   ER positivity vs. ER negativity (LR) 
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mammography were the top features of the optimal model 
that differentiated between Luminal and non-Luminal and 
ER-positive and ER-negative. However, Wang et al [26] have 
recently reported that ER-positive tumors might also manifest 
as spiculated masses. Huang et al [28] have also found that the 
Luminal subtypes were positively associated with spiculated 
margins. The mass margin of the ER-positive and Luminal 
subtypes in our study contrasted with that in the study by 

Wang et al [26]. The RF model achieved the highest AUC of 
0.855 than other models for distinguishing HER2 from the 
other subtypes. Its best predictive features were related to cal-
cification, including morphology and distribution. Similar to 
our results, others reported that HER2 breast cancer exhibited 
typical calcification with mostly fine pleomorphic or fine lin-
ear branching [29, 30]. These results indicated that the model 
we established was reliable.

Fig. 4  A 51-year-old woman 
with invasive ductal carcinoma 
in the left breast. Left CC (a) 
and MLO (b) views revealed 
fine pleomorphic, fine linear 
branching calcifications with 
linear/segmental. US image (c) 
showed an irregular hypoechoic 
mass with spiculated margin, 
shadowing posterior feature, 
calcification. Doppler imagery 
showed no blood supply to the 
lesion. Immunohistochemistry 
showed ER ( −), PR ( −), HER2 
(3 +), Ki-67 (+ , 25%), so the 
lesion was HER2 subtype (d). 
The pre-selected feature set of 
the optimal model was further 
explained by the SHAP tech-
nique (e). Tumor with calcifica-
tion, including morphology and 
distribution on mammography, 
was the top features for predict-
ing the molecular subtype

(a)                        (b)

(c)                         (d)

(e)

Table 4  Measures of diagnostic performance were calculated for the four radiologists in differentiating TNBC from other subtypes of breast can-
cer under different conditions

Note: p values were calculated by using McNemar test

Diagnostic value Less experienced More experienced

Radiologist 1 Radiologist 2 Radiologist 3 Radiologist 4

Unaided Aided p Unaided Aided p Unaided Aided p Unaided Aided p

Sensitivity 0.540 0.660 0.263 0.720 0.780 0.648 0.759 0.820 0.549 0.760 0.820 0.510
Specificity 0.850 0.940 0.022 0.710 0.870 0.004 0.770 0.880 0.215 0.780 0.850 0.030
Accuracy 0.747 0.847 0.014 0.713 0.840 0.008 0.760 0.840 0.019 0.773 0.860 0.020
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Nowadays, many studies [31, 32] on breast cancer molecular 
subtypes are based on radiomics. In our study, an interpretable 
ML model for the prediction of molecular subtype of breast 
cancer was established by using imaging signs and clinical 
information. It can help radiologists better understand how the 
models work and present a process that reproduces image-based 
reasoning and disease diagnosis. Some of the results of our 
studies were slightly higher than those that were beneficial to 
the prediction of molecular subtype of breast cancer by radiom-
ics. In this study, the DT model showed the best performance 
in distinguishing TNBC from the other subtypes. A study by 
Ma et al has extracted radiomics features from mammography 
for determining TNBC status, with an AUC value of 0.865, 
which was far less than that of our model [33]. Additionally, the 
RF model had the best AUCs of 0.900 and 0.855 for Luminal 
and non-Luminal breast cancers, and for HER2 and non-HER2 
breast cancers, respectively. These results were higher than the 
AUCs of 0.796 and 0.784 reported by Ma et al [33]. In this 
study, the LR model was the best of ER-positive and ER-nega-
tive breast cancer, and PR-positive and PR-negative breast can-
cer, with an AUC of 0.878 and 0.879, respectively. The AUC 
predicted by this model for both ER-positive and ER-negative 
breast cancers was close to that predicted by Li et al [34] using 
radiomics model (0.890) and higher than that predicted by this 
model for PR-positive and PR-negative breast cancers (0.690). 
This may be because radiomics is easily affected by various fac-
tors such as image processing and feature extraction techniques. 
It is also possible that current radiomics is mainly based on a 
single imaging modality.

Our study aimed to study comparative performances of 
different supervised ML models in predicting the molecular 
subtype of breast cancer, and the results showed that it is not 
necessarily that the complex ML models (RF) can always 
outperform simpler models (e.g., DT, LR, NB). In our study, 
we found that in the prediction of TNBC and non-TNBC, 
ER + and ER − , PR + and PR − , HER2 + and HER2 − , and 
low Ki-67 and high Ki-67, the prediction performance of the 
simple model was higher than the complex machine learning 
model (RF). Despite the RF model in predicting Luminal 
and non-Luminal breast cancer can achieve the highest AUC 
(0.900), only 0.004 higher than the LR model. Similarly, the 

RF model predicted the highest AUC of breast cancer with 
HER2 and non-HER2, but its AUC was only slightly higher 
than other DT model of 0.017. There are many reasons for 
this phenomenon. Just as the no-free lunch (NFL) theorem 
states [35] that all learning algorithms perform just as well 
when averaged over all possible data sets. Our experimental 
results also support the idea that no single algorithm can 
maintain the best performance in all data classification. 
However, Occam’s razor principle highlights that the most 
simple model or hypothesis should be selected preferentially 
if simple models can draw a similar conclusion as complex 
models. Therefore, in this study, the DT model was chosen 
as the best auxiliary diagnostic model to assist radiologists 
in identifying the molecular subtype of breast cancer. This 
not only ensures the diagnostic performance of the model 
but also simplifies the complexity of the model. Indeed, 
additional studies will be required to confirm this finding 
in the future.

Besides, little was reported on the performance of artificial 
intelligence systems in differentiating between breast cancer 
molecular subtypes. To date, published studies [36, 37] have 
mainly evaluated the stand-alone performance of artificial intel-
ligence. In our study, with and without the assisted model diag-
nosis, the sensitivity, specificity, and accuracy of the model were 
lower than those of the DT model in the diagnosis of TNBC 
and non-TNBC breast cancer, and the Luminal subtype and 
non-Luminal subtype breast cancer, regardless of radiologists’ 
experience level. It further indicates that it is difficult for radi-
ologists to identify the breast cancer molecular subtype based 
on mammographic and US images. As expected, the evalua-
tion indicators of all radiologists were significantly improved 
in predicting the molecular subtype of breast cancer with the 
help of the DT model. Among them, the performance of the 
less experienced radiologists showed greater improvement than 
more experienced radiologists. This finding suggests that the less 
experienced radiologists benefit more from the DT models than 
the more experienced ones. Our results suggest that it might be 
feasible to help radiologists differentiate between breast cancer 
molecular subtypes with model support. In particular, the model 
could provide more information for less experienced radiolo-
gists. Larger-scale studies are needed to confirm these findings.

Table 5  Measures of diagnostic performance were calculated for the four radiologists in differentiating Luminal from other subtypes of breast 
cancer under different conditions

Note: p values were calculated by using McNemar test

Diagnostic value Less experienced More experienced

Radiologist 1 Radiologist 2 Radiologist 3 Radiologist 4

Unaided Aided p Unaided Aided p Unaided Aided p Unaided Aided p

Sensitivity 0.560 0.626 0.001 0.546 0.648 0.305 0.685 0.711 0.013 0.759 0.770 0.110
Specificity 0.681 0.759 0.388 0.534 0.710 0.014 0.622 0.753 0.344 0.682 0.850 0.029
Accuracy 0.641 0.741 0.523 0.592 0.810 0.217 0.700 0.760 0.307 0.753 0.810 0.004
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This study had some limitations. First, this retrospective 
study was conducted in a single institution, possibly causing 
selection bias. A future multicenter study could help address 
this issue. Second, we compared the performance of only five 
ML algorithms. Comparing all available algorithms was beyond 
the scope of this study. Third, this study only focused on the 
dichotomy of the molecular subtype of breast cancer and failed 
to explore the four classifications of the molecular subtype of 
breast cancer.

In conclusion, this study showed the potential of interpret-
able ML models for differentiating between breast cancer 
molecular subtypes. Although not a replacement for inva-
sive immunohistochemical detection methods, it provides a 
process that allows reproducing image-based reasoning and 
disease diagnosis. Moreover, applying the optimal model in 
clinical practice could help breast radiologists better iden-
tify the molecular subtype in breast cancer patients. Further 
studies involving large patient populations, multiple centers, 
and multi-modal imaging methods are needed to verify this 
conclusion.
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