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Abstract
Objectives Cardiac magnetic resonance (CMR) first-pass perfusion is an established noninvasive diagnostic imaging modality
for detecting myocardial ischemia. A CMR perfusion sequence provides a time series of 2D images for dynamic contrast
enhancement of the heart. Accurate myocardial segmentation of the perfusion images is essential for quantitative analysis and
it can facilitate automated pixel-wise myocardial perfusion quantification.
Methods In this study, we compared different deep learning methodologies for CMR perfusion image segmentation. We
evaluated the performance of several image segmentation methods using convolutional neural networks, such as the U-Net in
2D and 3D (2D plus time) implementations, with and without additional motion correction image processing step. We also
present a modified U-Net architecture with a novel type of temporal pooling layer which results in improved performance.
Results The best DICE scores were 0.86 and 0.90 for LV myocardium and LV cavity, while the best Hausdorff distances were
2.3 and 2.1 pixels for LV myocardium and LV cavity using 5-fold cross-validation. The methods were corroborated in a second
independent test set of 20 patients with similar performance (best DICE scores 0.84 for LV myocardium).
Conclusions Our results showed that the LV myocardial segmentation of CMR perfusion images is best performed using a
combination of motion correction and 3D convolutional networks which significantly outperformed all tested 2D approaches.
Reliable frame-by-frame segmentation will facilitate new and improved quantification methods for CMR perfusion imaging.
Key Points
• Reliable segmentation of the myocardium offers the potential to perform pixel level perfusion assessment.
• A deep learning approach in combination with motion correction, 3D (2D + time) methods, and a deep temporal connection
module produced reliable segmentation results.
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Abbreviations
CMR Cardiac magnetic resonance imaging
DTC Deeply temporally connected pooling layer
GPU Graphics processing unit

LV Left ventricle
MOCO Motion corrected

Introduction

Cardiac magnetic resonance (CMR) is an established nonin-
vasive diagnostic imaging modality for evaluating cardiac dis-
ease. A frequent task is CMR first-pass perfusion imaging,
where a bolus of gadolinium is injected and a time series of
2D images is acquired as the contrast agent enters the myo-
cardium. This enables the detection of perfusion deficits with
high accuracy [1]. Interpretation of these images can be diffi-
cult, can be time-consuming, and requires expert knowledge.
To improve and simplify analysis, several methods have been
proposed including frame-to-frame motion correction [2] and
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pixel-wise quantitative assessment [3]. An integral part of au-
tomatic or semiautomatic CMR perfusion analysis is the seg-
mentation of the left ventricular myocardium. While there are
methods for LV segmentation relying on hand-crafted features
[4], deep learning methods have more recently outperformed
traditional methods in various medical segmentation tasks [5],
including CMR image segmentation [6, 7]. The task of
segmenting a 2D structure on a sequence of frames—which
may have significant frame-to-framemotion and large dynam-
ic contrast changes [6] (see Fig. 1)—can be approached from
various angles. We hypothesized that 3D deep learning
methods would outperform 2D methods. We compare results
of state-of-the-art 2D and 3D deep learning methods with and
without motion correction. In addition, we introduce a neural
network layer that performs temporal pooling and evaluate
impact on performance.

Methods

Data

We used CMR images obtained at the NHLBI imaging labo-
ratory under a research protocol. All individuals provided
written informed consent. Data were fully anonymized before
analysis started. From the non-motion-corrected cardiac per-
fusion sequence scanner output, additional motion-corrected
images were generated. The method for motion correction is

based on optical flow analysis and has been previously pub-
lished in detail [2].

Scans of a total of 70 patients were included in the study.
Data from the initial 50 patients were used in a 5-fold cross-
validation approach with a train/validation/test split of 60%/
20%/20% with strict sorting of individual patients in the same
fold. Then, to further inform generalizability, data from an
additional 20 patients was collected and segmented by another
observer. Data from these 20 patients were used as an addi-
tional test set.

From the non-motion-corrected raw perfusion image se-
ries, we used an optical flow method that was published pre-
viously to generate separate motion-corrected image series
[2]. For the convolutional neural network training, validation,
and testing, stress perfusion images of 50 patients (in 3 slice
positions, each having 60 images, for a total of 9000 images)
were used. Here, 2 proton density images in each image series
were not used for segmentation training and testing. Labels for
LV myocardium (area between epicardial and endocardial
border) and LV cavity (area inside the endocardial border)
were manually generated (performed by VS). Papillary mus-
cles were considered to be part of the LV cavity. These man-
ual labels were then transformed to the corresponding non-
motion-corrected image series using freely available software
tools (elastix 4.9 [8]).

After completing all training and optimization, a separate
dataset of 20 patients (3 slice positions, stress perfusion, for a
total of 3600 images) with manually generated labels (per-
formed by M.J.) was used for additional final testing.

Fig. 1 Effects of motion correction: to visualize motion, the part of the
image indicated by the orange line on the left panel is shown over time on
the middle panel (analogous to echocardiography M-mode). The upper
half shows the original non-motion-corrected series and the lower half the

motion-corrected series. The right panel shows the corresponding ground
truth segmentations of the myocardium. It can be clearly seen that the
motion correction makes the borders of the myocardium less jagged
(see arrows)
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CMR acquisition

We retrospectively analyzed anonymized images. The initial
imaging procedures were described previously [9]. Briefly,
perfusion imaging was performed using a 1.5-T scanner
(Siemens Healthcare). As vasodilator regadenoson was used
and as contrast agent a dose of 0.05 mmol/kg gadolinium was
injected intravenously at 2 to 5 ml/s. Typical imaging param-
eters for the myocardial series included a non-slice-selective
90°composite saturation preparation pulse, 90-ms inversion
time, 1.2-ms echo time, 2.3-ms repetition time, 50° flip angle,
8-mm slice thickness, 360 × 270-mm field of view, and a
256 × 192 image matrix [10].

Networks and training

We used a modified U-net architecture [11] with residual con-
nections [12], group normalization [13], and Leaky ReLU as
non-linearity. Convolution kernels were 3 × 3 × 3 and 3 × 3 ×
1 for 3D and 2D networks, respectively. The initial feature
number was 32 and was doubled at each level for a total of
4 levels. Due to the 3D nature of our data and the limited
amount of labeled data available, we applied heavy data aug-
mentation including flips, cropping, and non-rigid spatial de-
formation with following specifics: mirroring (along all axes,
x,y,t), switching of axis (x,y), cropping (along x- and y-axis,
remove 0–30% along each border randomly, then resize to
original dimensions), and nonrigid deformation (using
sitk.BSplineTransform, 10 × 10 control point mesh, control
points are moved by random distance in x and y direction [dis-
tance drawn from normal distribution and multiplied by 2]).

Modified Dice score was used as loss function with s = 1
for training (for improved differentiability). For evaluation,
classic Dice score was used:

Loss ¼ 1−2
X i∩Y ij j þ S
X ij j∪ Y ij j þ S

ð1Þ

Training was performed for 10,000 iterations with a batch
size of 4 on 4-GPU HPC cluster nodes (4×NVIDIA P100).
The Adam optimizer was used for training. Training time was
approximately 6 h for all models. Inference time was < 5 s for
all models (using 1 GPU). The initial learning rate was 0.0001
and was reduced by a factor of 2 if there was no improvement
in validation performance in 30 epochs. The model with the
best validation Dice score was used for testing.

Deeply temporally connected pooling layer

The data at hand has specific properties which make it differ-
ent from spatial 3D data and traditional video content. It is
highly anisotropic by definition because the time axis is fun-
damentally different from the spatial axes. This is problematic

for conventional 3D U-nets [14]. All frames of a series show
the same object (a cross-section of the heart) with some spatial
variation (translation and deformation) and intense brightness
variation due to contrast media passage in different tissues. It
is therefore likely desirable to have the information of the
complete time series available at all time points. Neural net-
works with a kernel size of 3 need many convolutions to reach
a field of view to capture this information. In addition, the
effective receptive field of view of imaging neural networks
has been shown to be much smaller than the theoretical size
[15].

Therefore, we propose a novel deeply temporally connect-
ed pooling layer (DTC, see Fig. 2)—where at the deepest level
of the U-net, presumably with the most abstract representation
of the input—a maximum pooling module is added. This
module performs max pooling of the complete time axis down
to 1 and 4 frames and then re-expands the feature maps to the
full temporal resolution again. This was inspired by the pyra-
mid scene parsing network which employs a similar method to
achieved state-of-the art accuracy by incorporating larger con-
text information in 2D image segmentation [16]. These 2
pooling results are concatenated with the original deepest fea-
ture map and followed by a 3 × 3 × 3 convolution (for details,
see code in the Appendix). Other than the addition of this
layer, no changes weremade. For comparison, we also applied
this layer to the 3D U-net.

Evaluation

All experiments on the initial 50 included patients were per-
formed in 5-fold cross-validation while always assuring that
all sequences of each patient were assigned in the same fold.
Cross-validation test set results were pooled and then submit-
ted to statistical analysis. We used the Dice score (Eq. 1) and
Hausdorff distance (in pixels [17], applicability to cardiac
MRI discussed in [18]) for the evaluation of the segmenta-
tions. If the automatic segmentation was empty, the
Hausdorff distance is undefined and we imputed the worst
distance that occurred in the dataset. We evaluated each slice
separately and averaged the score metrics of all frames of a
series. In addition, we measured the time an expert needed to
correct the resulting automatic segmentations to an acceptable
quality (a series with MRI and segmentation data was loaded
in ImageJ and contours were manually corrected).

Statistical analysis

For all statistical calculations, R version 3.5.2 was used.
Because we compare multiple observations performed on
the same images, we used the Friedman test followed by a
pairwise post hoc test (Nemenyi test). The level for statistical
significance was p = 0.05.
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Results

Patient characteristics

Table 1 shows basic patient demographics for all included
patients. Of note, a significant number of patients had abnor-
mal imaging test results (53% with abnormal perfusion and
34% with subendocardial LGE).

Dice scores

The Dice results for LV myocardium and LV cavity segmenta-
tions are shown in Table 2 on the left side and in boxplots in
Fig. 3. For each image series, a mean Dice score of all frames
was calculated. Regarding the LV myocardium, for motion-
corrected images, the 3D U-net showed the best result with a
Dice score of 0.86 for mean scores. For non-motion-corrected
images, the 2D U-net with deep temporal pooling showed the
best result (0.85). For the LV cavity segmentations, the best
Dice score was 0.90 in the motion-corrected data using the 3D
U-net with deep temporal connection (although the performance
difference to the 3D U-net without DTC was not statistically
significant). For statistical analysis, see supplemental tables.

If using segmentations for pixel precise perfusion quantifi-
cation, even a single problematic segmentation can affect re-
sults. We used an empirical threshold to determine an unus-
able LV myocardium segmentation as Dice < 0.6 and calcu-
lated the percentage of series that contain at least one image
with unusable segmentation. The results are shown in Table 3.
This data show that up to 31.3% of series contain a problem-
atic LV myocardial segmentation when using non-motion-
corrected data and a 2D U-net while the best result is only

DTC

MaxPool Upsample Concat +
Conv

Deeply temporally connected (DTC) pooling module:

a

b

Input
128x64
2C

64x32, 32C

32x16, 64C

16x8, 128C

8x4, 256C

Fig. 2 Schematic of the U-net
architecture in panel a. In a subset
of experiments, an additional
module was added at the deepest
layer of the U-net. This deep
temporal connection module
DTC is shown in more detail in
panel b. In this module, at a
relatively abstract feature
representation, the complete time
series undergoes a maximum
pooling to a single frame and to 4
frames. These pooled stacks are
then again up-sampled to the full
temporal resolution. Then these
up-sampled feature maps are
concatenated with the module
input stack, and a 3 × 3 × 3
convolution is applied. The effect
of this module is that information
from the complete time series is
combined with the feature map of
this single frame feature map,
thereby—domain specific—-
forcing a greatly increased
receptive field at this location.
This is a variation of a concept
which was shown to be highly
effective in general image
segmentation in the competition
winning PSPnet (PASCALVOC)

Table 1 Basic demographics and imaging results of the included
patients (N = 70)

Mean SD

Age (years) 54 17

Weight (kg) 81 19

Height (cm) 170 10

Body mass index (kg/m2) 27.9 6.3

N Percentage (%)

Gender (male) 45 64

Abnormal perfusion CMR 37 53

Subendocardial LGE 24 34
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1.3% for motion-corrected data and a 3D U-net with deeply
connected temporal pooling layer.

Dice scores by slice position

Depending on the MR slice position (basal, mid, or apical),
the amount of myocardium present on the slice can vary sig-
nificantly. If a low amount of myocardium is visualized, seg-
mentation intuitively becomes more challenging with addi-
tional issues such as partial volume effects or residual motion.
Figure 4 shows the Dice scores for all models and motion
correction conditions stratified by slice position. It can be
clearly seen that the apical slice segmentations have the lowest
Dice scores (dark bars). This is consistently seen in all models.

Hausdorff distance

Technically, if the automatic segmentation was empty, the
Hausdorff distance is undefined. In these cases, we imputed
the largest distance that occurred in the dataset which was
85.6 pixels, but of note, this only occurred in 5 frames in the
combined datasets and therefore had negligible effects on the
final results.

The right side of Table 2 shows Hausdorff distance scores
(for which a lower value indicates better performance; see also
Fig. 3 lower half).

For the LV myocardium, the 3D U-net with DTC per-
formed best in motion-corrected images while the 2D U-net
with DTC showed the second best performance. Interestingly,
in non-motion-corrected images, the same order of perfor-
mance was seen as in the Dice scores, with 3D U-net DTC
and 2D U-net DTC showing the best results.

Similar results are seen for the mean LV cavity segmentation
performance, where the 3D U-net with deep temporal connec-
tion again achieved the best results in motion-corrected images

0.70

0.75

0.80

0.85

0.90

0.95

2D U−net 2D U−net DTC 3D U−net 3D U−net DTC

D
IC

E MOCO

non MOCO

1

2

3

4

2D U−net 2D U−net DTC 3D U−net 3D U−net DTC

H
D

D MOCO

non MOCO

Fig. 3 Boxplots of the LV myocardial segmentations using various net-
work architectures (x-axis) with (MOCO) and without motion correction
(non MOCO) are shown. DTC: deeply temporally connected pooling
layer

Table 3 Percentage of series that contain at least one image with
unusable segmentation for each method

MOCO Non-
MOCO

Percent Percent

2D U-net 26.7 31.3

2D U-net DTC 4.0 6.0

3D U-net 2.7 13.3

3D U-net DTC 1.3 12

Percentage of failed LV myocardial segmentations defined as perfusion
sequences with at least one frame with Dice < 0.6. MOCO motion-
corrected, non-MOCO non-motion-corrected, DTC deeply connected
temporal pooling layer. LV myocardium: area between epicardial and
endocardial border

Table 2 Dice results for LVmyocardium and LV cavity segmentations

Metric

Dice HDD

MOCO Non-
MOCO

MOCO Non-
MOCO

LV myocardium

Mean 2D U-net 0.8239 0.8350 2.9049 2.9300

2D U-net DTC 0.8433 0.8526 2.3639 2.8639

3D U-net 0.8624 0.8413 2.4444 3.1410

3D U-net DTC 0.8616 0.8417 2.2821 2.6927

LV cavity

Mean 2D U-net 0.8704 0.8546 2.6049 2.7108

2D U-net DTC 0.8801 0.8684 2.6417 2.3264

3D U-net 0.9009 0.8655 2.1802 2.5140

3D U-net DTC 0.9010 0.8619 2.1034 2.4833

Results: mean Dice scores and mean Hausdorff distance errors (HDD, in
pixels) for LV myocardium (measured as area between epicardial and
endocardial border) and LV cavity (area inside the endocardial border)
segmentations are shown for different network architectures (left column)
and for motion-corrected and non-motion-corrected data (MOCO and
non-MOCO). Numbers in italics indicate the best value in each subgroup
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while the 2D U-net with deep temporal connection showed the
best results in non-motion-corrected images.

Example images

In Fig. 5, typical examples of the proposed 3D U-net DTC
segmentation with motion correction are shown. These exam-
ples indicate that our methods successfully segment the per-
fusion image series at both low and high luminal contrast
enhancement phases. These qualitative results are in line with
our quantitative assessment.

In Fig. 6 example, segmentations of different networks are
shown, illustrating difficult cases. The columns show the 4
tested models, expert segmentation, and MRI without seg-
mentation. In the first row (A), a typical failure of the 2D U-
net is seen. At this point in the perfusion cycle, there is not
sufficient information present in the frame to perform a valid
segmentation. Therefore, the 2D U-net, which is unable to
access information from other frames, fails to perform a com-
plete segmentation. The 2DU-net with deep temporal connec-
tion (DTC), on the other hand, is able to use the information
from other slices and performs well. In the second row (B), an
unusual but intense failure of the 2D U-nets is shown. A sec-
ond circular structure (bowel) is present on this frame. As a U-
net is a pixel classifier, which has no concept of segmentation
shape, the 2D U-net segments the spurious structure in addi-
tion to the myocardium. The 3D U-nets have the information
of the complete perfusion cycle available and it can be
suspected that on other frames the heart is unambiguously
visible (e.g., when the contrast agent is in the LV cavity, the

bowel loop will still be dark), and this may lead to a correct
segmentation on this slice. Panels C and D show a case with-
out motion correction in two different views. In C, an example
frame is shown, while in D a single line of the 2D image in C
is projected over time as y-axis to visualize the motion that
occurs. This is similar to images commonly recorded in echo-
cardiography (M-mode). In panel C, it can be seen that there is
a failure to correctly segment the LV in the 3D U-nets while
the 2D U-nets perform well (see white arrows). Panel D better
visualizes the motion and two episodes of erratic movement
can be seen on these images (likely due to breathing motion).
It is again clear that the 2D U-nets correctly capture the abrupt
motion (see white arrows in panel D) while the 3D U-nets
assume as smooth but faulty delineation.

Independent test set

We used the previously trained models to segment an addi-
tional independent test set. Of note, the segmentations in this
test set were generated by a different researcher and the trans-
formation frommotion-corrected to non-motion-corrected im-
ages was performed in a different manner.

The results in Table 4 show again that for non-motion-
corrected sequences, the 2D U-net with DTC performs best.
The result is very similar to the original data set (0.84 vs. 0.85
for Dice score in non-MOCO images and 0.84 vs. 0.86 in
MOCO images) and the overall best performing models again
were the 3D U-nets with motion correction. These results thus
further validate the robustness of our approach.

MOCO non MOCO

2D U−net 2D U−net DTC 3D U−net 3D U−net DTC 2D U−net 2D U−net DTC 3D U−net 3D U−net DTC

0.70

0.75

0.80

0.85

0.90

0.95

D
IC

E
basal

mid

apical

Fig. 4 Box plots of the LV
myocardial segmentation Dice
scores analogous to Fig. 3 but
stratified for slice position (basal,
mid, apical). The apical slice
position shows the worst
segmentation performance. This
can be explained by the lower
amount of myocardium, LV
cavity, and associated structures
like the RV present on the apical
images—which makes
segmentation intuitively more
challenging. Partial volume
effects and residual motion which
are more prominent at the apical
slice location can also explain
these findings. DTC: deeply
connected temporal pooling layer
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Manual segmentation correction effort

In a subsample of segmentations from the 2D U-net without
motion correction and from the 3D U-net with motion correc-
tion and DTC, we performed timing of the effort of manual
contour correction. For the 3D U-net MOCO DTC, the effort
was significantly and meaningfully less compared to a tradi-
tional 2DU-net approach (median correction times per patient
of 0 s [range 0–61 s] versus 78 s [range 0–229 s], respectively,
p = 0.002, n = 20).

Discussion

CMR perfusion imaging is an important and increasingly used
modality for detecting myocardial ischemia clinically [1].
Quantitative image analysis of perfusion MRI has been proven
to be equal or superior to visual assessment [1, 3]. Segmentation
of the left ventricular myocardium is an essential step in quan-
titative image analysis for research and in clinical practice in

CMR. Perfusion CMR images have some unique properties
like dramatic changes of signal intensity due to contrast passage
in different tissues, lack of myocardial signal on some individ-
ual frames, and erratic frame-to-frame body and cardiac motion
that make segmentation using conventional methods difficult.
We hypothesized that using 3D deep learning methods with
time as the third axis and with applied motion correction will
overcome these difficulties and may outperform 2D methods.
In addition, we tested the utility of a modification of the U-net
architecture that enables a deep temporal connection between
all frames of a sequence (DTC layer).

We systematically evaluated four models and two prepro-
cessing variations for LV segmentation in CMR perfusion
images. The results show that the combination of classic ad-
vanced motion correction and a 3D U-net yields the best re-
sults in Dice score and Hausdorff distance. Our novel deeply
temporally connected (DTC) pooling layer in many cases im-
proved the network performance further (the difference was sta-
tistically significant for the 2D U-net but not for the 3D U-net)
(Fig. 3).

Table 4 Results of an additional
independently created test data set Metric

Dice HDD

LV myocardium MOCO non-
MOCO

MOCO non-
MOCO

Mean 2D U-net 0.8229 0.8249 2.6387 2.7199

2D U-net DTC 0.8323 0.8352 2.5496 2.6098

3D U-net 0.8393 0.8209 2.3379 2.6756

3D U-net DTC 0.8445 0.8179 2.3940 2.7194

Results in the independent test set for LV myocardial segmentation (area between endocardial and epicardial
border): Using the previously trained networks, we generated Dice scores and Hausdorff distance errors (HDD)
for the LV myocardium segmentations in the additional test set. Numbers in italics indicate the best value in each
subgroup

Fig. 5 Panel a shows examples of CMR image segmentation results from three patients displayed in separate rows. Three slice locations (base, mid, and
apex) are shown in different columns. Panels b and c show example perfusion images during low (b) and high (c) luminal contrast enhancement phases
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There are numerous publications in regard to deep learning
LV segmentation on cine MR [2], but to our knowledge, rel-
atively few publications exist on deep learning–based seg-
mentation of first-pass myocardial perfusion CMR. A general
overview of traditional methods can be found in [19]. A recent
work by Scannell et al [6] used a 2D deep learning method
without motion correction and achieved a Dice similarity co-
efficient of 0.8 for LV segmentation while our method with
motion correction and 3D analysis resulted in a Dice coeffi-
cient of 0.86 in our data. A study by Kim et al took a different
approach and selected the frame of the perfusion sequence
with the lowest predicted segmentation uncertainty and seg-
mented this frame [20] which also improved performance
(DICE 0.81). These studies emphasize that traditional 2D
methods do not yield optimal results and that there is ongoing
work to improve on this unique segmentation task.

The specific challenges of CMR perfusion data are variable
information content of frames, large changes of contrast and

brightness, and frame-to-frame motion. The variable informa-
tion content makes pure 2D methods perform less favorably
because of the need to access information across multiple
frames which 3D methods can do (this can be seen in the
examples shown in Fig. 6). On the other hand, frame-to-
frame motion with rapid and erratic movements actually ad-
versely affect 3D methods (see Fig. 6, panel D). This is likely
because 3D U-nets work best for isotropic data and implicitly
assume that voxels adjacent to a voxel are directly related.
This assumption is frequently violated in a temporal 2D stack
of images with rapid frame-to-frame motion where often—
due to frame shift—there is no direct relation of a voxel to a
neighboring voxel in an adjacent frame.

We chose to alleviate this issue with motion correction and
this showed significant improvement as can be seen in Fig. 3
with significantly improved Dice scores and Hausdorff dis-
tance in motion-corrected data compared with non-motion-
corrected data in the 3D networks.

2D U-net 2D U-net DTC 3D U-net DTC3D U-net Ground Truth MRI

a

d

b

c

Fig. 6 Example segmentations: these example shows the difficulties in
segmenting CMR perfusion series. The first 4 columns show the different
tested LV segmentation models. The last two columns show the expert
segmentation and the MRI without segmentation. a Typical failure of 2D
U-net when there is little contrast present on a frame (motion-corrected
series), (b) example failure of mainly of the 2D U-net and less prominent

of the 2D U-net DTC segmenting additional structures because of a lack
of temporal context (motion-corrected series), (c, d) showing the same
dataset: failure of the 3DU-nets on a non-motion-corrected sequence with
erratic movement (3rd and 4th column, white arrows). Images in row d
show time in the Y-axis (similar to M-mode echocardiography images)
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We also used a second approach to cope with the frame-to-
frame motion issue. We used a U-net which in the initial
stages has only 2D convolutions but processes a complete
time stack of frames at the same time. In the lowest level of
the U-net, the resolution of the feature maps is greatly reduced
and intuitively more abstract features are represented. On this
deep level, we perform a temporal pooling step (Fig. 2; for
details, see the Methods section) that performs a maximum
pooling function over the complete time series in a similar
fashion as imaging physicians frequently use maximum inten-
sity projections when evaluating cardiovascular images. This
enables the 2D stacked network to be relatively resistant to
frame-to-frame motion but at the same time allows for draw-
ing information from the complete time cycle. This deeply
connected temporal pooling layer resulted in the best perfor-
mance on non-motion-corrected images (see Table 2) and also
improved performance in the 3D U-net numerically (although
the difference did not meet criteria for statistical significance).

The full extent of differences in consistency of the tested
segmentationmethods becomes apparent if evaluating the per-
centage of series containing at least one frame with failed
segmentation (Dice < 0.6) where the worst performance was
31.3% for non-motion-corrected data and 2D U-net while the
best performance was an error rate of only 1.3% for motion-
corrected data and a 3D U-net with deeply temporally con-
nected layer (Table 3). In addition, manual correction of the
automatic contours was needed significantly less frequently
and to a lesser extent when using 3D segmentation methods
compared to 2D methods.

Perfusion imaging is usually performed at multiple short-
axis slice locations which have different properties. Stratified
results by slice location (Fig. 4) show that the apical slice is the
most difficult location. This can be explained by the small size
of the apex compared to the basal myocardium and the lack of
additional visual cues at this location.

We also evaluated an additional independently created test
data set. The results shown in Table 4 corroborate the previ-
ously mentioned results. Of note, in this separate test set, the
top performing method (Dice) was the 3D U-net with deeply
temporally connected pooling layer and motion correction.

Of note, we believe that the concept of a deeply temporally
connected pooling layer may benefit many other medical im-
aging applications wherever there is a time sequence of im-
ages showing a relatively stationary scene but which may
contain only partial information on each of the frames or
may show changes in contrast and image characteristics frame
to frame. Other examples with these properties in medical
imaging are X-ray angiography, MRI time-resolved angiogra-
phy, CT perfusion imaging of the heart and brain, and phase
contrast MRI.

This study has several limitations. The analysis is based on
images from a single center and a single MRI scanner type. It
would be preferable to use a wider range of scanner

technologies and patient populations. This would, in turn, ne-
cessitate a significantly larger sample size. Yet, we believe
that given an appropriate sample size, the described algo-
rithms will perform similarly because the issue of breathing
motion is universal and we did not add any additional scanner
specific modifications to the architecture. In addition, we de-
veloped and tested our method for stress perfusion images
only because this is the more clinically relevant part of the
exam; therefore, we cannot comment on performance in rest
perfusion images.

Conclusion

We showed that, of the tested methods, the optimal approach
for LV myocardial segmentation of CMR perfusion images
was to use motion correction in combination with a 3D U-net.
Addition of a deeply temporally connected pooling module
did result in numerically slightly higher performance, but this
difference was not statistically significant in this setting. If
motion correction is not available or feasible, the best perfor-
mance was achieved using a 2D approach with deeply tempo-
rally connected pooling module. We believe that the concept
of a deep temporal connection may apply to many other med-
ical imaging tasks.
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Study subjects or cohorts overlap Some study subjects or cohorts have
been previously reported in “Evaluation of an Automated Method for
Arterial Input Function Detection for First-Pass Myocardial Perfusion
Cardiovascular Magnetic Resonance” Matthew Jacobs, Mitchel
Benovoy, Lin-Ching Chang, Andrew E Arai, Li-Yueh Hsu, 10.1186/
s12968-016-0239-0.

Methodology
• Retrospective, performed at one institution
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