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Abstract
Typical simultaneous lotsizing and scheduling models consider the limited capacity of
the production system by respecting a maximum time the respective machines or pro-
duction lines can be available. Further limitations of the production quantities can arise
by the scarce availability of, e.g., setup tools, setup operators or raw materials which
thus cannot be neglected in optimization models. In the literature on simultaneous
lotsizing and scheduling, these production factors are called “secondary resources”.
This paper provides a structured overview of the literature on simultaneous lotsizing
and scheduling involving secondary resources. The proposed classification yields for
the first time a unified view of scarce production factors. The insights about different
types of secondary resources help to develop a new model formulation generalizing
and extending the currently used approaches that are specific for some settings. Some
illustrative examples demonstrate the functional principle and flexibility of this new
formulation which can thus be used for a wide range of applications.
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1 Introduction

As it has been shown by the literature review of Copil et al. (2017), there has been a
great research interest in simultaneous lotsizing and scheduling over the last decades.
The formulated models typically consider one or just a few production stages. Each
production stage may consist of one or more parallel machines (often aggregated to
production flow lines if the sequence ofmachines is fixed and identical for all products)
with scarce capacities. Furthermore, setup times and costs, which may be sequence-
dependent, occur due to changeovers from one product to another. Product-specific
demand is given per period and varies dynamically over time. If large lotsizes are
built, the products have to be stored, which causes inventory holding costs. Many of
the current model formulations are directly motivated by practical applications. Due
to improvements in modeling knowledge, solution techniques and computing power,
it is now possible to represent industrial challenges in a more detailed manner.

Nevertheless, most of these simultaneous lotsizing and scheduling models consider
the production capacity of these machines or production lines as the only limiting
factor. In otherwords, fulfilling the given demand of the products in a costminimalway
is solely limited by the available production capacities of the machines or production
lines. In the literature on production processes, these machines or production lines are
called “resources”. These resources are utilized in a process to transform an “input”
(e.g., raw material), which normally is available in an unlimited manner in short-
term planning, to an “output” (e.g., final product) which normally has a higher value
compared to the input (see, e.g., Anupindi et al. 2014, Chapter2). Just a few of the
simultaneous lotsizing and scheduling models also take further resources which limit
the production quantity of the products into account. In the literature on simultaneous
lotsizing and scheduling, such further resources with limited capacities are called
“secondary resources” (SRs; see Copil et al. 2017). Recognize, the term resource in
secondary resource is not used in the classical way like it is defined above. It simply
names something which additionally limits the production quantities of the products
(this also implies that it is only named a secondary resource if it is scarce). This
limitation can be caused in several ways as illustrated in the following examples. The
first two refer to a first type of secondary resources called “cumulative (secondary)
resources”.

Example 1 Assume that two production lines exist. Production line 1 is capable of
producing 20 units of product 1 in period 1, and production line 2 is capable of
producing 20 units of product 2 in the same period. (Assume that these capacities
will be totally utilized in an optimal production plan.) As mentioned above, normally,
in short-term planning raw materials are available in an unlimited manner and thus
neglected in planning models. Nevertheless, it might happen that due to, e.g., natural
disasters, the necessary raw material to produce product 1 is limited in a way that
only 15 units of product 1 can be produced in period 1. In this case, the raw material
becomes a secondary resource and it is necessary to introduce an additional capacity
restriction which respects this fact.

Example 2 Alternatively let us assume that during the production of product 1 and 2 a
byproduct (e.g., a contaminated liquid) occurs. Subsequently, this contaminated liquid
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has to be filtered using a machine. Assume that if 20 units of product 1 and 20 units
of product 2 are produced in period 1, 40L of contaminated liquid occurs. However,
the machine which filters the contaminated liquid is only capable of cleaning 30L of
liquid per period. Thus, the overall production quantity of product 1 and product 2 is
additionally limited by this filtering machine in period 1.

Two differences of Example 2 to Example 1 attract attention. First, the output of
the primary resources’ production processes is limited and not their input. Secondly,
although the limited production capacity of the filtering machine is the original bottle-
neck, this second stage of production needs not to be modeled in detail. It is sufficient
to simplify the model by limiting the cumulated output of contaminated liquid of the
first stage to 30L instead of also modeling all lotsizing and scheduling decisions of the
second stage of production. This is the typical motivation for favoring a single-stage
model with SRs over a two-stage simultaneous lotsizing and scheduling model. Note
that both examples have in common that the total—i.e., “cumulated”—input or output
of the primary resources (production lines 1 and 2) is the secondary scarce resource.
Thus, this type of input-/output-related SRswill in the following be called “cumulative
(secondary) resources”.

Another type of secondary resources will be called “disjunctive (secondary)
resources”. Again two examples shall ease understanding.

Example 3 The example above is continued. Assume that a certain tool is necessary
for the production of product 1 and 2 and that only a single piece is available due to
investment restrictions. Thus, it can be seen as scarce. Moreover, the tool can only be
used on one line at the same time, meaning that, if it used on line 1, the production
quantity of line 2 is limited to zero. The term disjunctive resource is based on the
characteristic that there is a disjunction (exclusive or) in the use of such a resource. It
can be either used on line 1 or on line 2 at any point in time.

Example 4 Assume products 1 and 2 are beverages which are produced on a sin-
gle production line. This production line is directly connected to a single bottling
line on a second stage of production. Bottling itself is slower than production, but
sequence-dependent setup times of bottling are sometimes shorter than those of liquid
production. To avoid a detailedmodeling of the first stage, only a single-stage lotsizing
and scheduling model of the second stage is formulated where a “virtual setup tool”
(secondary resource) is introduced which occupies the bottling line for the maximum
of the production setup time and bottling setup time. Thus, either the production setup
time or the bottling setup time is binding (disjunctive SR), depending on which is
longer.

Therefore, againExample 4 uses anSR to avoid amore complexmodelwith an addi-
tional production stage, whereas Example 3 models an actually single-stage situation
in a more realistic manner. However, both examples have in common that the disjunc-
tive SR occupies a primary resource for some time—no matter whether this is during
a production or during a setup process. Thus, whereas cumulative SRs concern the
inputs or outputs of primary resources, disjunctive SRs concern the primary resources
themselves. Note that the same disjunctive SR can be used several times during the
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planning horizon. For example, the single tool of Example 3 can be used in period 1
and in period 2 as well. In this sense its capacity is renewable. In contrast, the same,
single unit of a cumulative SR can only once be input to or output from a production
process. Then it has either been transformed into a successor product or it leaves the
scope of the model. In this sense it is non-renewable. However, several units of such
a cumulative SR can become available anew, in each period of the planning horizon.
This distinguishes a non-renewable resource of a simultaneous lotsizing and schedul-
ing model from a non-renewable resource of a model for the resource-constrained
project scheduling problem (RCPSP) whose planning horizon usually is not sub-
divided into discrete planning periods with time-varying demand and time-varying
capacities. Nevertheless, the terms “renewable,” “non-renewable,” “cumulative,” and
“disjunctive” used here as far as possible correspond with the ones known from the
RCPSP literature, where a disjunctive resource is sometimes also called a dedicated
resource [see Hartmann and Briskorn (2010, Sects. 4.3 and 4.5)]. All in all, it is impor-
tant to recognize that if secondary resources were completely neglected in the planning
process, resulting plansmight become infeasible for real-world industrial applications.
However, it is not necessary to model secondary resources in every detail.

This paper provides a structured literature overview on simultaneous lotsizing
and scheduling models which take secondary resources into account. The different
types of resources that appear in different industrial settings are clustered using a uni-
fied classification. This overview will illustrate that—with respect to the secondary
resources—the models of the literature are very specialized and suffer from lack of
generality. Thus, this paper further introduces a general model formulation which
is capable of handling all types of secondary resources addressed in the literature
until now. Additionally, it also incorporates some functionalities which have not been
represented in the literature so far, but seem reasonable for production planning as,
for example, the splitting of setups into dismounting and mounting operations. Such
modeling features do allow more flexible and thus more realistic production plans.

The presented model is based on the general lotsizing and scheduling problem
(GLSP) of Fleischmann and Meyr (1997) and its single-stage extension for parallel
production lines (GLSPPL) byMeyr (2002). It relies on a discrete time grid consisting
of so-calledmacroperiods. In amacroperiodmultiple setups are possible.Nevertheless,
for a detailed representation of the product sequence the model also uses “microperi-
ods” with flexible length. In a microperiod at most one setup is possible. We use this
microperiod structure to assure that, for example, a setup operator can be scheduled
on at most a single production line at the same point in time. Since the GLSP is based
on macroperiods it is called a “large-bucket” model.

The literature review will be given in the following section. It closes with a short
discussion of the presented models and motivates the need for a more general and
extended formulation. In Sect. 3, we modify the GLSPPL in a way that a common,
but flexible microperiod time grid is simultaneously used for all parallel lines. This
builds the basis to synchronize the usage of different types of secondary resources in
Sect. 4. Section 5 showshowadditional features thatmaybecome relevant in real-world
applications can be incorporated into the new model. Numerical examples, which
demonstrate the flexibility and broad applicability of the new model, are presented
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in Sect. 6. Finally, Sect. 7 provides a brief summary and identifies opportunities for
future research.

2 Literature review

In the following, we review simultaneous lotsizing and scheduling models which
incorporate scarce SRs. We concentrate on characteristics that are important in the
SR context. Additional, more general information about the presented models can be
found in Copil et al. (2017). The two, probably most important characteristics are
the “shareability” and “substitutability” of SRs. Shareability concerns the question
whether a secondary resource can be used on only a single or on several production
lines in parallel (i.e., at the same point in time) and whether it can only be used once
or several times. As already explained in Sect. 1 we denote an SR as

• “disjunctive” if it serves (e.g., a setup operator) or occupies (e.g., a setup tool)
a primary resource such as a production line for a certain amount of time. It can
only serve/occupy a single primary resource at a single point in time. The same
disjunctive SR can be used several times consecutively, even on different primary
resources.

• “cumulative” if it is input to (e.g., in case of raw materials) or output from (e.g., in
case of (by-)products) one or several primary resources. The SR’s relevant goods
flow can—but not necessarily needs to—be a cumulated quantity, originating from
several sources or going to several destinations simultaneously (e.g., in case of
fluids). The same basic unit of a cumulative SR can only be used once during the
planning horizon.

The quantity available of the same type of SR in a certain period of planning may be
scarce so that the SR can become a bottleneck.

In order to explain the term substitutability, it is necessary to discuss the term
“process” in some more detail. Let us define a process as an operation which takes
place on a production line in a certain period. We will distinguish between the three
processes changeover from product i to j , conservation of the setup state of product
j (standby) and production of product j . Changeover from product i to j means that
product j is set up in a certain period s on a production line and that this production
line has been set up for product i in a previous period and is still prepared to produce
this product in period s − 1. If a machine has been set up for a product, two possible
processes can take place afterward. Of course, it is possible to produce product j .
On the other hand, it is also possible to simply conserve the setup state of product
j without production. That is, idle periods without production might exist, but an
additional setup after these idle periods is not necessary if the same product j is
produced again. Substitutability distinguishes whether only a single type of SR can
be used for a certain changeover, standby or production process (this case is denoted
as “without substitutes”) or whether several different types of SRs do exist which
could alternatively be applied (“with substitutes”). High- and low-skilled workers can
serve as an example: a complex changeover processmight only be executed properly by
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high-skilled operators (i.e., low-skilled operators cannot serve as substitutes), whereas
simple changeovers could be executed by both types of workers alternatively.

The review is structured on the basis of these resource characteristics into the
three subsections “disjunctive resources without substitutes” (Sect. 2.1), “disjunctive
resources with substitutes” (Sect. 2.2) and “cumulative resources without substitutes”
(Sect. 2.3). We are not aware of work concerning the remaining combination in the
context of simultaneous lotsizing and scheduling although industrial applications
comprising cumulative resources with substitutes do certainly exist. For example,
Balakrishnan and Geunes (2000) and Geunes (2003) consider requirements planning
models to choose a cost minimal option out of several possible substitute components.
Finally, Table 2 of Sect. 2.4 gives an overview. It further classifies the work on SRs in
simultaneous lotsizing and scheduling by summarizing additional SR-relevant char-
acteristics that have been identified and discussed in the preceding sections. This helps
us to derive shortcomings of the current state of the art and to motivate the new model
to be introduced in Sect. 4.

2.1 Disjunctive resources without substitutes

This subsection examines models which incorporate disjunctive SRs such as setup
operators, which perform the changeovers, or cutting tools, which are necessary for
production. These disjunctive resources can only be assigned to one production line at
the same point in time. These resources are used but not consumed. Additionally, only
resources without substitutes are considered. That means, all publications presented
in this subsection assume that for each process (changeover from product i to j ,
conservation of the setup state of product j (standby) and production of product j) of
the production line it is explicitly known which resources are necessary. For example,
there is no decision on which setup operator (e.g., operator A or B with different skill
levels) performs a changeover from product i to j .

Lasdon and Terjung (1971) present a discrete lotsizing and scheduling problem
(DLSP)1 formulation for a tire manufacturer. The main characteristic of the DLSP
is the all-or-nothing assumption, i.e., a product is produced for a complete period or
there is no production at all. The problem of the tire manufacturer comprises parallel,
identical machines. To produce product j it is necessary that amachine is set up for this
product and that an additional die (secondary resource) is available. Since the DLSP
is a small-bucket model, the synchronization of the resources (assuring that there is no
overlapping use of the same SR on two or more different lines) is achieved using the
given time structure, i.e., the resource is assigned for the complete period to a certain
line. In a large-bucket model this approach is often too restrictive since the resource’s
usage on another line would be blocked for quite a long time. In addition, the model is
extended to consider setup operators and other equipment which is needed to perform
a changeover. Eppen andMartin (1987) propose a new solution approach for the basic
model (without setup resources) of Lasdon and Terjung (1971).

A proportional lotsizing and scheduling problem (PLSP, see Drexl and Haase 1995)
formulation which considers secondary resources is presented by Kimms and Drexl

1 This denomination has only later been introduced by Fleischmann (1990).
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(1998, pp. 89–90). The PLSP uses continuous lotsizes and provides the possibility to
produce at most two different products per microperiod on condition that one of the
products has already been set up in a previous period. The presented multistage model
formulation neglects setup times and assumes that each product is assigned to exactly
one line. Nevertheless, different products can be assigned to the same production line.
Each product requires multiple resources which all must be in the correct setup state.
Synchronization of the resources is performed using the microperiod time grid.

Another example from a tire manufacturer is given by Jans and Degraeve (2004).
Themodel is formulated as aDLSPwith setup times. Tires are produced using different
heaters. There can be multiple identical replicates of a heater type. Additionally, a
mold is always necessary to produce a tire. For each possible tire–heater combination
a limited number of molds are available. Due to short microperiods the molds can be
assigned to active tire–heater combinations for complete periods.

A problem from the injection molding sector is considered by Dastidar and Nagi
(2005). The authors use a continuous setup lotsizing problem (CSLP) formulation
(Karmarkar and Schrage 1985), i.e., continuous lotsizes are possible and the number
of products is limited to at most one per microperiod. Different products are produced
on multiple parallel machines. For each product–machine combination a bundle of
different SRs (e.g., grinders, driers) is necessary. There can be multiple replicates of
the same resource. Nevertheless, at most one of these replicates is required to produce
a product. Again, resources are assigned to the machines for complete periods. The
model respects setup times. The resources are already necessary during the setups of
the products.

Tempelmeier and Buschkühl (2008) consider a common setup resource in their
PLSP formulation. That is, only one setup operator is responsible for all setups. Since
each product is dedicated to just one line, the setup operator is the only reason for
a simultaneous planning of all lines. Continuous variables are used to record the
beginning of a setup on a machine in each microperiod. Binary variables document
the machine-visiting sequence of the setup operator. The setup operator has a given
time budget per periodwhich can be less than or equal to the production capacity in this
period. Constraints assure that the starting time of each setup is later than the ending
time of the preceding setup on the previous line. Tempelmeier andCopil (2016)2 tackle
the same problem but using a CLSD (capacitated lotsizing problem with sequence-
dependent setups) formulation. The CLSD was presented first by Haase (1996). It is
a large-bucket model and uses a numbering of the products within a macroperiod—
similar to a tour of a Traveling Salesman Problem. Tempelmeier and Copil (2016) use
variables to track both the starting and the ending times of setup operations assuring
that there is at most one setup in parallel. The model is adapted to allow production
of a given product on more than just a single line in parallel. Furthermore, the authors
propose approaches which make it possible to set up a product several times per
macroperiod.

Mac Cawley (2014) proposes a model for wine bottling. Macroperiods help to
schedule product families. Changeovers from one product family to another cause
sequence-independent setup times. For each product family several product sequences

2 See also Copil (2016).
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are defined in advance. That means, the product sequencing task is reduced to decide
which given sequence should be applied in which period. Therefore, it is not possible
to explicitly classify this model as a GLSP or CLSD. If there is production on a line, a
crew is necessary. All crews are assumed as being identical. Furthermore, there are a
maximum number of possible crews in each macroperiod t . A crew is always assigned
to a line for a complete macroperiod. The number of crews can be extended or reduced.

2.2 Disjunctive resources with substitutes

The models presented in this subsection also incorporate disjunctive resources, which
can be used at most on one line at the same time. However, now it is possible to choose
between different substitute resources for a single process, i.e., the resource is not fixed
a priori for a given process.

A GLSPmodel which considers tools as SRs is presented by Almeder and Almada-
Lobo (2011). It is predefined which tools (substitute resources) could be used for a
certain product–machine combination. Each product–machine combination requires
just a single tool. The tool has to be available for the complete time, starting from the
changeover before production and ending with the changeover after production. The
first step of the synchronization process is to determine which resources are actually
used. To accomplish this, the variables for setup states, changeovers and production
quantities are extended by tool indices. Based on these variables, it is possible to
calculate the starting times of the microperiods, whose lengths can be different on the
various production lines, and the tool release times. Further constraints help to avoid
overlapping of the line-specific microperiods when the same tool is used. The authors
also propose a CLSD formulation which models SRs in a similar way.

Seeanner (2013, pp. 144–148) considers multiple different setup operators in amul-
tistage GLSP formulation. For each setup it can be defined which setup operators are
capable of performing this operation, i.e., substitutes are possible. Binary variables
record which setup operator actually performs a setup. Thus, it is simple to assure that
a setup operator is at most assigned to a single line per microperiod. This approach
is valid because the multistage GLSP has an identical microperiod structure across
all lines. Since it is possible to start a setup in microperiod s − 1 and finish it in
microperiod s (period-overlapping setup operations), further synchronization is nec-
essary. Additional constraints assure that a microperiod is long enough to finish the
setup that has been started in the preceding microperiod.

Copil (2016, pp. 121–137) adapts the model presented by Tempelmeier and Copil
(2016) to consider multiple setup operators. Every setup operator is capable of per-
forming each changeover. Nevertheless, setup times depend on the skill levels of the
deployed setup operators. The model is further extended to represent a practical appli-
cation of a food producing company in a more detailed way.

2.3 Cumulative resources without substitutes

In the following, we describe models which consider cumulative resources, i.e.,
resources which serve as input to or output from production processes. They can,
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but not necessarily need to be used by or generated from more than one line at the
same time. These resources are non-renewable in the sense defined in Sect. 1. Further-
more, the models are without substitutes, i.e., it is fixed which resources have to be
used for or are generated from a certain process.

Kimms and Drexl (1998, pp. 90–91) propose a second extension of their PLSP
model (c.f. Sect. 2.1). Here they introduce scarce SRs which are necessary for produc-
tion and can be consumed by multiple lines in parallel. Parameters define the resource
consumption during production. Capacities of these resources are given per interval
of periods (e.g., five periods).

Göthe-Lundgren et al. (2002) present a DLSP formulation for an oil refinery. The
multistage model considers different production units which can be run in different
modes.A“runmode”defines thematerials,which are consumedas input, andproducts,
which are generated as output. Changeovers between run modes can be interpreted
as setups. The oil refinery consists of a distillation unit and two different hydro-
treatment units. Each run mode of a hydro-treatment unit needs a different amount
of hydrogen, but the capacity of generating hydrogen (cumulative SR) is limited.
Therefore, not every combination of run modes is possible. Furthermore, during the
production process unrequested sulfur (cumulative SR) is generated. The capacity to
handle this undesired output product is also limited and restricts the choice of run
modes. In the general model formulation it is possible to consider R different SRs.
Constraints assure that none of the given resource capacities is violated in any period.
Persson et al. (2004) modify the model to consider sequence-dependent changeover
costs when switching the run mode.

Seeanner (2013, pp. 143–144) extends his multistage GLSP formulation (c.f.
Sect. 2.2) to also consider raw materials. Parameters define the consumption of each
raw material during the production of one unit of a product. The overall production
may not exceed a given capacity of each raw material (cumulative SR).

Agroup ofmodels can be identifiedwhich—either directly in themodel formulation
or as part of the solution approach—represent a two-stage production process as a
single-stage formulation with scarce SRs, i.e., it is possible to neglect the detailed
lotsizing and scheduling of this additional production stage and to solely consider the
limited input to or output from the other stage. See also Example 2 of Sect. 1. These
models will be described in the following:

AGLSP formulation for a problem of the beverage industry is presented by Ferreira
et al. (2009). The production scenario consists of multiple tanks and bottling lines.
The tanks are used to prepare different flavored liquids which are packaged using
the bottling lines. Only one flavor can be prepared in a tank at the same time. Due
to technical reasons minimum liquid quantities have to be assured at the tank filling
processes.A tank can be connected to several bottling lines at the same time. Sequence-
dependent setup times and costs are considered for the changeovers of the bottling
lines (e.g., setup of another bottle size) and for the changeovers of the flavors in the
tanks. Only empty tanks can be refilled. First, the authors handle this problem using
a two-stage model formulation. Additionally, they propose a solution approach based
on a single-stage formulation with SRs (liquids in the tanks). The single-stage model
also uses binary variables indicating which flavor is in a tank in a certain microperiod.
However, it differs from the two-stage model because these variables do not influence
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the objective function. After having solved the single-stage formulation, the resulting
setups are used to constrain the two-stage model.

The formulation of Ferreira et al. (2010) is again based on the GLSP. However, it
just takes a single bottling line into account. Although multiple tanks are connected
to this line in real-world, it is sufficient to model just a single tank without setup
times. The reason is that the next tank can already be prepared while another one
is still supplying the bottling line. Nevertheless, minimum fill levels and maximum
capacities of the tanks must be respected , i.e., the liquids in the tanks can be defined
as secondary resources. Binary variables are used to track which flavor is in each tank
in a certain period.

Ferreira et al. (2012) also examine the beverage problem and use a single-stage
GLSP formulation with the tankfuls as cumulative SRs. The authors consider a fixed
assignment of tanks to bottling lines. However, to put a resulting plan into practice,
some kind of further synchronization between tank filling and bottling is necessary.
Otherwise, bottling on a line could start before its supplying tank had sufficiently
been filled. This is reached by respecting artificial setup times in the single-stage
model, which are taken as the maximum of the tank filling setup time and the bottling
setup time. Thus, besides the cumulative SRs of the previously mentioned papers
additionally disjunctive SRs, similar to Example 4 of Sect. 1, are used. The authors also
propose a CLSD formulation with the same approach for synchronization. Maldonado
et al. (2014) compare different CLSD formulations for a simplified problem with just
a single bottling line and without artificial setup times. Here, the liquids of the tanks
are the only SRs to be considered.

Almada-Lobo et al. (2010) formulate a CSLP to handle a planning task in the
glass container industry. Multiple parallel molding machines are supplied with melted
glass by a furnace. The furnace’s capacity is given in tons per period and the furnace
can be inactive, but only at the end of the planning horizon. If the furnace is active,
the complete capacity should be used. Otherwise, penalty costs incur. A single-stage
formulation, which incorporates the melted glass as an SR necessary for production
and setups, is used. Compared to the aforementioned problems from the beverage
industry, the information which glass type to melt is known in advance from amidterm
planning. Toledo et al. (2013) restrict the lotsizes to discrete values for the same
problem. Furthermore, melted glass still flows during idle times and setups and is
returned into the furnace, i.e., there is no resource consumption during these times.

Camargo et al. (2012) consider a problem from the process industry. There exist one
upstream machine and multiple downstream machines. The products which are pro-
duced on the downstreammachines are grouped to product families. Each family needs
one kind of SR. In each microperiod at most one SR can be produced on the upstream
machine. To begin with the authors present a GLSP formulation. Setup times and costs
of the upstream machine are omitted, and a variable is introduced indicating which
SR is produced on the upstream machine in a certain period. Secondary resources’
maximum capacities are defined in advance per microperiod (flexible length). The
authors do not discuss how such capacities of flexible periods of time could be deter-
mined for real-world applications. A capacity check assures that these capacities are
not exceeded by consumption of downstream machines. Again, synchronization has
to ensure that all downstream machines can only use the SR that is currently produced
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on the upstream machine. This synchronization is performed using a common time
grid for all machines. Thus, the starting and ending times of the microperiods are
tracked by variables. Additionally, the authors propose another formulation based on
the CLSD. Camargo et al. (2014) adapt the problem for the yarn production using a
GLSP formulation.

Santos and Almada-Lobo (2012) consider a problem from the pulp and paper mill
industry using a GLSP formulation. Microperiod lengths are still flexible but identical
across all lines. Given demand only exists for different paper products. Black liquor
and virgin pulp result from processing wood chips in a digester. However, only the
virgin pulp can be used to produce the paper products. The black liquor has to be
concentrated in an evaporator and afterward burned in a recovery boiler to produce
energy. Evaporator and boiler both show limited capacities. This limitation has indirect
influence on the regular production since the virgin pulp’s output is proportional to the
black liquor’s output. Thus, black liquor is the cumulative secondary resource, which,
in this case, limits only one production line. Figueira et al. (2013) extend the objective
function to maximize the steam output. Furlan et al. (2015) tackle the same problem
like Santos and Almada-Lobo (2012), extend the model for parallel paper machines
and present a new solution approach.

2.4 Classification scheme and discussion

Table 2 further classifies and summarizes the models described. Table 1 gives an
overview of the acronyms used. Besides “shareability” (note that different disjunctive
and cumulativeSRs canoccur simultaneously in the samemodel) and “substitutability”
additional attributes, which distinguish the various approaches found in the literature,
help to characterize SRs’ usage in greater detail. These are:

Basic model This attribute specifies which basic model has been extended for the use
of secondary resources. Possible values are DLSP, CSLP, PLSP, CLSD, GLSP or just
big bucket if neither an explicit assignment to CLSD nor to GLSP is possible.

States concerned Secondary resources may be necessary for production (p) or setups
(s) or while setup states of production lines are conserved (c). Note that these tasks
“production,” “setup” and “conservation of the setup state” in the following will be
termed as “states” if they are generally addressed and as “processes” if they are
addressed in connection with a production line and a product that is produced, that is
set up or whose setup state is merely conserved. This denomination has also already
been used since the beginning of Sect. 2.1. If substitutes are not possible (Sub=wo),
the assignment of an SR to a process is unique. Thus, it suffices to list all tasks a model
is able to consider. However, if substitutes do exist (Sub=w), two cases may occur:

1. Either the same SR has to be used for several subsequent processes although a
substitute would exist. For example, if two alternative tools could be installed
during a setup and then be used for production, either the first or the second one
had to be used for both processes.
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Table 1 Classification scheme of models considering secondary resources

Description Attribute Potential value Acronym

Bm Basic model Discrete lotsizing and scheduling problem DLSP

Continuous setup lotsizing problem CSLP

Proportional lotsizing and scheduling
problem

PLSP

Capacitated lotsizing problem with
sequence-dependent setups

CLSD

General lotsizing and scheduling problem GLSP

Big bucket Big bucket

Sh Shareability Disjunctive d

Cumulative c

Disjunctive and cumulative d/c

Sub Substitutability Without wo

With (includes without) w

Sc States concerned Production p

Setup s

Conservation of setup state c

Addressed states need the same substitutable
SRs

s-p-c

Addressed states may use different
substitutable SRs

s:p:c

Qr Quantity of different
resources

Limited number #
Unlimited fr

Rpr Resource-to-process
relation

One-to-one 1:1
One-to-many 1:pr

Many-to-one r:1

Many-to-many r:pr

I Industry Automobile industry AI

Beverage industry BI

Consumer goods industry CGI

Food industry FI

Process industry PI

Semiconductor industry SI

Comments Two-stage model 2s

Multistage model ms

SR used to represent a two-stage model SR2s

Used example Input considered as SR [i]

Output considered as SR [o]

2. Or the substitutes can freely be exchanged. For example, if two workers had the
capabilities to execute a setup and monitor the subsequent production process, the
first one could do the setup and the second one the monitoring.
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Fig. 1 Resource-to-process
relation 1:1

1:pr

r:1

r:pr

resource r necessary
for process pr

In the following, case 1 will be marked by an “-” and case 2 by an “:”. Thus, the first
example would be abbreviated as s-p, whereas the second example would be denoted
as s:p.

Quantity of different resources There exist model formulations which consider just a
limited number of non-identical secondary resources. In most of these cases, there is
only one resource like, e.g., a single setup operator who is responsible for all setups.
In order to keep the classification scheme compact, our notation will not distinguish
whether just a single resource or multiple identical replicates of this resource are
available. However, it will be marked if models provide the possibility to consider an
unlimited number of different resources.

Resource-to-process relation This attribute provides information about the relation
between resources r (only non-identical resources are considered here) and processes
pr. There can be a one-to-one (1:1) assignment, i.e., each resource is uniquely assigned
to a single process only. For example, a certain mold can only be used to produce a
single type of tire. It is also possible that an SR can be assigned to several processes,
called one-to-many (1:pr), for example, if a setup operator is able to execute two
different setup operations. If multiple types of SRs are necessary for a single process
this is namedmany-to-one (r:1). For instance, this is the case if both a tool and a setup
operator are necessary to perform a certain setup operation. Furthermore, there can be
a many-to-many (r:pr) assignment, for example, if a tool and a certain setup operator
are needed for some setup operation and the same setup operator is also required
for another setup operation. The different relationships between SRs and processes
are summarized in Fig. 1. Note that all relationships can be represented by a general
formulation that is able to model the r:pr relation.

IndustryMost of themodels discussed aremotivated by real-world applications. These
stem from automotive, beverage, consumer goods, food, process and semiconductor
industries (in the future, the list has to be extended if further industries are concerned).
These industries typically rely on a flow line organization. This is the reason why we
will rather use the term “production lines” than “machines” in the remainder of the
paper.

Comments This provides additional information, e.g., howmany stages are considered
in a model. To clarify this, two-stage (2s) and multistage (ms) mean that the model
considers two or multiple production stages, respectively. Of course, additionally,
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14 M. Wörbelauer et al.

secondary resources are considered in both cases. A special case is defined as SR
used to represent a two-stage model (SR2s). That is, the second production stage is
not planned in detail (see the examples in Sect. 1). Solely the capacity of the second
production stage is considered as secondary resource.

Used example This provides information about the secondary resource mentioned
in the considered publication. The specified page numbers refer to the considered
publication. In the case of cumulative resources, [i] defines that an input is considered
as secondary resource and [o] defines that an output is considered as secondary
resource.

When inspecting Table 2 and reconsidering Sects. 2.1–2.3, the following conclu-
sions can be drawn:

• Model for cumulative resources with substitutes is missing We identified models
for three types of resources: disjunctive resources without and with substitutes
and cumulative resources without substitutes. To the best of our knowledge, there
does not exist any publication taking cumulative resources with substitutes into
account. Nevertheless, being able to model such a situation might offer significant
advantages as shown in the following example. In the spinning industry, one must
determine the size and sequence of yarn production lots as well as which cotton
bales (secondary resources) will provide fiber blend that ensures quality attributes
(e.g., grade, color and fiber lengths) to produce the required yarns. Each blendmust
be set by means of different combinations of cotton bales. Nevertheless, different
cotton bale combinations (substitutes) can be used to fulfill the quality attributes
of a yarn.

• Models cannot be applied to different scenarios The presented models are very
specialized. This can easily be explained because most of these models have been
tailored to a specific, practical planning problem of a certain company. Then, the
advantage is that the model is not bloated by extra features which are needless
for this respective company. Nevertheless, it shows the disadvantage that another
company with a slightly different planning problem may not be able to also apply
such a model.

• Models might be too complex One very general model formulation is the one of
Seeanner (2013). His formulation of disjunctive resources with substitutes can
also be used for disjunctive resources without substitutes by a mere variation of
the input parameters. However, in this latter case themodel includesmore variables
than actually necessary.

• Concerned states are limited Another quite general formulation is the one of
Almeder and Almada-Lobo (2011). However, it also shows the shortcoming of
many other models that with s-p-c always the same SRs have to be used for a
sequence of setup, production and conservation. A more general model would be
preferable that could handle an s:p:c situation, too, if this occurred in real-world.
The model presented in Sects. 3–5 will be capable of handling both cases.

• Resource-to-process relation is limited When looking at Table 2, it can be seen
that models for the most general resource-to-process relation Rpr = r:pr occur
quite seldom. No model can be found at all, which is able to represent disjunctive
resourceswith substitutes in amany-to-many relation.Nevertheless, such scenarios
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are easy to imagine. For example, think of a situation where a tool out of a set
of alternative tools and an additional worker with a minimum skill level out of a
group of incrementally trained employees are both necessary for production.

To sum up, a general model must be able to represent disjunctive and cumulative
SRs with and without substitutes. Nevertheless—to keep the model lean and to lever-
age solvability—it should be easy to waive unnecessary parts of the model if they are
irrelevant for a certain real-world application. It should be possible to define resource
usage for each state separately, but also to enforce retention of the same SR. Further-
more, a process should be allowed to require more than just a single SR. Additionally,
SRs should be able to be assigned to several processes simultaneously. Such a general
model will be presented in the following sections. A classification of this model can
be found in the last row of Table 2.

3 Basic model formulation

The first step is to formulate a model that can be used as a basis for all types of SRs.
One important aspect, which must already be considered in the basic formulation, is
the synchronization of disjunctive resources. To accomplish this we will build on top
of the GLSP for heterogeneous parallel production lines (GLSPPL) of Meyr (2002)
and Meyr and Mann (2013). This is a single-stage formulation (for multiple stages
see the outlook in Sect. 7). The GLSPPL is adapted to a common time structure across
all lines as it has been done in the GLSP for multiple production stages (GLSPMS)
in order to synchronize the different stages (c.f., Meyr 2004; Seeanner and Meyr
2013; Seeanner et al. 2013). Just one state is allowed per line and microperiod. Thus,
the synchronization of disjunctive SRs across the parallel lines of a single stage of
production can also be based on a common microperiod time grid. To assure more
flexibility, period-overlapping setup times (so-called continuous setups) are allowed.
Suerie (2005) applies this approach of spreading long setup times over several con-
secutive periods of large-bucket and small-bucket models. We adapt his formulation
to the GLSPPL as it has in a similar way been done by Seeanner (2013) concerning
the GLSPMS.

The production system comprises multiple parallel production lines l (l =
1, 2, . . . , L). These production lines are used to produce several “real” products j
( j = 1, 2, . . . , J ). An additional product j = 0 is added to represent a “neutral state”
of a linewhen it is not set up for a certain real product. There does not exist any demand
for this fictitious dummy product. For all other products j > 0 a demand d jt is given
for each macroperiod t (t = 1, 2, . . . , T ). The production coefficient al j defines the
production time which is necessary to produce one unit of product j on line l. Before
production of a product j can take place on line l, a changeover from the previous
product i to product j has to be done. These setups cause sequence-dependent setup
costs sli j and times stli j . Shutdown costs to switch to the neutral state of a line l are
indicated by sli0. On the other hand, the activation of lines from the neutral state trig-
gers startup costs sl0 j . If a line does not produce, it is called “idle”. If a line l is not
shut down but nevertheless idle, the current setup state j is merely conserved. This
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conservation of setup states causes standby costs bl per time unit. Holding costs h j

are accounted for inventory of each product j > 0 at the end of each macroperiod.
Moreover, cl j defines the production costs which incur when producing one unit of a
product j on line l.

The planning horizon is divided into S microperiods. At most one product j can
be produced in each microperiod s (s = 1, . . . , S). Thus, these microperiods are used
to define the product sequence. Each macroperiod t consists of |St | microperiods,
whereat St defines the set of microperiods within macroperiod t . The first micrope-
riod of a macroperiod has always a fixed starting time ws . Therefore, the lengths of
macroperiods are defined by the starting times of fixed microperiods, which are sub-
sumed by the set �. An additional microperiod S + 1 is used to represent the end of
the planning horizon. Macroperiod lengths represent the production capacities of the
lines.Microperiod lengths are flexible and, in our representation, identical for all lines.
The common time structure of all lines is realized using variables ws which represent
the starting times of the microperiods s.

Continuous variables xl js and xl js are used to measure the production quantity
of a product j in microperiod s on line l and the idle time, where the setup state
is conserved, respectively. Minimum lotsizes ml j must be respected. I j t denotes the
inventory of product j at the end of macroperiod t . The binary variables yl js ∈ {0; 1}
and vl js ∈ {0; 1} represent whether there is production of product j on line l in
microperiod s and whether there is conservation of the setup state, respectively.

The following variables are necessary to consider continuous setups: x f
ls defines the

(potentially) fractional time of a setup spent on line l in microperiod s. The continuous
variables zli js take the value 1 if a changeover from product i to product j on line
l is completed in microperiod s. Otherwise, their value is 0. If a changeover from
product i to product j is spread over several consecutive microperiods, all periods
s of this changeover except for this last completion period are marked by a binary
variable zcli js ∈ {0; 1} taking on the value 1. These microperiods will be denoted as
“to be continued (tbc)” in the following. Note that it is important for the resource
consideration that the information about the concerned products is known; thus, the
indices i and j in the variable zcli js are necessary. Furthermore, two variables are used
to accumulate fractional setup times. τls determines a lower bound of the up to period
s cumulated setup times and σls defines an upper bound.

All the parameters and variables used in the model are summarized in Table 3. The
model formulation is stated below.
Objective function of the GLSPPL with a common time structure:

Min
∑

t, j

h j I j t +
∑

l,i, j �=i,s

sli j zli js +
∑

l, j,s

cl j xl js +
∑

l, j,s

bl xl js (1)

Constraints of the GLSPPL with a common time structure:

ws = ws ∀s ∈ � (2)

I j t = I j,t−1 +
∑

l,s∈St
xl js − d jt ∀ j, t (3)
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Table 3 Symbols of the GLSPPL with a common time structure

Indices and sets

i, j = 1, . . . , J Products; i, j = 0 neutral product

l = 1, . . . , L Production lines

s = 1, . . . , S Microperiods

s = S + 1 Dummy microperiod modeling the end of the last macroperiod

t = 1, . . . , T Macroperiods

St Set of microperiods s belonging to macroperiod t

� Set of all microperiods with fixed starting times

Data

al j Capacity consumption (time) needed to produce one unit of product
j on line l

bl Standby costs of line l (per time unit)

cl j Production costs of product j (per unit) on line l

d j t Demand of product j in macroperiod t (units)

h j Holding costs of product j (per unit and per macroperiod)

I j0 Initial inventory of product j at the beginning of planning (units)

ml j Minimum lotsize of product j (units) if produced on line l

ml0 Minimum time line l has to remain shut down

sli j Setup cost of a changeover from product i to product j on line l

stli j Setup time of a changeover from product i to product j on line l

vl j0 Equals 1 if the setup state of product j is conserved on line l at the
beginning of planning (0 otherwise)

ws Starting time of fixed microperiod s ∈ �

yl j0 Equals 1 if line l is set up for product j at the beginning of planning
(0 otherwise)

zli j0 Equals 1 if a changeover from product i to product j has been completed on
line l before the beginning of planning (0 otherwise)

zcli j0 = 0 Continued setups are not allowed before the beginning of planning

Variables

I j t ≥ 0 Inventory of product j at the end of macroperiod t (units)

vl js ∈ {0; 1} Equals 1 if the setup state of product j is conserved on line l in
microperiod s (0 otherwise)

ws ≥ 0 Starting time of microperiod s

σls ≥ 0 Cumulated setup time on line l until the end of microperiod s
(upper bound)

τls ≥ 0 Cumulated setup time on line l until the end of microperiod s
(lower bound)

xl js ≥ 0 Quantity of product j produced during microperiod s on line l
(units)

x f
ls ≥ 0 (Potentially) fractional setup time on line l in microperiod s
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Table 3 continued

xl js ≥ 0 Time used for conserving the setup state j on line l in microperiod
s (idle time)

yl js ∈ {0; 1} Equals 1 if production of product j takes place on line l in
microperiod s (0 otherwise)

zli js ≥ 0 Equals 1 if a changeover from product i to product j is completed
on line l in microperiod s (0 otherwise)

zcli js ∈ {0; 1} Setup to be continued (tbc); equals 1 if a changeover fromproduct i to j takes
place on line l in microperiod s, but is not yet completed in this microperiod
(0 otherwise)

∑

i, j �=i

zcli js +
∑

i, j �=i

zli js +
∑

j

yl js +
∑

j

vl js = 1 ∀l, s (4)

∑

j

al j xl js +
∑

j

xl js + x f
ls = ws+1 − ws ∀l, s (5)

al j xl js ≤ wS+1yl js ∀ j, l, s (6)

xl js ≤ wS+1vl js ∀ j, l, s (7)

x f
ls ≤ wS+1

∑

i, j �=i

(zcli js + zli js) ∀l, s (8)

s+1∑

r=s

xl jr ≥ ml j

∑

i �= j

zli j,s−1 ∀ j, l, s (9)

yl j,s−1 +
∑

i �= j

zcl j i,s−1 +
∑

i �= j

zli j,s−1 + vl j,s−1 = yl js +
∑

i �= j

zcl j is +
∑

i �= j

zl j is + vl js

∀ j, l, s (10)

zcli j,s−1 ≤ zcli js + zli js ∀l, i, j �= i, s (11)

τls ≥
∑

i, j �=i

stli j zli js ∀l, s (12)

τls ≤ τl,s−1 + x f
ls ∀l, s (13)

τls ≤ x f
ls + wS+1

∑

i, j �=i

zcli j,s−1 ∀l, s (14)

σls ≥ σl,s−1 + x f
ls −

∑

i, j �=i

stli j zli j,s−1 ∀l, s (15)

σls ≤
∑

i, j �=i

stli j zli js +
∑

i, j �=i

wS+1z
c
li js ∀l, s (16)

zcli j S = 0 ∀l, i, j �= i (17)

The objective function (1) minimizes the total costs, namely the sum of holding
costs, setup costs, production costs and standby costs.
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Constraint (2) creates the macroperiod time structure using the fixed starting times
ws of microperiods s ∈ �. Equation (3) is the typical inventory balancing equation for
each macroperiod. Exactly one of the states “setup to be continued,” “setup comple-
tion,” “production” or “conservation” is allowed per production line and microperiod
(4). This restriction is important to synchronize SRs as will be shown later. Equation
(5) defines the length of microperiod s as the difference between the starting time of
the following and the current microperiod. The time budget of such a microperiod
must be completely used for either production or conservation of the setup state or for
setups.

The values of the binary variables yl js and vl js are defined by constraints (6) and
(7), respectively. If there is production xl js > 0 or conservation of a setup state
xl js > 0, the corresponding binary variable takes the value 1. Constraint (8) assures
that positive setup time can only be charged if a setup takes place. In these three
types of constraints, the planning horizon wS+1 serves as a big number linking the
continuous with the binary variables.

Similarly to Koçlar and Süral (2005), it is sufficient to fulfill the minimum lotsizes
during the first twomicroperiods after a setup (9). This approach offersmore flexibility
than just using xl js on the left-hand side. Thus, for instance, conservation of the setup
state in the first microperiod after a setup is possible.

Equation (10) ensures the correct flow of the different states of a line. For example,
if product j has been set up in period s − 1 (left-hand side = 1), but is not needed
any longer in the following period (yl js = vl js = 0), a changeover to another product
i has to be started in period s, which can either also be finished in period s (i.e.,∑

i �= j zl j is = 1) or has to be continued in period s + 1 (i.e.,
∑

i �= j z
c
l j is = 1). Note

that Eq. (11) and not Eq. (10) is responsible for the correct flow of the tbc periods.
Nevertheless, Eq. (10) includes a

∑
i �= j z

c
l j i,s−1 on the left-hand side. Otherwise, it

would never be possible to switch from a tbc period to the completion of a setup.3

Further note that because of (10), in any optimal solution, the variables zli js will only
take zero or one as values.

The remaining constraints are necessary to model the period-overlapping setups.
Constraint (11) assures that a continuous setup is not interrupted. Once started
(zcli j,s−1 = 1) in or before period s − 1, because of (4), it either has to be contin-
ued (zcli js = 1) or finished (zli js = 1) in the following period s. Constraint (12)
ensures that sufficient setup time τls will be accumulated until the setup has been
completed in period s. The accumulation is put into practice by constraint (13). It
finally needs to reach stli j , but can at most be increased from a preceding period

to its subsequent period by the fractional setup time x f
ls . Reading constraint (13) as

x f
ls ≥ τls − τl,s−1∀l, s clarifies why τ is called a “lower bound” for the setup time to
be spent. Because of (5), its increment has to be reserved on line l for each continuous
setup period affected. After a setup has been completed (zli j,s−1 = 1) in a period s−1,
at the beginning of the next period s the cumulated setup time τ needs to be reset to
zero. Constraint (14) does this indirectly by limiting the setup time τls , that has been

3 Using the same index sequence j i three times for zcl j i,s−1, z
c
l j is and zl j is allows (10) to carry the

information, which product had been produced last, over all microperiods of a continued setup.
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accumulated until the end of period s, to the fractional setup time x f
ls accounted for

period s. The added term wS+1
∑

i, j z
c
li j,s−1 turns this constraint non-active in tbc

periods.
If the costs for conserving the setup state were very high, the model presented so

far would artificially stretch the setup times and accumulate more fractional setup
times x f

ls than actually necessary. If this shall be prevented, penalty costs for x
f
ls could

be imposed or constraints (15)–(17) could be introduced. Like τls the variables σls
accumulate the fractional setup times. Constraint (15) forces the σls of period s to sum
the preceding period’s σl,s−1 and the current period’s fractional setup time x f

ls as long
as the setup has not been completed in the preceding period (

∑
i, j stli j zli j,s−1 = 0). If

the setup has been completed, σls is reset to zero. Reading (15) as x
f
ls ≤ σls −σl,s−1+∑

i, j stli j zli j,s−1 illustrates why σ is called an “upper bound” on the fractional setup
times. According to constraint (16), the accumulated setup time σls itself is bounded
by stli j if a changeover from product i to product j has been completed (

∑
i, j zli js =

1,
∑

i, j z
c
li js = 0) in period s. In tbc periods (

∑
i, j z

c
li js = 1,

∑
i, j zli js = 0), however,

constraint (16) does not showany effect. Equation (17) finally forbids unfinished setups
at the end of the planning horizon (see also Table 3).

4 Extension for secondary resources

The following subsections introduce practically relevant extensions to the base formu-
lation to consider secondary resources. We structure the presentation according to the
four different types of SRs that emerged from the literature review in Sect. 2. If all pre-
sented constraints are simultaneously used in a single model, each type of SR can be
represented. We indicate this by using different indices for the different types of SRs.
Of course, it is also possible to neglect some type of SR and omit its corresponding
constraints if this was sufficient for a certain industrial application. Some additional
optional features, helping to further adapt the model formulation to industrial needs,
are presented in Sect. 5.

4.1 Disjunctive resources without substitutes

The basic model stated up to now will in the following be extended to consider dis-
junctive resources without substitutes. An example would be a scenario with two
setup operators who are necessary to perform setups, a tool which is bounded to the
machines during setups, production and conservation of setup states and a worker
who is responsible for the machine during production. In terms of our classification
scheme of Sect. 2.4, a process may need several SRs, i.e., multiple resources are con-
sidered and the resource-to-process relation is flexible (r:pr). Nevertheless, there are
no substitutes.

There are several disjunctive resources p = 1, 2, . . . , P . We assume that each
resource is available for the complete planning horizon. For each potential process
(conservation of the setup state of product j , production of product j and changeover
from product i to j) it is possible to define whether resource p is necessary or not by
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Table 4 Symbols for disjunctive resources without substitutes

Indices

p = 1, . . . , P Disjunctive resources without substitutes

Data

bcjp = 1 If resource p is needed for conservation of setup state j (0 otherwise)

bpjp = 1 If resource p is needed for production of product j (0 otherwise)

bsi jp = 1 If resource p is needed for a changeover from product i to product j (0
otherwise)

introducing further binary parameters bcjp, b
p
jp and b

s
i jp, respectively. Of course, these

parameters could also be declared as line-dependent if necessary. These additional
parameters are summarized in Table 4. (New variables are not needed.) The necessary
additional constraint is stated below.

Additional constraint for disjunctive resources without substitutes:

∑

l,i, j �=i

bsi j p(zli js + zcli js) +
∑

l, j

bp
jp yl js +

∑

l, j

bcjpvl js ≤ 1 ∀s, p (18)

Constraint (18) avoids double usage of SRs and thus synchronizes the use of SRs
across all parallel lines. Since there is a common time structure with exactly one state
per microperiod, it is sufficient to check that each SR p is used on at most one line
in every microperiod s. If necessary, the right-hand side of constraint (18) can be
substituted by a parameter indicating the number of replicas which exist of resource
p. Note that—now and in the following—for ease of simplicity we assume that there
do not occur any transportation times if an SR is transferred from one production line
to another.

Figure 2 shows an exemplary production plan with a common time structure and a
single state per microperiod. If resource p = 1 is necessary for the setup on line 1 in
microperiod 1, this resource cannot be used on another line in the same microperiod.
A binary parameter like bsi jp ensures that several setups can be executed in the same
microperiod if they use different SRs. Thus, both setups (from product 1 to 2 on line
1 and from product 3 to 4 on line 2) in microperiod s = 1 are possible if there are two
different tools p = 1 and p = 2 with bs121 = bs342 = 1.

4.2 Disjunctive resources with substitutes

Now, the base model (Eqs. 1–17) is extended to consider disjunctive resources with
substitutes. For instance, it is possible to choosewhetherworker 1 orworker 2 performs
agiven setup.This opportunity is of particular interest if theworkers are heterogeneous,
e.g., if they have different skills and can take care of different processes. For instance,
worker 1 can perform every setup operation and worker 2 can only perform simple
setup operations. Then, substitutability leads to more flexibility to construct feasible
production plans. Again, the formulation is capable of handling the most general case
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fixed

variable variable variable

1                                  w2                                                                                        w3                                                                       4                                         

s = 1                                     s = 2                                                  s = 3 s = 4

time

l = 1

l = 2

starting time: fixed                      free free fixed 

length of period:

setup j=1 to j=2 production j=2 standby j=2

continuous setup j=3 to j=4 production j=4

Fig. 2 Example production plan with common time structure and exactly one state per line and microperiod

concerning the resource-to-process relations (r:pr). In this section, we only consider
the case s:p:c where substitutable SRs may be switched from period to period. Later
on in Sect. 5.2, we will present an extension for the s-p-c case.

Resources are defined using the index q = 1, 2, . . . , Q. The index u = 1, 2, . . . ,U
distinguishes different skills, e.g., the skill of a worker to execute a simple or a more
complex setup or the skill of a tool to execute a certain production process. The
substitute set �u contains all resources q with skill u which are substitutes for each
other (see also Fig. 3 for a better understanding). For example, if worker 1 is defined
as q = 1 and worker 2 as q = 2, both are substitutes for each other because both show
skill u = 1, then �1 = {1; 2}. A process may require several skills simultaneously.
For example, a low-skilled worker (u = 1) and a 9mm drill (u = 2) may be necessary
simultaneously to produce a certain product j = 1. The process sets �c

j , �
p
j and �s

i j
describe which skills u are necessary for conservation of setup state j , for production
of product j and for a changeover from product i to product j , respectively.4 Then
the process set �p

1 = {1; 2} represents the simultaneous necessity of both skills in the
above example.

A resource can havemore than one skill and thus belong to more than one substitute
set. For example, worker q = 1 may be able to execute a simple setup (u = 1)
and a complex setup (u = 3), whereas worker q = 2 is only able to execute the
simple setup (u = 1). In addition, a 9mm diamond drill q = 3 may be able to drill
9mm holes in soft (u = 2) and hard (u = 4) surfaces, whereas a 9mm metal drill
q = 4 may only be able to perforate soft surfaces (u = 2), altogether resulting in the
four substitute sets �1 = {1; 2}, �2 = {3; 4}, �3 = {1} and �4 = {3}. However,
for ease of simplicity, we assume that the same resource cannot be in two different
substitute sets of the same process set. When looking at the graphical representation
in Fig. 3, this would mean that a resource cannot be found more than once in the large
circle (e.g., q = 1 cannot be in �u=1 and �u=2 because they are both part of �

p
j=1).

Relaxing this restrictionwould lead to significantlymore variables in themodel. As the
above example demonstrates, this assumption is not really crucial because reasonable
skill requirements can nevertheless be modeled, e.g., production processes needing
low-skilled workers and simple drills (�p

1 = {1; 2}) as well as processes needing
high-skilled workers and complex drills (�p

2 = {3; 4}).
4 We omit the index l of the production lines for ease of readability.
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Fig. 3 Example for substitute consideration

It is necessary to track which resources are used in order to ensure the correct
synchronization of substitutes. Thus, three new variables are introduced: yclqs indicates

whether resource q is used to conserve a setup state on line l in microperiod s, y plqs
indicates if resource q is used during a production process on line l in microperiod
s and yslqs triggers the use of resource q to perform a setup on line l in microperiod
s. Additional symbols are summarized in Table 5, and the additional constraints are
stated afterward.

Additional constraints for disjunctive resources with substitutes read:

∑

q∈�u

y plqs ≥ yl js ∀l, j, s, u ∈ �
p
j (19)

∑

q∈�u

yclqs ≥ vl js ∀l, j, s, u ∈ �c
j (20)

∑

q∈�u

yslqs ≥ (zli js + zcli js) ∀l, i, j �= i, s, u ∈ �s
i j (21)

∑

l

(yclqs + y plqs + yslqs) ≤ 1 ∀s, q (22)

For each skill u of process set �p
j , inequality (19) attaches a suitable SR if product

j needs to be produced on line l in microperiod s. As an example, let substitute set
1 again consist of workers q = 1 and q = 2 with skill u = 1 (�1 = {1; 2}) and
substitute set 2 consist of tools q = 3 and q = 4 with skill u = 2 (�2 = {3; 4}),
respectively. Product 1 is produced (yl1s = 1), requiring both skills (�p

1 = {1; 2}).
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Table 5 Symbols for disjunctive resources with substitutes

Indices and sets

q = 1, . . . , Q Disjunctive resources with substitutes

u = 1, . . . ,U Skills

�u Substitute set, listing alternative resources q with skill u

�c
j Process set, listing all skills u necessary for conserving the setup state j

�
p
j Process set, listing all skills u necessary for producing product j

�s
i j Process set, listing all skills u necessary for a changeover from product i to

product j

Variables

yclqs ∈ {0; 1} Equals 1 if resource q is used to conserve a setup state on line l in
microperiod s (0 otherwise)

y plqs ∈ {0; 1} Equals 1 if resource q is used to produce a product on line l in microperiod
s (0 otherwise)

yslqs ∈ {0; 1} Equals 1 if resource q is used to perform a setup on line l in microperiod s
(0 otherwise)

On the one hand, (19) turns into
∑

q∈�1
y plqs ≥ 1, forcing y pl1s or y pl2s to be set to

1. On the other hand, (19) yields
∑

q∈�2
y plqs ≥ 1. Consequently, y pl3s or y

p
l4s must

take 1, assuring that at least one resource out of each substitute set is assigned to the
production process of product 1.

The variables could also be continuous. This would lead to production plans with
processes performed by combinations of disjunctive resources, e.g., 30% of the work
is done by worker 1 and 70% of the work is done by worker 2. This is possible
(when assuming zero transfer times), but normally not desired. Inequalities (20) and
(21) are constructed in the same way as (19). They assure correct standbys and setups,
respectively. Up to now, the decision variables only indicate the usage of the resources.
Inequality (22) enforces that the same resource q cannot be attached to several lines
in the same microperiod.

Note the difference between the case without (Sect. 4.1) and with (Sect. 4.2) sub-
stitutes: In (18), resource usage only depends on whether the process is active or not.
Inequalities (19)–(21) additionally provide the possibility to choose which resources
are used if a process is active.

4.3 Cumulative resources without substitutes

In this subsection, the model is extended to consider cumulative resources without
substitutes, e.g., a raw material which is used for parallel production of two different
products on two lines. Raw materials can also be necessary during setups for test
runs and adjustment processes of the production lines. It is predefined how many
units of a resource are necessary to perform a certain process. Storing of resources
is not possible, i.e., if the resource’s capacity is not completely needed in a certain
macroperiod, the remaining capacity cannot be used in the following macroperiod. An
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Table 6 Parameters for cumulative resources without substitutes

Indices and sets

r = 1, . . . , R Cumulative resources without substitutes

Data

ecjr Consumption of resource r while the setup state of product j is conserved
for one time unit

epjr Consumption of resource r while one unit of product j is produced

esi jr Consumption of resource r while a setup from product i to product j is
performed

Krt Capacity of resource r in macroperiod t

extension for storing cumulative SRs is discussed in Sect. 5. The resource-to-process
relation is general (r:pr). The resources’ availability is already known.

The index r = 1, 2, . . . , R denotes the different resources. Each resource has a
given capacity Krt per macroperiod t . The consumption of resource r is defined by
parameters ecjr , e

p
jr and esi jr for conservation, production and setup processes. Table

6 shows concrete definitions of these additional parameters.
With the above assumptions, the additional constraint (23) suffices to model cumu-

lative resources without substitutes:

∑

l,i, j �=i,s∈St
esi jr zli js +

∑

l, j,s∈St
epjr xl js +

∑

l, j,s∈St
ecjr xl js ≤ Krt ∀r , t (23)

They assure that the aggregate capacity of each resource r is respected in every
macroperiod t . Since we only consider an SR’s aggregate capacity per macroperiod in
this section, it is sufficient to assume that the total amount esi jr of a cumulative setup
resource r (e.g., a raw material used for cleaning) will be merely consumed in the last
microperiod of a continuous setup. A more detailed modeling of permanently used
SRs is discussed in Sect. 5.

4.4 Cumulative resources with substitutes

Finally, cumulative SRs with substitutes are considered. For example, it is possible to
produce product 1 using raw material 1 or raw material 2. The index n = 1, 2, . . . , N
defines the different cumulative resources. The index o = 1, . . . , O distinguishes
different properties these resources may show, e.g., whether they stem from a local or a
global supplier or fromorganic or conventional cultivation. Similarly to�u in Sect. 4.2,
substitute sets �o are introduced, which list the resources n that share property o and
can alternatively be used. For example, the rawmaterials of a conventional final product
could stem from both conventional and organic cultivation, whereas the raw materials
of an organic final product would not allow such a substitution. We assume that the
resources of a substitute set can be combined to fulfill a process, e.g., if 30 units
of product 1 are produced in microperiod s, 10 of them can be produced using raw
material 1 and 20 using raw material 2.
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Table 7 Symbols for cumulative resources with substitutes

Indices and sets

n = 1, . . . , N Cumulative resources with substitutes

o = 1, . . . , O Properties

�o Substitute set, listing all cumulative resources n with property o

�c
j Process set, listing all properties o necessary for conserving the setup state

j

�
p
j Process set, listing all properties o necessary for producing product j

�s
i j Process set, specifying all substitute sets o necessary for changing from

product i to product j

Data

f cjo Consumption of resources with property o while the setup state of product
j is conserved for one time unit

f pjo Consumption of resources with property o while one unit of product j is
produced

f si jo Consumption of resources with property o while a setup from product i to
j is performed

Kc
nt Capacity of resource n in macroperiod t

Variables

xclns ≥ 0 Consumption of resource n to conserve a setup state on line l in
microperiod s

x plns ≥ 0 Consumption of resource n to produce a product on line l in microperiod s

xslns ≥ 0 Consumption of resource n to perform a setup on line l in microperiod s

The properties o that are necessary for conservation of the setup state of product
j , for production of product j , and for setups from i to j are declared by the process
sets �c

j , �
p
j and �s

i j , respectively. K
c
nt denotes the overall capacity of resource n

in macroperiod t . f cjo denotes the overall amount of SRs with property o that is

necessary to conserve setup state j for one time unit. f pjo and f si jo state the amount of
SRs with property o necessary for the production of one unit of product j and during
a setup from product i to j , respectively. Similarly to the case of cumulative resources
without substitutes, f si jo is only used in the last microperiod of a continuous setup.

The continuous variables xclns , x
p
lns and xslns distinguish the consumption of resource

n on line l in microperiod s for conservation, production and setups. This notation is
summarized in Table 7.
Additional constraints for cumulative resources with substitutes:

∑

n∈�o

x p
lns ≥ f pjoxl js ∀l, j, s, o ∈ �

p
j (24)

∑

n∈�o

xclns ≥ f cjoxl js ∀l, j, s, o ∈ �c
j (25)

∑

n∈�o

xslns ≥ f si jozli js ∀l, i, j �= i, s, o ∈ �s
i j (26)
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∑

l,s∈St
x p
lns +

∑

l,s∈St
xclns +

∑

l,s∈St
xslns ≤ Kc

nt ∀n, t (27)

Inequality (24) determines the values of variables x p
lns . It is assured that enough

resource quantities from substitute set�o are reserved for the production quantity xl js .
These quantities can be fulfilled by only one resource or a combination of different
resources of the substitute set of property o. Note that here the same resource may be
in several substitute sets of the same process set. For example, assume that multivi-
tamin juice ( j = 1) has to be mixed from orange and pineapple concentrate. Orange
concentrate can be bought from a Spanish (n = 1) and Mexican (n = 2) supplier,
pineapple concentrate can be bought from a Thai (n = 3) and Brazilian (n = 4)
supplier. The juice needs to have shares of at least 20 % of both orange (o = 1) and
pineapple (o = 2) concentrate ( f p11 = f p12 = 0.2). However, the overall share of fruit
concentrate (o = 3) has to be at least 50 % ( f p13 = 0.5). Then, the three substitute sets
�1 = {1; 2}, �2 = {3; 4} and �3 = {1; 2; 3; 4} result, which all belong to the same
process set �p

1 = {1; 2; 3}.5
Inequalities (25) and (26) are constructed in the same way and assure that enough

resources are assigned for the conservation of setup states and for the setups, respec-
tively. Equation (27) ensures that the available resource capacities Kc

nt are respected
for each resource n in each macroperiod t .

5 Considering additional features

This section demonstrates how the model can be applied and how it may easily be
adapted to incorporate further SR-relevant features. For some companies, these fea-
tures can be of great help to create realistic production plans. It is possible to combine
the constraints of the different scenarios described in Sects. 4.1–4.4. For instance, if a
company has disjunctive resources with substitutes and cumulative resources without
substitutes, as well, Eqs. (1)–(17), (19)–(22) and (23) can be combined to address this
case.

Rather complex extensions are explained in sufficient detail in Sects. 5.1–5.4. More
obvious extensions are just briefly sketched in the following:

• Capacity restriction of disjunctive resources Sect. 4.1 assumed that a disjunctive
SR p is always available for the complete planning horizon. In the literature of
disjunctive resources without substitutes, this assumption is sometimes relaxed
(c.f. Table 2). For example, a setup operator p might only be available for 7h
within an 8hmacroperiod. Introducing a newparameter Kd

pt denoting the available
capacity of SR p in macroperiod t , enables to represent this case. An additional
variable is necessary to track the products involved in a setup operation on each
line in each microperiod, since the variable of the fractional setup time x f

ls does
not provide this necessary information.

5 If a property o does only refer to some ingredient of the SRs, as for example the sugar content of
orange and pineapple concentrate, a corresponding factor aon can be introduced and (24) can be changed
to

∑
n∈�o

aonx
p
lns ≥ f pjoxl js .
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• Capacity restriction of cumulative resources for a continuously provided resource
If non-substitutable cumulative resources are provided in a continuous manner,
e.g., because there is a continuous flow from a pipeline, it might not be sufficient
to respect the SR’s capacity only per macroperiod in an aggregate manner, as it
has been done using constraint (23) of Sect. 4.3. In this case, the SR’s capacity
needs to be modeled in more detail, e.g., on a microperiod basis. Introducing a
flow rate K fr (measured in units of secondary resource r per unit of time) helps
to implement this case.

• Inventory balancing of cumulative resources If unused cumulative resources can
be stored, the development of the resulting inventories should be tracked over
time. This can be done on both a macro- or microperiod basis by introducing
variables Īr t ≥ 0 or Îrs ≥ 0 representing the inventory of resource r at the end
of macroperiod t or microperiod s, respectively. Let K̄rt now denote a predefined,
given supply of resource r in macroperiod t (e.g., by a midterm contract with a
supplier of r ), and K̂ f r denote a constant inflow rate of resource r per unit of time
(e.g., from a preceding, independent stage of production). Then, standard inventory
balancing constraints can be constructed using K̄rt and K̂ f r (ws −ws−1) as inflow
of the inventory balance per macro- and microperiod, respectively.

5.1 Split of setups into dismounting, cleaning andmounting

In some industrial settings it may be important to split a changeover from product i to
product j into a dismounting operation of product i , a cleaning operation and amount-
ing operation of product j . Sections 4.1 and 4.2 assume that disjunctive resources (e.g.,
cutting tools), which are necessary for product i , and disjunctive resources, which are
necessary for product j , are assigned to the production line for the complete setup from
product i to j . This assumption can be too restrictive. For instance, if the overall setup
time is 6h and dismounting, cleaning and mounting last 1, 2 and 3h, the disjunctive
resources which are necessary for product i will be assigned to the production line for
6h. By splitting the operation into dismounting, cleaning and mounting, the resources
only necessary for product i already get available 1h after starting the changeover.

The three new states “dismounting,” “cleaning” and “mounting” replace the state
“setup”. We introduce the identifiers D, E and M to distinguish these states. For
example, the former aggregate setup time stli j = 6 will be replaced by st Dli j = 1 for

dismounting, st Eli j = 2 for cleaning and stMli j = 3 for mounting. Sequence dependency
of these times is still important, as it could be the case that some tools, which have
been necessary for product i , are still needed for product j and can be left mounted,
whereas others have to be dismounted. This fact enforces to track the sequence. Note
that the restriction of having exactly one state per line and microperiod is still valid.
Furthermore, we assume that these three processes are always in the order dismounting
→ cleaning → mounting and that there is no idle time in between. Nevertheless, each
of these three states may be spread over several periods.

Besides setup times further parameters (zli j0, zcli j0; cf. Table 3) and variables (σls ,

τls , x
f
ls , zli js , z

c
li js) have to differentiate the three new states in order to adapt the

basic model accordingly. We use the same logic to distinguish them, but introduce
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an abbreviation for our notation: An asterisk * marks that a constraint has to be
executed for each of the three states with the corresponding state-specific parameters
and variables. For example, x f ∗

ls ≥ 0 ∀l, s, ∗ would abbreviate the nonnegativity

constraints x f D
ls ≥ 0, x f E

ls ≥ 0 and x f M
ls ≥ 0 ∀l, s of the fractional setup times x f D

ls ,

x f E
ls and x f M

ls of the states “dismounting,” “cleaning” and “mounting”.
Compared to basic model’s objective (1) the only change of the new objective

function (28) is that the zli js are substituted by zMli js :

Min
∑

t, j

h j I j t +
∑

l,i, j �=i,s

sli j z
M
li js +

∑

l, j,s

cl j xl js +
∑

l, j,s

bl xl js (28)

The adapted constraints of the basic model (1)–(17) are presented and explained in
the following (constraints (2), (3), (6) and (7) are still valid):

∑

i, j �=i

(
zcDli js + zDli js + zcEli js + zEli js + zcMli js + zMli js

)
+

∑

j

yl js +
∑

j

vl js = 1 ∀l, s

(29)∑

j

al j xl js +
∑

j

xl js + x f D
ls + x f E

ls + x f M
ls = ws+1 − ws ∀l, s (30)

x f ∗
ls ≤ wS+1

∑

i, j �=i

(zc∗li js + z∗li js) ∀l, s, ∗ (31)

s+1∑

r=s

xl jr ≥ ml j

∑

i �= j

zMli j,s−1 ∀ j, l, s (32)

yl j,s−1 +
∑

i �= j

zcDl ji,s−1 +
∑

i �= j

zMli j,s−1 + vl j,s−1 = yl js +
∑

i �= j

zcDl jis +
∑

i �= j

zDl jis + vl js

∀ j, l, s (33)

zc∗li j,s−1 ≤ zc∗li js + z∗li js ∀l, i, j �= i, s, ∗ (34)

zDli j,s−1 ≤ zcEli js + zEli js ∀l, i, j �= i, s (35)

zEli j,s−1 ≤ zcMli js + zMli js ∀l, i, j �= i, s (36)

τ ∗
ls ≥

∑

i, j �=i

st∗li j z∗li js ∀l, s, ∗ (37)

τ ∗
ls ≤ τl,s−1 + x f ∗

ls ∀l, s, ∗ (38)

τ ∗
ls ≤ x f ∗

ls + wS+1

∑

i, j �=i

zc∗li j,s−1 ∀l, s, ∗ (39)

σ ∗
ls ≥ σ ∗

l,s−1 + x f ∗
ls −

∑

i, j �=i

st∗li j z∗li j,s−1 ∀l, s, ∗ (40)

σ ∗
ls ≤

∑

i, j �=i

st∗li j z∗li js +
∑

i, j �=i

wS+1z
c∗
li js ∀l, s, ∗ (41)
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Table 8 Example for the transition from dismounting of product i ′ to the mounting of product j ′

Period s = Active state All other states LHS and RHS of (33)

s′ − 1
∑

i �=i ′ zcDli ′is = 1 0 = 1 for j = i ′

s′ ∑
i �=i ′ zDli ′is = 1 0 = 1 for j = i ′

s′ + 1 zcEli ′ j ′s or z
E
li ′ j ′s = 1 0 = 0 ∀ j

s′′ ≥ s′ + 1 zEli ′ j ′s = 1 0 = 0 ∀ j

s′′ + 1 zcMli ′ j ′s or z
M
li ′ j ′s = 1 0 = 0 ∀ j

s′′′ ≥ s′′ + 1
∑

i �= j ′ zMli j ′s = 1 0 = 0 ∀ j

s′′′ + 1 yl j ′s or vl j ′s = 1 0 = 1 for j = j ′

zc∗li j S = 0 ∀l, i, j �= i, ∗ (42)

Equation (4) is substituted by (29) to assure that at most one state is allowed per
microperiod and production line. The capacity restriction (5) is adapted to (30) in
order to respect all five states that are now possible. Inequality (8) is changed to (31)
to respect all three states involved in a setup. As in (9), the minimum lotsizes of (32)
still have to be produced within two subsequent microperiods. However, now zMli js
indicates the end of a setup.

The correct flow of states is assured by (33)–(36) which substitute (10) and (11).
Equation (33) switches from a preceding state in period s − 1 to one of the states
“production,” “dismounting” or “conservation” in period s. If a setup had been started
in s − 1 by switching to the dismounting state, constraint (34) enforces a correct
flow of states during a continuous dismounting. Likewise, continuity of cleaning and
mounting is ensured if the ∗ in (34) is substituted by E and M , respectively. Constraint
(35) enables a change from dismounting to cleaning. Constraint (36) enforces the
subsequent transition from cleaning to mounting. If a mounting had been completed
in period s − 1 because of zMli j,s−1 = 1, Eq. (33) again controls the flow of states until
the next setup starts with a dismounting operation. For example, let us assume that
a changeover takes place from product i ′ to product j ′ where a continued dismount
is finished in period s′, i.e.,

∑
i �= j z

cD
l ji,s−1 = 1 and

∑
i �= j z

D
l jis = 1 for j = i ′ and

period s = s′. Then the left-hand side of (33) has to become 0 for all j in period
s = s′ + 1 because of (29). Furthermore, zcEli ′ j ′,s′+1 or z

E
li ′ j ′,s′+1 have to take the value

1 because of (35). This is not hindered by (33) because none of the variables indicating
a cleaning operation appear in (33). If this cleaning ends in period s′′ ≥ s′ + 1 by
zEli ′ j ′s′′ = 1, a mounting process has to start in period s′′ + 1 (either zcMli ′ j ′,s′′+1 = 1 or

zMli ′ j ′,s′′+1 = 1) because of (36). If thismounting is finished in someperiod s′′′ ≥ s′′+1,
in the following period, the left-hand side of (33) becomes 1 for product j = j ′ and
production, conservation (or dismounting) of product j ′ might start (see Table 8).
All in all,

∑
i �= j z

cD
l ji,s−1 on the left-hand side of (33) serves the same purpose as∑

i �= j z
c
l j i,s−1 did in (10).
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Constraints (37)–(42) replace (12)–(17), however, mirrored for the states “dis-
mounting,” “cleaning” and “mounting”.

The constraints for the different resource types can easily be adapted to consider
dismounting, cleaning and mounting, as well. As an example, this is done for disjunc-
tive resources with substitutes (c.f. Sect. 4.2). The process sets �s

i j , representing the
information which skills u are necessary for a changeover from product i to product j ,
are replaced by new process sets�D

i ,�
E
j and�M

j representing the information which
skills u are necessary during dismounting of product i and cleaning and mounting of
product j , respectively. The variables yslqs are replaced by corresponding variables
y∗
lqs .
Then, constraints (21) and (22) of Sect. 4.2 have to be replaced by the following

adapted constraints (43)–(45) and (46):

∑

q∈�u

yDlqs ≥
∑

j �=i

(
zDli js + zcDli js

)
∀l, i, s, u ∈ �D

i (43)

∑

q∈�u

yElqs ≥
∑

i �= j

(
zEli js + zcEli js

)
∀l, j, s, u ∈ �E

j (44)

∑

q∈�u

yMlqs ≥
∑

i �= j

(
zMli js + zcMli js

)
∀l, j, s, u ∈ �M

j (45)

∑

l

(yclqs + y plqs + yDlqs + yElqs + yMlqs) ≤ 1 ∀s, q (46)

Constraints (43)–(45) determine which disjunctive SRs of the substitute sets �u

are actually used in the different states. Because of (46), each SR q is at most applied
once per microperiod s.

5.2 S-p-c model for disjunctive substitutes and splitting of setups

In this section, we introduce additional constraints to represent the s-p-c case. If
splitting of setups in dismounting, cleaning and mounting is allowed, too, this means
that it is mandatory that the same resource (e.g., a tool) is used during all three states.

Constraints (47)–(50) assure that the same resource is used during all subsequent
microperiods of this sequence of processes:

yDlq,s−1 ≤ yDlqs +
∑

i, j �=i

zDli j,s−1 ∀l, s, q (47)

yMlq,s−1 ≤ yMlqs +
∑

i, j �=i

zMli j,s−1 ∀l, s, q (48)

y plq,s−1 + yclq,s−1 ≤ y plqs + yclqs +
∑

i, j �=i

(
zcDli js + zDli js

)
∀l, s, q (49)

yMlq,s−1 + y plq,s−1 + yclq,s−1 ≤ yMlqs + y plqs + yclqs + yDlqs ∀l, s, q (50)
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Constraint (47) assures that an SR q, which is used for dismounting on line l in
microperiod s − 1, is also used for dismounting on the same line in microperiod s.
This flow can only be interrupted if dismounting also had been finished in microperiod
s − 1, i.e., if

∑
i, j �=i z

D
li j,s−1 = 1. Constraint (48) works in the same way to consider

resourceflowsduringmounting. The resourceflowduring production and conservation
of a setup state is respected using constraint (49). They allow an arbitrary change
between the states production and conservation until dismounting begins. Constraint
(50) enforces that mounting can only be followed bymounting or the sequence defined
by (49). Overall, the resource can only be released from this production line using a
dismounting operation.

If a cleaning process required the same SR q during all cleaning periods, this could
be modeled in a similar fashion.

5.3 No substitution of cumulative resources during a production lot

The formulation in Sect. 4.4 allows a combination of substitutable cumulative
resources when producing a certain product. Sometimes, it is not desired to switch
between alternative raw materials while producing a single lot. For instance, one
would like to avoid switching the providing tank several times for a single production
lot lasting just a few minutes. To hinder substitution within a single lot, the model
from Sect. 4.4 needs to be adapted. We just sketch the general idea but do not present
the complete model:

x p
lns ≤ Mybplns ∀l, n, s (51)
∑

n∈�o

ybplns ≤ 1 ∀l, s, o (52)

The additional binary variables ybplns are set to 1 if resource n is used for production
on line l in microperiod s (otherwise 0). Constraint (51) assures this by means of a
big constant M . To forbid switching, at most one type of SR of each substitute set �o

is allowed per line, microperiod and property o (52). If desired, analogous constraints
must be formulated for the other potential states of the line, too. Since a production lot
may span over several microperiods, it is still possible that line l uses one rawmaterial
of substitute set �o in microperiod s and another one in microperiod s+1. To prevent
this, flow constraints similar to (49) are necessary.

5.4 All lines must consume the same resource

The following extension represents the case of Camargo et al. (2012). The authors
consider a scenario where all production lines must consume the same resource at
the same time. This way they model a furnace which feeds several lines in parallel.
The material can differ from period to period. Our model from Sect. 4.3 can be used
as a basis. Thus, cumulative resources without substitutes are considered, and the
following constraint is added:
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∑

k,i, j �=i

esi jr zki js +
∑

k, j

e pjr xk js +
∑

k, j

ecjr xk js

≤ M

⎛

⎝
∑

i, j �=i

esi jr zli js +
∑

j

e pjr xl js +
∑

j

ecjr xl js

⎞

⎠ ∀l, r , s (53)

The left-hand side of (53) constitutes the total consumption of resource r on all
lines in microperiod s, whereas the brackets of the right-hand side constitute the
consumption of the same resource in the same microperiod, but only on line l. Thus,
withM again being a large positive constant, (53) ensures that all other lines are forced
to use resource r if at least one line uses this resource. Note that a line may still require
more than just a single SR.

6 Examples

The following examples demonstrate the functionality of the model. The focus is
on the secondary resources. Thus, the basic production scenario is very simple and
all models are kept small in order to remain comprehensive. In Sect. 6.1 disjunctive
resources without substitutes are addressed. The subsequent section is devoted to
disjunctive resources with substitutes. Section 6.3 addresses cumulative resources
with substitutes. Afterward an example with all types of resources is presented. The
final scenario of Sect. 6.5 requires continuous setups.

The exemplary models have been implemented using GMPL 4.50 as a modeling
language andGLPK4.55 as a solver. All experiments have been performed on an Intel-
Core i5-4300 CPU 1.9GHz, 8 GB RAM. However, computation time is not the focus
of this section, but rather the flexibility of the underlying mixed-integer programming
models.

6.1 Disjunctive resources without substitutes

The basic production scenario comprises two lines and two products (plus a product
j = 0 to represent the neutral state). It lasts 1 time unit to produce 1 unit of each
product. Production of product 1 is only possible on line 1, and product 2 can be
produced exclusively on line 2. Production costs are 2 monetary units per unit of each
product. Setup costs are set to 1monetary unit, and setup times are set to 1 time unit for
every product combination. Both lines are in the neutral state ( j = 0) at the beginning
of the planning horizon. Two macroperiods containing three microperiods each are
considered. Each of them has a capacity of 10 time units. If 1 unit of a product is
stored for one macroperiod, holding costs of 1 monetary unit occur. Standby costs
are zero and the demand of product 1 and 2 is 8 units, each, at the end of the second
macroperiod. Minimum lotsizes are set to one. The optimal production plan without
consideration of secondary resources is presented in Fig. 4.

The length of microperiods s = 1 and s = 2 is zero. In microperiods s = 3 and
s = 4 the initial setup state ( j = 0) is conserved (standby) on both lines. Microperiod
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Fig. 4 Production plan without consideration of secondary resources

Fig. 5 Production plan with consideration of disjunctive resources

s = 5 is used to perform the setups from product 0 to 1 on line 1 and from product 0 to
2 on line 2. The last microperiod has a length of 8 time units and is used for production
on both lines. The total costs are 34 monetary units.

Now, there are three different secondary resources: workers A and B, and tool C.
Worker A is necessary for every setup which involves product 1, and worker B is
necessary for every setup which involves product 2. Tool C is necessary for every
setup which involves product 1 and 2 and for production and standby of the products
1 and 2. The production plan resulting from solving model (1)–(18) is shown in Fig. 5.

Since tool C is necessary for the production of both products, it is not possible to
produce them at the same time. Furthermore, tool C is also necessary for the standby
of the products. Thus, it is not possible that line 2 stays set up for product 2 after
production. Additional costs occur due to the changeover from product 2 to 0 in
microperiod 4.The tool is still necessary during this setupoperation; thus, this setuphas
to be finished before the setup on line 1 can start inmicroperiod 5.Due to preproduction
in microperiod 3 holding costs of 8 monetary units occur. Nevertheless, an optimal
production plan,whichwould be feasible in this practical application, has been created.

6.2 Disjunctive resources with substitutes

The considered scenario is similar to the scenario described in Sect. 6.1. The only
difference is the existence of an additional tool D, which can be installed instead of
tool C for both products. For workers A and B, constraint (18) of the model without
substitutes can still be used. Nevertheless, it is also possible to apply the constraints
for resources with substitutes. In this case, there would be just one resource in the
substitute set and the model would involve unnecessary variables. However, for tools
C and D the formulation of Sect. 4.2 is mandatory. The resulting production plan is
presented in Fig. 6.
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Fig. 6 Production plan with consideration of disjunctive resources with substitutes

Fig. 7 Production plan of the s-p-c case

As can be seen, complete production takes place in macroperiod t = 2. Thus, the
total costs are 34 monetary units. The usage of tools C and D is indicated by the
variables yslqs , y

p
lqs and yclqs . As shown in Fig. 6, each resource is used at most on one

line in each microperiod.
Since a frequent switching of SRs is not always welcome, in the following we

apply the s-p-c formulation of Sect. 5.2. We assume that dismounting, cleaning and
mounting lasts 1 time unit, each. Substitute set 1, consisting of tools C and D, is
necessary during the mounting and production of the products j = 1 and j = 2. The
resulting production plan is presented in Fig. 7.

Setups are split into dismounting in microperiod 2, cleaning in microperiod 4 and
mounting in microperiod 5. Production takes place in microperiod 6. The total costs
are 34monetary units. Tool C is used on line 1 duringmounting and production. Tool D
is used on line 2 for the same sequence of states. A comparison with Fig. 6 reveals that
s-p-c model works as expected. The schedule of Fig. 7 is also a feasible and optimal
plan for the previous model. However, as already mentioned, the schedule of Fig. 6
would not be feasible for the s-p-c case.

6.3 Cumulative resources with substitutes

Now, the basic production scenario is extended by cumulative SRs only. We assume
that 2 units of resource 1 (e.g., a raw material) are necessary to produce product 1.
Furthermore, we assume that 3 units of resource 1, 2 or 3 are necessary to produce
product 2. The model with substitutes of Sect. 4.4 is used. Substitute set 1 consists
of resource 1 and substitute set 2 consists of resources 1, 2 and 3. The availability
of resource 1 is 10 units per macroperiod. Each of the two other resources has an
availability of 5 units per macroperiod. The resulting production plan is presented in
Fig. 8.
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Fig. 8 Production plan with consideration of cumulative resources

The setups from product 0 to 1 and from product 0 to 2 take place in microperiod
2. Product 1 is set up on line 1 and product 2 on line 2. Production of 4 units of
each product takes place in microperiod 3. Note that resource 1 is used on both lines in
parallel in microperiod 3 as expected under the setting of cumulative resources. As can
be seen, the resources of substitute set 2 are combined to fulfill the requested quantity
of resources to produce 4 units of product 2. The missing units of products 1 and 2 are
produced in macroperiod 2. Since the preproduction of 4 units each is necessary due
to resource restrictions, the costs sum up to 42 monetary units including 8 monetary
units for storing 4 units of product 1 and 4 units of product 2.

6.4 A combination of different types of resources

The following scenario demonstrates the combination of disjunctive and cumulative
SRs. Furthermore, it also considers the case that a process needs resources of more
than just one substitute set. The basic scenario is not changed. A setup which involves
product 1 needs the following resources: one worker of a group of two high-skilled
workers (substitute set �1 including disjunctive resources 1 and 2), one worker of a
group of three lower-skilled workers (substitute set�2 including disjunctive resources
3, 4 and 5) and one crane (disjunctive resource 6) whereof just one replica exists. There
are two different substitute sets of cumulative resources (�1 and �2), each consisting
of two raw materials. A setup consumes 10 units of each of these substitute sets to
perform test runs and adjustments of the production line. Production of product 1
requires 2 units of each of these substitute sets for each produced unit. Furthermore,
one worker of substitute set�2 is necessary. Setup and production of product 2 require
exactly the same resources. Disjunctive resources are available during the complete
planning horizon. Raw materials 1 and 2 (substitute set �1) are limited to 20 units per
period, each. The same holds for substitute set �2 (raw materials 3 and 4). Figure 9
shows the resulting production plan.

The total costs are 34 monetary units. As can be seen, all requirements are con-
sidered. For instance, disjunctive resource 3 is used for production on line 1, and
disjunctive resource 5 for production on line 2 in microperiod 4. Both are substitutes
for each other and disjunctive. Thus, for example, resource 3 cannot be used in parallel
on both lines and another resource is used for line 2. Setting up both lines in parallel
is not possible because disjunctive resource 6 is necessary for both of them. Also note
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Fig. 9 Production plan with different types of resources

Fig. 10 Production plan with cumulative resources and a continuous setup

that the minimum lotsize on line 2 is ensured in the second microperiod after the setup
operation [c.f. constraint (9)].

6.5 A scenario requiring continuous setups

The last scenario necessitates continuous setup times. Besides the following changes
all parameters remain the same as before. Demand occurs only in the secondmacrope-
riod: 10 units of product 1 and 5 units of product 2. The setup times are redefined:
Each setup on line 1 lasts 3 time units and each setup on line 2 lasts 11 time units. Only
one cumulative resource with a capacity of 10 units per macroperiod is considered. To
produce one unit of product 1 or 2 one unit of the cumulative resource is necessary.
The resulting production plan is shown in Fig. 10.

Obviously, it is impossible to produce all products in macroperiod 2. The limited
availability of the cumulative resource is the reason for this. Thus, 5 units of product
1 are produced in macroperiod 1 and stored until macroperiod 2. As intended, on
line 2, there is a setup which continues over three microperiods and even exceeds a
macroperiod boundary.

7 Summary and outlook

A mixed-integer, linear programming model for single-stage, simultaneous lotsizing
and scheduling considering secondary resources (SRs) has been presented. In this field
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of research, besides the limited capacity of the primary resources (several parallel
production lines of a single stage of production) also the limited availability of further
(“secondary”), scarce resources like setup tools, setup operators or raw materials has
to be respected.

A comprehensive literature research has revealed that most of the existing SR
models are tailored to specific practical applications. It has also helped to develop
a classification scheme for SRs, which comprises four different types of resources:
disjunctive resources with and without substitutes and cumulative resources with and
without substitutes. While disjunctive SRs can only serve a single production line
at a single point in time and can be used several times consecutively (like setup
tools), cumulative SRs can serve several production lines simultaneously and can be
consumed only once (e.g., raw materials). Substitutability distinguishes whether only
a single type of SR or several alternative types of SRs could be applied for a certain
setup or production process.

The developed model is based on the general lotsizing and scheduling problem
for parallel production lines (GLSPPL) and can represent general situations which
combine all four types of SRs. Synchronization of SRs is realized using a common time
structure on all parallel production lines. Substitutes for different skills and properties
of SRs are incorporated using substitute sets. Additional index sets define which skills
and properties are necessary to perform a certain process.

The major advantage of the model is that it unifies nearly all SR-constraints and
SR-applications found in the literature within a single formulation. This formulation
still remains compact since features, which were unnecessary for a certain application,
could easily be left out by omitting the corresponding constraints and variables. Some
features, which have not been dealt with in science so far but are of practical relevance,
can also be incorporated. Examples are cumulative SRswith substitutes or the ability to
refine the modeling of changeovers by distinguishing between dismounting, cleaning
and mounting. Such an approach allows to construct more flexible and thus more
realistic schedules.

Some examples have been presented which demonstrate the applicability of the
new model. However, extensive numerical tests on the computational performance of
the new model have not been performed. This would have gone beyond the scope of a
single publication. Thus, future research has to analyze and, where possible, improve
the performance of the formulation, but mainly to design scalable solution heuristics
for problem instances of industrial size. If these base on the newmodel, they promise to
be more generally applicable than current SR heuristics are. Nevertheless, the already
existingmodels and heuristics for specific applications, which are referred to in Sect. 2,
may serve as benchmarks for comparison. Another challenge for future research is to
extend the model for multiple stages of production.
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