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Abstract The discharge/loading process of a single container ship by multiple quay
cranes and shuttle vehicles moving back and forth from the quay to the yard and
vice versa is focused in this paper. The core problem of this major operational issue
reduces to finding the optimal assignment and optimal sequencing (schedule) of bays
(jobs) processed by a fixed number of available cranes (machines). Under the classical
assumption that machines have no release time and that their processing occurs with
continuity, at a constant rate, in literature it has been tackled as a deterministic machine
scheduling problem and formulated by integer programming as the quay crane sched-
uling problem (QCSP). Here, instead, the QCSP is viewed as a decisional step within
an uncertain and dynamic logistic process where the quay cranes are the resources to
be managed at the best, i.e., by minimizing the time spent waiting for each other due
to conflicts, as well as the time wasted for blocking and starvation phenomena due
to congestion occurring along the path from the quay area and to the stacking yard
and vice versa. We present a simulation-based optimization (SO) model for this wider
modeling problem with the objective of finding the schedule which optimizes a clas-
sical objective function. The search process for the optimal schedule is accomplished
by a simulated annealing (SA) algorithm, while performance estimation of the over-
all container discharge/loading process is provided by the simulation framework as a
whole. Numerical experiments on a real instance are presented for tuning purposes of
the SA procedure implemented within the simulator.
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1 Introduction

The forecasted growth rate of containerized trade for the future years has driven com-
peting container terminals to enhance their individual ability in fulfilling customer
demand with high standard quality service, while keeping operations lean. A natural
corollary to this level of commitment is found in the daily pursuit of terminal manag-
ers to obtain a nearly seamless global system and maintain its operational efficiency.
A similar goal calls for the use of systematic design and verification methodologies that
can cope with the major sources of system complexity and return “reliable” measures
for terminal performance such as container throughput, vessel/vehicle turn-around
time and/or unproductive times.

In modern container terminals the use of Operations Research methods and mod-
els as a response to this quest is becoming a rather “large” issue. Indeed, container
terminal logistics have received great interest in the scientific literature from both the
theoretical and practical standpoint (an exhaustive discussion can be found in Kim
and Günther 2007; Stahlbock and Voß 2008; Steenken et al. 2004). A satisfactory
contribution to these complex logistic problems—arising in dynamic and stochastic
real environments—often requires the combination of multiple stand-alone OR tech-
niques to deliver overall system performance measures. This practical need may be
accomplished by resorting to the methodology known as simulation-based optimiza-
tion (SO) (Fu and Nelson 2003). SO may provide an adequate setting for supporting
logistic decisions and their evaluation in a dynamic and stochastic real framework,
starting from mathematical programming-based formulations. To this purpose, a mod-
ern SO framework for logistic systems must provide an easy-to-understand language
for modeling policies and system dynamics, as well as a tool for describing constraints
and objectives of the underlying optimization problem.

In this paper we focus on SO in order to face the determination and evaluation of
quay crane schedules not as the isolated pursuit resulting from the pure application
of an MIP formulation (QCSP); rather, scheduling decisions are embedded within the
wider container discharge/loading process whose overall functionality is governed by
the relationship between equipment speed and container flow in both the quay and
yard stacking areas. Crane scheduling (i.e. which and when to assign each group of
containers [task] from a vessel-bay to a specific quay crane [machine]) is envisioned
as the “triggering activity” of the entire logistic process, in order to minimize a given
performance measure provided that:

– a minimum security distance must be left between adjacent quay cranes (non-
simultaneity constraints);

– some vessel holds require operation before others (precedence constraints);
– crane deployment occurs according to actual resource availability (release con-

straints or time windows);
– quay cranes moving on a common track undergo spatial restrictions during oper-

ations (non-crossing constraints).

Most of the work in literature is based on integer programming and focuses on branch
and bound based algorithms or heuristics for minimizing a single objective function
[such as the makespan in Lee et al. (2008), Ng and Mak (2006), Sammarra et al. (2007),
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Zhu and Lim (2006) or crane throughput in Lim et al. (2004) or the maximum relative
tardiness of vessel departures in Liu et al. (2006)] or proposes the minimization of
a multi-objective function [such as the weighted sum of the makespan and the total
completion time of all quay cranes in Kim and Park (2004) or the service and delay
times of vessels and the standard deviation of the quay crane working times in Liang
and Mi (2007)]. Clearly, whatever the objective function, it is evaluated by its closed
form expression as a deterministic value. Our work is based on discrete-event simu-
lation to estimate the weighted sum of the makespan and other quay crane times by
sample paths returned from simulation runs and it focuses on simulated annealing to
search for the crane schedule which minimizes the above weighted objective function.
The motivating assumption of our methodological choice is that both the makespan
and the crane completion times may be affected by some congestion phenomena (e.g.
crane blocking and starvation, queuing and so on) and the random duration of some
operations (e.g. container handling from vessel to quay and vice versa and container
transfer from quay to yard and vice versa).

Moreover, the implementation of the optimum-seeking methodologies in a simula-
tion based operational model, which is more flexible than the one achievable by integer
programming formulations, is expected to enhance their usage in real applications.

The remainder of this paper is organized as follows. The first section describes
the overall discharge/loading process in a maritime container terminal and the major
role played by the QCSP is provided by means of a conceptual model. In the second
section attention is drawn to the visual modeling paradigm used to represent the opera-
tional model according to which the simulation-based optimization will be carried-out.
The following section is then devoted to describing the simulation-based optimization
approach used to reproduce the overall system dynamics, with a particular focus on a
multi-neighbor simulated annealing procedure used as search algorithm for the QCSP.
Numerical experiments are in the last section followed by the conclusions.

2 The conceptual model

Container discharge/loading plays a primary role in the core business of a mari-
time container terminal. In this integrated process, ship-to-shore cranes, such as rail-
mounted gantry cranes (RMGCs) or rubber-tired gantry cranes (RTGCs), operate
in synchronicity with selected shuttle vehicles to provide container transfer from the
vessel to the yard and vice versa. As in most European and North American container
terminals, in the following a direct transfer system (DTS) based on the use of strad-
dle carriers (SCs)—special vehicles designed to pick-up/set-down and transfer one
or more units per time—is considered for both container transfer and handling [for a
complete classification on terminal equipment see Steenken et al. (2004)]. For sake of
simplicity, attention is drawn to container discharge and the corresponding work cycle
is represented by the model in Fig. 1 (clearly, when considering container loading the
order of the resource request and acquisition is reversed).

The berth weekly plan usually provides a number of valuable information for oper-
ation initiation among which the expected workload for each vessel and, most impor-
tantly, the number of quay cranes assigned. This stated, once a vessel is berthed and

123



546 P. Legato et al.

Wait in Quay 
Crane Buffer 

Area

Container 
Transfer and 

Handling

Discharge 
Completed

End

Transfer and 
Handling

Equipment

Yes

NoTransfer 
Equipment
Available

Crane Set-up
(Assignment and Deployment)

Workload (from  
Weekly Plan)

Begin

Quay Crane 
Buffer

Available

No

Yes

Wait in Hold 
Position on Quay 

Crane

Container 
Discharge

(solution of the QCSP)

Quay Cranes

Yes No

Fig. 1 Work cycle in the discharge/loading process for container stacking in the yard

properly equipped with human and mechanical resources, container discharge (load-
ing) can be carried-out according to the schedule returned by the solution of the QCSP.

Practically, a container is discharged (loaded) by a quay crane and placed in the
limited buffer area located at the feet of the crane. If this area is already at its full
capacity (e.g. six slots), the container is held by the crane until a space becomes avail-
able (wait in hold position on quay crane). Once discharged, a container is picked up
by a straddle carrier that provides for its transportation to the yard area. If a transfer
vehicle is not immediately available then the container must attend in the buffer until
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this occurs (wait in quay crane buffer area). After the container reaches the yard, it is
set-down in the designated position by the straddle carrier which, as previously stated,
also performs the handling movements for stacking (retrieval) purposes. The cycle
continues looping until all containers have been stacked (retrieved) in the yard (loaded
on the vessel).

The entire work cycle in the discharge/loading process described above is based
on a sequence of dynamic and random-based seize-delay-release actions stemming
from container flow between bordering terminal areas. In this operational and organi-
zational context many factors may cause a non-continued coordination and interaction
between equipment speed and container flow. On the quay side, a disruption or delay
may be triggered by any of the constraints on the quay cranes listed in the previ-
ous crane scheduling description (i.e. non-simultaneity constraints, precedence con-
straints, machine release constraints, time windows and/or non-crossing constraints)
or by the unproductive times generated by quay crane movement from one bay to
another (i.e. overhead). On the yard side, obviously, container transfer between this
sub-system and the quay area affects overall terminal performance in terms of idleness
as well. For example, if the transfer activity carried out by straddle carriers from the
quay to the yard is too slow, then the quay crane activity is prone to be affected by
blocking during discharge operations due to container space that is likely unavailable
in the buffer area (by starvation during loading operations in which case the buffer
area is likely empty).

As a general result, the previous non-deterministic and non-static scenarios all lead
to possible system congestion and consequential performance deterioration.

Whatever the case, operational consequences fall on the wider problem of mini-
mizing the quay crane idle times, as requested by the managers at the real container
terminal of interest.

On the strength of these considerations, we believe that an integrated methodol-
ogy such as simulation-based optimization, where a heuristic search of the best crane
schedule is integrated with a simulation based evaluation of the objective function,
can both embody the crane scheduling issues and model the dynamics of the entire
discharge/loading process across the different sub-systems of the terminal (i.e. quay
and yard).

3 The operational model

The issue concerning which modeling paradigm could be the most suitable for repre-
senting operational processes in port logistics was faced by these authors when first
choosing to apply an event graph methodology (Schruben 1983) to the sole vessel load-
ing process (Canonaco et al. 2008). The limitations of the same modeling paradigm
in terms of capability to represent constraints and decision rules (Chan and Schruben
2004) were still encountered when building an integrated simulation model for channel
contention and berth management at a maritime container terminal (Canonaco et al.
2007).

Henceforth, the modeling capability of event graphs against alternative paradigms/
languages (i.e., Petri nets and hierarchical control flow graphs) was investigated in
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Fig. 2 The outer view of a
model object in an HMP
simulation model T:TypeName

I:InstanceName OI

Legato et al. (2008b), under the special purpose of constructing simulation-based
optimization models for port logistics. To make this paper self-contained, the holism-
based (Pidd and Castro 1998) modeling paradigm (HMP) proposed in Legato et al.
(2008b) for the entire discharge/loading process of a vessel is briefly resumed here. It
is aimed to guarantee the terminal manager with three major features for the resulting
SO models: readability, reusability and customizability.

Model readability is achieved by describing the components’ behavior within a
simulation model by a sort of flow-chart. As for the reusage property, our experience
at the Gioia Tauro Container Terminal confirms the requirement that a specialized
simulation tool has to be reused in some of its forms (model reuse, component reuse,
function reuse and code scavenging). Model reuse, under calibration and repeated tun-
ing, occurs as soon as traffic conditions change over time. Furthermore, component
and function reuse are both required to give the operations manager the possibil-
ity of quickly implementing a first order model of some emerging situations, before
the structured intervention of external expertise. In this sense, a hierarchical, modu-
lar definition and redefinition of simulation parameters should be well appreciated.
Finally, model customizability relies on a user-definition of process properties that
allow describing uncommon situations, as it is the case when the modeler is asked to
represent local, best practices in logistics organization and management.

A brief summary of our operational model is given here, but the reader may refer to
Trunfio (2008) for details. Basically, it is developed around a set of model objects, or
objects for short. For each model object an inner and outer view is defined. The outer
view is depicted as a box equipped with input and output ports (see Fig. 2).

An HMP simulation model results as a network of model objects. Hierarchical mod-
eling is pursued by coupling different processes and grouping the resulting network
of model objects in a sub-model acting as an inner model or an outer one.

The conceptual model of the overall discharge/loading process already described
within the flowchart of Fig. 1 is now translated into the HMP operational model shown
in Fig. 3.

It is based on coupling six types of model objects which are: (i) a Crane to repre-
sent the quay RMGC resource, (ii) a CraneManager to manage the interactions among
RMGCs working on the same vessel and assign the sequence of tasks of this vessel,
(iii) a ContainerLoader to perform container pick-up operations for empty SCs, (iv) a
Queue to represent the waiting line of empty SCs that wait for discharged containers
and (v) a FiniteQueue to represent the buffer area under a crane (for 6 TEUs at the
most).

As far as the inner view is concerned, a model object is defined as a process (i.e.
a sequence of activities and events that define the model object behavior). A process
is represented as a particular hierarchical flow-chart, called event-activity diagram
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Fig. 3 The HMP model for container discharge in the overall discharge/loading process

(EAD), which allows to achieve, at a good extent, the readability objective especially
during the design of model objects in conjunction with terminal experts.

3.1 Resources as model objects

Two basic classes of objects, resources and resource managers, are crucial in an SO
framework. Resources are active or passive depending on their role in the simula-
tion model. Passive resources are not depicted explicitly and are not able to execute
action/events or process entities. Nevertheless, a passive resource is able to execute
incoming requests and actions of other model objects. Passive resources are generally
managed by an active resource. An active resource can possess passive resources and
it can offer a service to one or more entities per time. It can also make queries to other
objects to which it is linked by message passing via input/output ports. The (active)
resource manager is a special high-level object which is able of interacting with a set
of model objects, including other resource managers (coordination action) in order to
produce decisions (e.g., solve a scheduling or an assignment problem, negotiate the
use of a sub-system, etc.) according to rules, policies and constraints. In particular,
a resource manager plays its role when resource conflicts arise during simulation (e.g.,
multiple quay cranes discharging/loading different bays on the same vessel).

3.2 Processes and EADs for discharge/loading operations

In our EAD flow-charting methodology for process description of the inner view of a
model object, activities and events are nodes, while edges fix the logical and temporal
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Fig. 4 The EAD for the ContainerLoader model object

sequence between nodes (i.e. other node types, such as fork and join operations).
Activities and events are not intended to perform actions, while directed edges per-
form actions and introduce time delays between activities and/or events. An in-depth
discussion about these components may be found in Legato et al. (2008b). With ref-
erence to the HMP model in Fig. 3, here we show the EAD for the container loader
model object in Fig. 4.

4 The methodology

In the previous sections both the conceptual and operational models proposed to rep-
resent the overall container discharge/loading stress the random nature and variety of
the underlying activities governed by uncertainty. Their solution leads to the definition
of a class of problems in which whatever expected performance measure cannot be
determined analytically, but must be estimated by sample paths generated via discrete-
event simulation. With respect to these issues, in companion papers the authors already
experimented manual-driven approaches (Canonaco et al. 2008) and joint simulation
and optimization approaches (Legato et al. 2008a). As a continuation, in this paper
performance estimation of the overall container discharge/loading process is provided
by a simulation-based optimization framework.

123



Simulation-based optimization for discharge/loading operations 551

Results
Stop

Criterion
Met?

QCSP 
Configuration

(search process by 

Simulated Annealing)

Container 
Discharge/Loading
(evaluation process by 

simuation)

End

Begin

Performance
Results

Yes No

Fig. 5 Logic of the simulation-based optimization framework for the discharge/loading process

4.1 The logic of the simulation based optimization framework

Simulation-based optimization (SO) means searching for the settings of controllable
decision variables that yield the minimum (maximum) expected cost (performance)
of a stochastic system that is represented by a simulation model. Formally,

min
θ∈�

E [ f (θ)] (1)

where � is the solution space; θ is the set of controllable decision variables; f (θ) is
a random variable representing the cost/performance measure of interest; E[ f (θ)] is
the mathematical expectation of the cost/performance measure of interest. Practically,
in the SO procedure, a structured iterative approach calls an algorithm which explores
the solution space to decide how to change the values for the set of decision variables θ

(i.e. the quay crane-container group assignment in the QCSP for the problem at hand)
and then uses the sample mean estimate of the responses E[ f (θ)] (i.e. the weighted
sum of the makespan and other quay crane times) generated by the simulation runs to
guide the selection of the next θ. The logic of this approach is shown in Fig. 5.

The computational expense of a single replication of the simulation model of inter-
est is likely to be cumbersome. Consequently, the trade-off between the amount of
computational time needed to find improved configurations on the optimization side
(search process) versus the effort in estimating via simulation the performance at a
particular configuration (evaluation process) becomes a key issue and some practical
“compromises” need to be made (Banks et al. 2001). With respect to this, simulated
annealing has been recently applied with success in scheduling problems related to
port logistics (Kim and Moon 2003). In particular, it has been observed that schedules
obtained from slower decreasing temperature schemas lead to better solutions but at
the expense of longer computation times. So our feeling is that it could be worthwhile
to take the chance given by the QCSP to exploit the practical possibility of designing
an SA algorithm also based on a non-decreasing temperature and, as a consequence,
requiring a non-classical stopping criterion.
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4.2 Search process by simulated annealing

For the search process in the SO framework of Fig. 5, we specialize the variant
proposed in Alrefaei and Andradóttir (1999) of the classical simulated annealing algo-
rithm (Kirkpatrick et al. 1983).

This variant discards the basic assumption common to previous studies in which
the positive control parameter or temperature Tk → 0 as soon as k, the iteration
index of the SA algorithm, goes to infinity. Thus, it works with a constant temperature
Tk = T > 0 for all k ∈ N . By this way, the classical cooling schema—upon which
the stopping criterion is guaranteed in a short time, but at the expense of the optimality
of the returned solution—is lost. Under constant temperature, the stopping criterion
relies on the concept of the most visited solution (Alrefaei and Andradóttir 1999) but
its effectiveness is not yet consolidated for complex and large practical applications.
This issue is discussed in the following. For more details the reader is referred to
Mazza (2008).

By keeping a fixed value of T , the configurations that are consecutively visited by
the SA algorithm can be seen as the (positive and recurrent) states of a time-homoge-
neous, irreducible Markov chain with transition matrix:

pi j (T ) =

⎧
⎪⎨

⎪⎩

gi j · ai j (T ) if j �= i

1 −
∑|S|

k=1
gik · aik (T ) if j = i

(2)

where

gi j =
⎧
⎨

⎩

|N (i)|−1 if j ∈ N (i)

0 otherwise
(3)

and

ai j (T ) = min

{

1, exp

(− ( f ( j) − f (i))

T

)}

(4)

are respectively the probability of generating state j from state i if j is a neighbor of
i (i.e. j ∈ N (i)) and the probability of accepting j as the next state to visit.

Recalling that the stationary distribution of the underlying Markov chain is

πi = 1
∑

k∈S
|N (k)| · exp− fk /T

· |N (i)| · exp− fi /T (5)

then, in terms of visit ratios,

π j = Vi

⎡

⎣
∑

j∈S

Vj

⎤

⎦

−1

∀ j ∈ S (6)
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where Vi , the average long-run number of visits to state i, is defined as

Vi =̂ lim
k→∞

E [Vi (k)]

k
. (7)

Practically, given a specific sample path ω of the Markov chain, we resort to the ergodic
property to estimate Vi ∀i as follows

Vi = lim
k→∞

vi (k, ω)

k
(8)

and, thus, we can select the most visited configuration b as

b = arg max
i∈S

{
vi (k, ω)

k

}

, k >> 0. (9)

Similar approaches are also pursued by other authors in Ahmed and Alkhamis (2002,
2004).

Each of the these SA variants based on a constant temperature is proved to converge
almost surely to the set of global solutions as k, the number of iterations required by
the SA algorithm, goes to infinity. On the strength of these methodological results,
a major focus of this paper consists in analyzing the SA behavior with constant temper-
ature, rather than the more consolidated decreasing temperature version when dealing
with a complex and real problem such as the QCSP. In particular, the constant tem-
perature approach needs to be carefully examined when it is cumbersome to carry out
a large number of visits to every state of the system and estimate the best performing
configuration. As a matter of fact, if n is the number of fixed tasks to be operated
for discharge/loading operations and ni ≥ 0 is the number of tasks assigned to crane
i, i = 1, . . . , m (

∑m
i=1 ni = n is a necessary imposition), then the state space of this

particular QCSP is very large and equal to the number of unordered partitions of n
tasks among m cranes (Liu 1968):

number of states =
⎛

⎝
n + (m − 1)

(m − 1)

⎞

⎠· n! = (n + (m − 1))!
(m − 1)! . (10)

As one can observe, even a very limited number of cranes and tasks may generate
difficult-to-solve combinatorial problem instances. For example, for a medium-size
vessel with 10 tasks waiting to be operated by 3 cranes, the total number of possible
combinations is 239,500,800. Therefore, unlike the simple M/M/1 queuing system
proposed in Alrefaei and Andradóttir (1999) or the system with at the most 20 config-
urations presented in Ahmed and Alkhamis (2002), in the QCSP a very large number
of visits (see (9)) to every alternative task-crane schedule may go beyond practical
possibilities. Thus, a proper stopping criterion must be devised in order to obtain a
reasonable amount of visits to “good” states without the burden of greater computation
times.
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In response to this performance-centered issue, a guided-search refinement in the
constant-T SA algorithm based on a different choice of the candidate solution is inves-
tigated in the following. In particular, at iteration k, let i be the current solution in
a minimization problem and m, with m > 1, the number of candidate neighboring
configurations to be generated from the current solution. At this point, the refinement
consists in defining j as j = arg minl=1..m

jl ∈N (i)
f ( jl), meaning that, among the m neighbor-

ing solutions j1, j2, . . . , jm of configuration i, j becomes the candidate solution and
f ( j) is the corresponding estimated value of the objective function. This refinement
does not affect the solution acceptance mechanism (4) of the SA procedure. If the gen-
eration probabilities (3) of the candidate neighboring configurations are not affected
as well, then the time-homogeneous property of the Markov chain is preserved and,
with it, the convergence results.

Clearly, on one hand, the approach is meant to reach a globally optimum solu-
tion within a finite number of iterations by evaluating a sufficient, but not exhaustive,
number of configurations. On the other, the approach requires accurate estimates for
f ( j1), . . . , f ( jm) and f (i), while also guaranteeing the selection of the best config-
uration or a configuration within δ units of the best according to a pre-defined level
of confidence β. Both of these prerequisites can be met by using an n-stage Indif-
ference-zone Ranking and Selection procedure (Goldsman et al. 2002) within the SA
algorithm, as illustrated by the following pseudo-code in which n = 2 (Rinott 1978),
or more recent procedures (Chen et al. 1997; Lee et al. 2006). The following algorithm
(Mazza 2008) is reported here to make the paper self-contained.

Observe that the implementation of an SA algorithm with constant temperature
must incorporate a data structure that is able of collecting all the distinct solutions
visited during the search stage with the purpose of identifying the most visited solu-
tion. In our case, both the schedule and value of the corresponding objective function
are memorized for each solution visited during the search process. Unlike the past,
when similar pioneering approaches where marked as “non-realistic” (Roenko 1990),
nowadays the increasing availability in computer memory and power enables us to
compute and memorize data structures adequate for real applications.

This stated, from now we will concentrate on if and how the most visited config-
uration returned from the above schema can represent the “best” solution in relation
to (i) a given time-budget determined by a stopping criterion that sets the number
of iterations to be carried-out by the algorithm, (ii) the chosen temperature setting;
(iii) the classical and more commonly used decreasing temperature-based SA pro-
cedure, (iv) a single neighbor generation; (v) a multi-neighbor generation mecha-
nism. As a reply, in the following the performance of each option will be assessed
in terms of tradeoff between quality of the solution returned and computation time
required.

5 Numerical experiments

The purpose of the present section is to direct attention on the numerical evidence
returned by the integrated framework previously proposed for simulating the over-
all discharge/loading (D/L) process in a container terminal. Our simulation-based
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optimization framework has been implemented in Java 6.0 and experiments have been
run on an Intel Core Duo T2400 1.83 GHz computer with 1GB of memory with the
prospect of exploring the practical usefulness of the framework’s theoretical founda-
tions (see Sect. 4.2) in real-life situations. To fix ideas, let us consider an ordinary, yet
complex operational scenario for the process under investigation which is commonly

Algorithm: Modified Simulated Annealing with constant=T

1: G , N , m , T , β , δ , 0n , ( )0, nh β ←  set input parameters (i.e. generation

probabilities, neighborhood structure, number of candidate neighbors,

temperature, confidence level, indifference-zone, number of first-stage 

simulation runs and Rinott’s constant) 

2: 0=k ←  initialize iteration

3: Si ∈0 ←  select initial solution from feasible state space S

4: ( ) 10 =iV , ( ) SiiV ∈∀= 0 ←  mark visit

5: while stopping condition = false do

6:
kii = ←  set current solution 

7: for l = 1 to m  do 

8: ( )iNjl ∈ ←  generate neighbor of i  with probability ( )ljiG ,

9: for r = 1 to 0n  do

10: ( )rX
lj

←  generate 0n  i.i.d. unbiased observations for candidate 

solution lj

11: end for

12: ( )( ) ( )( )∑
=

=
0

10
0

1 n

r
ljl rXf

n
njf ,

( )( ) ( )( ) ( )( )( )∑
=

−
−

=
0

1

2
0

0
0

2

1

1 n

r
ljllj njfrXf

n
njS

l
←  compute first-stage 

sample mean and variance of candidate solution lj

13: 2

0 ,max ⎟⎟⎠

⎞
⎜⎜⎝

⎛ ⋅
=

δ
lj

lj

Sh
nN ( )iNjl ∈∀

14: end for 

15: if
lj

Nn <0 ( )iNjl ∈∀ then

16: for r = 0n  + 1 to
lj

N do

17: ( )rX
lj

←  generate 0nN
lj

−  i.i.d. unbiased observations 

( )iNjl ∈∀
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18: end for

19: ( )
ljk Xf ←  generate 0nN

lj
−  i.i.d. unbiased observations for

candidate solution lj

20: ( )( ) ( )( )∑
=

=
lj

l

l

l

N

r
j

j
jl rXf

N
Njf

1

1 ←  compute second-stage sample mean 

of candidate solution lj

21:
( )

( )l

iNj
ml

jfj
l∈
=

=
..1

minarg  ←  set j  as i ’s best neighboring candidate solution

22: [ ]1,0UU k ∼ ←  generate of a random number 

23:
( ) ( )( ) ( )( )[ ]

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡ −−
=

+

k

ij
ij T

NifNjf
ka  pxe ←  compute acceptance 

probability 

24: if ( )kaU ijk ≤ then

25: jik =+1 ←  accept the candidate solution

26: Else

27: iik =+1 ←  keep the current solution

28: end if

29: 1+= kk ←  increase iteration 

30: ( ) ( ) 1+= kk iViV ←  mark visit 

31: end while 

32: ( )iVi
Si∈

= maxarg* ←  return the most visited solution
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Fig. 6 The real instance evaluated within the overall discharge/loading process

triggered by the arrival of a so-called mother or oceanic vessel as the one given in
Fig. 6.

The vessel map and data depicted herein (i.e. number of containers—cntrs for
short—to discharge/load for every bay, whether in hold or on deck), along with more
general operational specifications for both the vessel and terminal equipment as the
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Table 1 Vessel characteristics and other features of terminal equipment

Length Capacity Moves Bays Tasks Prec. Constr.
(m) (cntrs) (cntrs) (no.) (no.) (no.)

Vessel characteristics

332.4 8402 3769 20 61 42

Width Security Speed on rail Average D/L D/L distribution Buffer space

(m) distance (m) (m/ min) time per cntrs law & shape (no. of cntrs)

(min)

Crane characteristics

25 12.5 15 2.45 Erlang, 32 6

Crane 1 Crane 2 Crane 3 Crane 4

Crane release times (starting time 0:00)

24:00 18:00 0:00 0:00

Assigned Average Handling Average Cycling

per crane (no.) handling time distribution cycling time distribution law

(min) law & shape (min) & shape

SC characteristics

4 1.67 Erlang, 16 10.2 Weibull, 1.28

ones listed in Table 1, are courtesy of Medcenter Container Terminal S.p.A. (MCT)
in Gioia Tauro, Italy. They define the set-up profile for process initiation. It is worth
observing that only the 42 precedence constraints specified in Table 1 for the QCSP
set-up can be labeled as “static” and, thus, verified a priori by the framework. The
remaining constraints (i.e. non-simultaneity and non-crossing) as well as other pro-
cess characteristics such as crane blocking or starvation are evaluated at run-time by
the simulation platform.

From the methodological side, additional specifications are required for the prob-
lem at hand. In particular, as far as solution generation via simulated annealing is
concerned, we need to define the proper set-up for generating feasible schedules,
meaning the list of tasks assigned to each single crane. Recalling that in the QCSP
a task is defined as the discharge or loading of a group of containers related to the
deck or the hold of a specific vessel bay, when generating candidate schedules, one
must consider the precedence relationships among tasks related to the same bay. In
this case:

– during discharge operations, tasks stowed on the deck must be performed before
tasks in the hold of the same ship-bay; moreover, discharge operations must precede
loading operations on the same bay;

– loading operations in a hold must precede loading operations on the deck of the
same bay.
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Fig. 7 Task numbering on the real instance

Table 2 Initial task assignment
Crane Task assignment

Crane 1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Crane 2 19 20 21 22 23 24 25 26 28 29 30

Crane 3 27 31 32 33 34 35 36 37 38 39 40 41 42 43 44

Crane 4 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61

This stated, for convenience, tasks are numbered according to an increasing order start-
ing from the first bay of the vessel. Figure 7 shows the task numbering for our instance.
For completeness, let us add that, according to a common company practice, cranes
usually operate increasing/decreasing ordered bays moving along a single direction
rather than back and forward.

The schedule reported in Table 2 is the one provided by the terminal planner, i.e.
the pre-stow plan resulting from MCT’s current practice on scheduling cranes under
a one-way transfer direction. Thus, we consider their schedule a “natural” starting
point for the SA-based search process embedded in the SO framework defined upon
the operational model of Fig. 3. Indeed, it will be shown by an IP based lower bound
model introduced later that MCT’s schedule is very close to optimality, thus acting as a
very difficult term for numerical comparisons. Nevertheless, from this initial schedule,
other candidate schedules will be searched according to the following move: choose a
task assigned to crane i in a random way and reassign it according to a feasible order
to a randomly selected crane j, where i �= j.

Recalling the objective function in Kim and Park’s MIP formulation (Kim and Park
2004):

α1 · W + α2 ·
∑

k∈Q

Ck (11)

where W is the makespan, Ck is the completion time of crane k (out of set Q) and
α1, α2 are properly defined weights, the simulation model depicted in Fig. 3 is used to
estimate the following three components of the completion time:

– idleness (i.e. quay crane activity disruption)
– overhead (i.e. quay crane movement from one bay to another)
– working time (i.e. actual quay crane discharge/loading time).
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It is worth to remark that the first term measures a cumulative unproductive time forced
by the need to satisfy both precedence and non-simultaneity constraints in the presence
of a lack of synchronicity between equipment speed and container flow. Moreover, the
term idleness captures the effects of both blocking during discharge operations (due
to container space that is likely unavailable in the buffer area) and starvation during
loading operations (in which case the buffer area is likely to be empty).

On specific request of the terminal manager, we also estimate via simulation the
so-called quality of service (QoS) defined as:

QoS =
∑

k∈Q

[
(completion [k] − release [k]) − idleness [k] − overhead [k]]

∑

k∈Q
(completion [k] − release [k])

.

(12)

This positive performance index of a specific crane schedule is a relative quantity
which expresses both an expectation and demand in customer care; thus, the greater
the better.

5.1 Parameter tuning

Here the overall simulation framework is used as a tuning environment for the param-
eters of the simulated annealing. According to Ingber (1993), “correct” values for SA
settings are usually suggested by empirical knowledge and with respect to specific
disciplines. Since greater knowledge has been acquired on the SA behavior based on
a decreasing temperature schema, this variant is applied straightforward by setting the
initial temperature equal to 10 and the final one to 1. As for the constant temperature
approach which is less consolidated, we need to further investigate the proper settings
for the logistic problem at hand, while exploiting the stopping criterion behind solution
generation for our QCSP.

This stated, we first search for a temperature value within the range [1; 10] that
will provide us with a minimum level of stability during which the system is prone to
make frequent visits to “good” states and, at the same time, enables eventual jumps
out of local minima. Figure 8 is useful in searching for a fair compromise between
the above features. Each trend line of the objective function (11) (measured in hours)
for five different temperatures is averaged on 30 experiments. As one may observe,
high temperatures (i.e. T = {5, 10}) are affected by high-frequency fluctuations that
may likely bring the search process to continuously jump in-and-out of each state and
render the most visited criteria unsuccessful. From now on, we set T equal to 1.

The second tuning option consists in selecting M, the number of candidate neigh-
boring configurations to be generated from the current solution (see Sect. 4.2).

With respect to this issue a trade-off is required in terms of computation time and
improvement in solution quality during the search process. As shown in Fig. 9, the
algorithm exhibits a strong improvement of the objective function during the earlier
search stage when a multiple, rather than a classical single-neighbor configuration,
is adopted. This initial improvement is substantially comparable among the cases
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Fig. 8 The behavior of a constant temperature based SA algorithm

Fig. 9 The behavior of an SA algorithm featuring T = 1 and the generation of M neighbors

M = 5, 10, 20. On the other hand, computation time among these three neighborhood
configurations doubles from M = 5 to M = 10 and quadruples from M = 5 to
M = 20. For this reason, we set M = 5.

Our final considerations on parameter tuning for constant temperature based SA are
devoted to verifying how “large in practice” the infinite number of iterations must be
in order to guarantee both convergence to a (sub)optimal solution within a reasonable
amount of time and solution quality returned under such circumstances. In the specific
case at hand, we set “infinity” equal to 5000 iterations (corresponding to a time budget
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Table 3 Three-way comparison between intermediate most visited solutions, most visited solutions at
infinity and overall best solutions (with M = 5 and T = 1)

Intermediate % most visited 	% average value 	% average value
algorithm run no. (N ) solution at run N is of f.o. at iteration of f.o. at iteration

=most visited at ∞ (%) N and f.o. of best (%) N and f.o. at ∞ (%)

250 52.63 0.36 0.40

500 76.32 0.31 0.32

1000 76.32 0.16 0.25

2000 100.00 0.11 0.18

5000 − 0.01 –

of nearly 67 m) and we expect to obtain the same value for the objective function of
the most visited solution at this iteration and the objective function of the best solution
over all iterations (best, for short). Once this hypothesis is verified, we then investigate
at what point of the simulation run the algorithm has already identified an intermedi-
ate most visited solution that is the same as the most visited at infinity. The last step
consists in making a three-way comparison on the differences (in percentage over 100
different simulated search trajectories) between the average values of the objective
function (11) of the three types of solutions under evaluation (i.e. intermediate most
visited, the most visited at “infinity” and the “best”).

As one may observe in Table 3, the search process already at an early stage (e.g.
at run number N = 500, corresponding to about 400 s) and, thus, with a limited com-
putational effort, returns the intermediate most visited solution which, in a significant
manner (e.g. 76.32%) is the same as the most visited at “infinity”. In addition, whatever
the most visited solution at iteration N = 500, the average difference between the
value of its objective function and those of the other reference solutions is practically
of no consequence (e.g. 0.31% for the best and 0.32% for “infinity”).

5.2 Comparisons

To better demonstrate the usefulness of the SO framework for the QCSP, here we
perform some numerical comparisons regarding the schedule returned by the SA algo-
rithm, whether with constant or decreasing temperature. In the former case we leave
the constant temperature T = 1; in the latter, we set the initial T = 10, along
with a cooling_rate = 0.999 in the corresponding cooling schema Ti+1 = Ti ·
cooling_rate, in order to reach T = 1 after 100 iterations. Accordingly, numeri-
cal results shown in Tables 4 and 5 are carried-out under 1000 SA iterations per SO
experiment.

The two SA algorithms are embedded in the overall simulated, stochastic dis-
charge/loading process (SS-D/L) described in Fig. 3. At first, both the makespan com-
ponent and the total value of the objective function are compared against those obtained
by implementing the SA algorithms in a simulated, but deterministic discharge/loading
process (SD-D/L) whose steps are still the same ones found in the conceptual model
of Fig. 3, but instanced by average values. Since the underlying, respective, schedules
are expected to be different (as the variance of the process grows) we have also eval-
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Table 4 Deterministic and stochastic evaluation (in h) of the D/L operational model in Fig. 3

M SD-D/L SS after SD-D/L SS-D/L

f * Makespan f * Makespan f * Makespan

SA with decreasing T

1 104.89 53.29 115.48 58.91 112.54 57.19

5 104.27 52.75 114.98 58.54 112.14 56.83

10 104.04 52.34 114.81 58.24 111.73 56.43

20 103.98 52.23 114.22 58.03 111.65 56.40

SA with constant T (T = 1)

1 104.43 52.98 114.84 58.94 112.44 57.23

5 104.22 52.56 114.57 58.65 112.13 57.14

10 103.96 52.28 114.23 58.12 111.70 56.90

20 103.81 52.19 114.01 57.98 111.57 56.74

Table 5 Deterministic and stochastic evaluation (in h) of the simplified D/L operational model

f * Idleness Makespan Overhead Working time QoS

Simplified SD-D/L

SA with decreasing T 99.33 0.47 50.16 0.96 153.27 99.08

SA with constant T (T = 1) 98.87 0.10 40.82 0.86 153.27 99.38

Simplified SS after SD-D/L

SA with decreasing T 119.97 35.90 61.94 0.97 153.24 81.42

SA with constant T (T = 1) 119.93 34.75 62.21 0.86 153.27 81.76

uated by stochastic simulation both the makespan and the total objective function of
the schedule resulting from the SD-D/L (SS after SD-D/L)

Observe that MCT’s schedule resumed in Table 2 is adopted as initial feasible sched-
ule in these numerical experiments. Their schedule provides a f * value of 103.01 h
with a makespan of 54.04 h by SD-D/L and a f * value of 115.1 h with a makespan
of 59.85 h by SS after SD-D/L

Bearing in mind that numerical results in Table 4 are averaged over 10 experiments
for each of the three variants (SS-D/L, SS after SD-D/L and SS-D/L), one may first
catch the differences resulting between column SD-D/L and column SS-D/L. In par-
ticular, one may see that up to 5 h of difference, on average, are registered as induced
on the makespan value by the schedule underlying the SS-D/L against the SD-D/L
(constant T = 1 and M = 5). Whatever the numerical result returned by the real
instance at hand, the general capability of stochastic simulation to capture the above
difference is the real benefit of using the SA based search process to determine the
best schedule.

For sake of completeness, the results in column SS after SD-D/L show the effect
of Monte Carlo generation of the D/L times (Erlang-32 distributed), SC handling
times (Erlang-16 distributed) and SC cycling times (Weibull (1.28, 10.2)) on the best

123



Simulation-based optimization for discharge/loading operations 563

schedule returned in the case of SD-D/L. The comparison between results in the SS
after SD-D/L column against the SS-D/L column leads to the conclusion that just a
1–2 h saving may be achieved on both the makespan as well as the complete objective
function by the schedule returned by the algorithm which uses stochastic simulation
at each step within the search process for the best schedule. In other words, for the
real instance at hand, we could even save computation time by delaying the stochastic
evaluation of the current schedule to the last step of the SO procedure. Nevertheless,
we recommend using stochastic simulation upon each intermediate schedule whenever
a higher variance of the discharge/loading process is revealed by statistical analysis
on the real case of study.

At this point we wish to stress the role of the stochastic simulation of the final
schedule even when a very simplified version of the HMP model in Fig. 3 is adopted
as operational model of the complete discharge/loading process. To this end, suppose
we relax the representation of the blocking and starvation phenomena in such a way
that, for each loading task, all the related containers are assumed to be already pres-
ent in an infinite-length buffer near the crane and, for each discharge task, an infinite
number of SCs are assumed to be immediately available to pick-up the containers
just placed in the buffer. Nevertheless, both the makespan and completion times in
formula (11) are still affected by overhead due to crane transfer under non-crossing
constraints and, more importantly, forced idle time (idleness) due to precedence and
non-simultaneously constraints. Observe that, under these assumptions, the model-
ing capability of the operational model of Fig. 3 has become similar to that achieved
by mathematical programming formulations (Kim and Park 2004). In our objective
function (11), α1 and α2have been set equal to 1 and 0.25, respectively. In Table 5,
one may appreciate the contribution of stochastic simulation for a finer evaluation of
the final schedule returned by the SA procedure under deterministic input values. In
particular, one may observe that the contribution of idleness to the objective function
is significant and can only be estimated by stochastic simulation.

Finally, let us give-up the representational capability of the HMP driven method-
ology in favor of a stand-alone IP formulation of a machine scheduling based version
of the discharge/loading process. To get an exact deterministic solution (i.e. crane
schedule) we tried to run the well-known formulation proposed by Kim and Park
[op. cit.] under the following, straightforward, variables setting Xk

ji
=0,∀i, j ∈
, i <

j,∀k ∈ K to account for the one-way transfer for all the cranes. Unfortunately, com-
putation time prevents obtaining even a feasible solution after running several hours
under ILOG’s CPLEX. Hence, we resorted to a lower bound model proposed in Lee
et al. (2008) by adding release times on the cranes. The model is resumed in Appendix
1. The resulting (infeasible) schedule produces an objective function value of 97.62 h
with a makespan of 48.82 h and it is reported here (Table 6).

By comparing this lower bound value of the objective function with the average
values returned by the SO framework for the simplified version of the HMP model of
Fig. 3, under deterministic instancing (i.e., expected value of discharge/loading times),
as shown in column f * of Table 5 one may recognize that the SO framework works
very well. In particular, we remark that out of the two SA variants the best schedule
(f.o. value of 98.15 h with a makespan of 49.13 h) is returned by the constant tempera-
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Table 6 Best crane schedule returned by the lower bound model

Crane Task assignment

Crane 1 5 16 23 24 27 36 46 48 56 57

Crane 2 1 8 14 20 31 35 42 43 47 52 53 60 61

Crane 3 3 4 7 9 10 17 18 22 26 28 29 30 33 39 41 50 51

Crane 4 2 6 11 12 13 15 19 21 25 32 34 37 38 40 44 45 49 54 55 58 59

Table 7 Best crane schedule returned by the SO framework for the simplified HMP model

Crane Task assignment

Crane 1 1 2 3 4 5 6 7 8 9 10 11 17 18 22

Crane 2 12 13 16 19 20 21 24 25 26 29 30 37

Crane 3 14 15 23 27 28 31 32 33 34 39 40 41 43 44 48 52

Crane 4 35 36 38 42 45 46 47 49 50 51 53 54 55 56 57 58 59 60 61

Table 8 Best crane schedule returned by the SO framework for the complete HMP model

Crane Task assignment

Crane 1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 17 18

Crane 2 16 20 21 22 23 24 25 26 29 30 34

Crane 3 15 27 28 31 32 33 35 36 37 39 40 41 42 43 44

Crane 4 19 38 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61

ture SA variant (T = 1, M = 1) in less than 5 s against the unsuccessful several-hour
effort required by CPLEX. The best schedule is reported here (Table 7).

As a further conclusive remark on numerical experiments, we highlight the con-
tribution of the stochastic simulation of the complete operational model of Fig. 3,
especially for evaluating the idleness within both the completion time and makespan,
and we report in Table 8 the best schedule obtained by the SS-D/L, under SA with
T = 1 and M = 1. The objective function grows to 111.41 and, in particular, the make-
span to 56.12 (7 h longer than the corresponding value obtained by the deterministic
approach).

In conclusion, on the strength of the above considerations, one could be confident
that the proposed SO framework returns solutions that are a more than reasonable
compromise between computational effort required and quality of results. Solution
quality is measured in terms of both hour savings on the makespan and complete
evaluation of all crane idle time components affecting vessel completion time. In the
specific case at hand, one may appreciate the time improvement achieved by the SO
schedule in Table 8 on the vessel schedule initially provided by the terminal planner
in Table 2: a 3.7 h gain on the makespan value (56.12 h against 59.85 h). In general,
if one could have gained 2–3 h on each of the 680 mother vessels served by the ter-
minal in 2009 for which contractual agreements require the assignment of an average
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number of 3 gangs (a.k.a. crane intensity target) at the cost of e 150.00 per hour of
gang service, then potential annual savings would have ranged from e500,000.00 to
e 1,000,000.00(∼= h savings ∗ 3gang

/
vessel ∗ 150e

/
h · gang ∗ 680vessel

/
year

)

6 Conclusions

We have addressed the design and implementation of a simulation optimization frame-
work built around a well known core problem in port logistics referred as the quay
crane scheduling problem. The modeling benefit of the framework is twofold. On one
hand, it allows to embed a mathematical programming based approach for resource
allocation and scheduling in a wider context where dynamic, random based events and
duration of logistics operations occur. On the other, through simulation experiments
it gives the possibility to set and tune the parameters of the metaheuristic algorithm
used for problem solution of real size instances. In particular, we have investigated
a simulated annealing procedure based on the less consolidated constant temperature
variant and a multiple neighborhood generation mechanism and provided numerical
evidence of its effectiveness in testing and improving a common company practice for
assigning cranes to vessel bays and sequencing discharge/loading operations. Results
encourage research efforts towards enriching the simulation optimization framework
by embracing other logistic processes, among which container stacking/retrieval on
the terminal yard.

Appendix 1

The lower bound model proposed in Lee et al. (2008) was properly modified to consider
release times for the quay cranes. Let us consider:


 as the set of tasks;
Q as the set of quay cranes;
pi as the processing time of task i ∈ 
;
rk as the release time for every crane k ∈ Q;
W as the vessel completion time (makespan);
Ck as the completion time for operations performed by crane k ∈ Q;
Ak

i as the binary variable set to 1 if task i ∈ 
 is assigned to crane k, 0 otherwise.

A lower bound to our D/L operational model is obtained by solving the following:

minimize α1 · W + α2

∑

k∈Q

Ck

Ck ≤ W ∀ k ∈ Q
∑

k∈|Q
Ak

i = 1 ∀ i ∈ 


Ck − rk ≥
∑

i∈


pi · Ak
i ∀ k ∈ Q
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W ≥ 0

Ck ≥ 0 ∀ k ∈ Q

Ak
i ∈ {0, 1} ∀ i ∈ 
,∀ k ∈ Q

References

Ahmed MA, Alkhamis TM (2002) Simulation-based optimization using simulated annealing with ranking
and selection. Comput Oper Res 29:387–402

Ahmed MA, Alkhamis TM (2004) Simulation-based optimization using simulated annealing with confi-
dence interval. In: Ingalls RG, Rossetti MD, Smith JS, Peters BA (eds) Proceedings of the 2004 winter
simulation conference, pp 514–519

Alrefaei MH, Andradóttir S (1999) A simulated annealing algorithm with constant temperature for discrete
stochastic optimization. Manag Sci 45(5):748–764

Banks J, Carson JS, Nelson BL, Nicol DM (2001) Discrete-event system simulation, 3rd edn. Prentice-Hall,
Upper Saddle River

Canonaco P, Legato P, Mazza RM (2007) An integrated simulation model for channel contention and berth
management at a maritime container terminal. In: Zelinka I, Oplatková Z, Orsoni A (eds) Proceedings
21st European conference on modelling and simulation, pp 353–362

Canonaco P, Legato P, Mazza RM, Musmanno R (2008) A queuing network model for the management of
berth crane operations. Comput Oper Res 35:2432–2446

Chan WK, Schruben LW (2004) Generating scheduling constraints for discrete event dynamics systems.
In: Ingalls RG, Rossetti MD, Smith JS, Peters BA (eds) Proceedings of the 2004 winter simulation
conference, pp 568–576

Chen HC, Chen CH, Dai L, Yücesan E (1997) New development of optimal computing budget allocation
for discrete event simulation. In: Andradóttir S, Healy KJ, Withers DH, Nelson BL (eds) Proceedings
of the 1997 winter simulation conference, pp 334–341

Fu M, Nelson B (2003) Guest editorial. ACM Trans Model Comput Simul 13(2):105–107
Goldsman DM, Kim S-H, Marshall WS, Nelson BL (2002) Ranking and selection for steady-state simula-

tion: procedures and perspectives. INFORMS J Comput 14(1):2–19
Hong LJ, Nelson BL (2007) Selecting the best system when systems are revealed sequentially. IIE Trans

39:723–734
Ingber L (1993) Simulated annealing: practice versus theory. Math Comput Model 18(11):29–57
Kim KH, Günther H-O (2007) Container terminal and terminal operations. In: Container terminals and

cargo systems. Springer, Berlin, pp 3–12
Kim KH, Moon KC (2003) Berth scheduling by simulated annealing. Transp Res B 37:541–560
Kim KH, Park Y-M (2004) A crane scheduling method for port container terminals. Eur J Oper Res 156:752–

768
Kirkpatrick S, Gelatt CD Jr, Vecchi MP (1983) Optimization by simulated annealing. Science 221:671–680
Lee LH, Chew EP, Manikam P (2006) A general framework on the simulation-based optimization under

fixed computing budget. Eur J Oper Res 174(3):1828–1841
Lee D-H, Wang HQ, Miao L (2008) Quay crane scheduling with non-interference constraints in port con-

tainer terminals. Transp Res E 44(1):124–135
Legato P, Mazza RM, Trunfio R (2008a) Simulation-based optimization for the quay crane scheduling

problem. In: Mason SJ, Hill R, Moench L, Rose O (eds) Proceedings of the 2008 winter simulation
conference, pp 2717–2725

Legato P, Gullì D, Trunfio R (2008b) Modeling, simulation and optimization of logistics processes. In:
Bruzzone AG, Longo F, Piera MA, Aguilar RM, Frydman C (eds) Proceedings of 20th European
modeling and simulation symposium (Simulation in Industry), pp 569–578

Liang C, Mi W (2007) A quay crane scheduling problem by hybrid evolutionary algorithm for berth allo-
cation planning. Comput Ind Eng 56(3):1021–1028

Lim A, Rodrigues B, Xiao F, Zhu Y (2004) Crane scheduling with spatial constraints. Naval Res Logist
51:386–406

Liu CL (1968) Introduction to combinatorial mathematics. McGraw-Hill, New York

123



Simulation-based optimization for discharge/loading operations 567

Liu J, Wan Y-W, Wang L (2006) Quay crane scheduling at container terminals to minimize the maximum
relative tardiness of vessel departures. Naval Res Logist 53:60–74

Mazza RM (2008) Simulation-based optimization in port logistics. Ph.D. Dissertation, Università della
Calabria

Ng WC, Mak KL (2006) Quay crane scheduling in container terminals. Eng Optim 38:723–737
Pidd M, Castro RB (1998) Hierarchical modular modelling in discrete simulation. In: Medeiros DJ, Watson

EF, Carson JS, Manivannan MS (eds) Proceedings of the 30th conference on winter simulation, pp
383–389

Rinott Y (1978) On two-stage selection procedures and related probability-inequalities. Commun Stat The-
ory Methods A 7(8):799–811

Roenko N (1990) Simulated annealing under uncertainty. Technical report, Institute for Operations
Research, University of Zurich

Sammarra M, Cordeau J-F, Laporte H, Monaco MF (2007) A tabu search heuristic for the quay crane
scheduling problem. J Sched 10:327–336

Schruben LW (1983) Simulation modelling with event graphs. Commun ACM 26(11):957–963
Stahlbock R, Voß S (2008) Operations research at container terminals: a literature update. OR Spectrum

30(1):1–52
Steenken D, Voß S, Stahlbock R (2004) Container terminal operation and operations research—a classifi-

cation and literature review. OR Spectrum 26:3–49
Trunfio R (2008) Modeling, simulation and optimization in logistics. Ph.D. dissertation, Università della

Calabria
Zhu Y, Lim A (2006) Crane scheduling with non-crossing constraint. J Oper Res Soc 57:1464–1471

123


	Simulation-based optimization for discharge/loading operations at a maritime container terminal
	Abstract
	1 Introduction
	2 The conceptual model
	3 The operational model
	3.1 Resources as model objects
	3.2 Processes and EADs for discharge/loading operations

	4 The methodology
	4.1 The logic of the simulation based optimization framework
	4.2 Search process by simulated annealing

	5 Numerical experiments
	5.1 Parameter tuning
	5.2 Comparisons

	6 Conclusions
	Appendix 1
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


