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Abstract As more and more container terminals open up all over the world, terminal
operators are discovering that they must increase quay crane work rates to remain
competitive. In this paper, we develop a real-time yard crane control system and
show that a terminal’s long-run average quay crane rate depends on the portion of
this system that dispatches yard cranes in the storage area in real time. Several real-
time yard crane dispatching systems are evaluated by a fully-integrated, discrete event
simulation model of a pure transshipment terminal that is designed to reproduce the
multi-objective, stochastic, real-time environment at an RTGC-based, multiple-berth
facility. Results indicate that yard cranes should prioritize the retrieval of containers
from the stacks, rather than the storage of containers into stacks. Also, the yard crane
dispatching system should not only consider the trucks already waiting for service
in the yard, but also the trucks that are heading towards the yard. The experiments
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provide the first direct connection in the literature between real-time yard crane control
systems and long-run performance at a seaport container terminal. We also make a
qualitative comparison between rule-based and look-ahead yard crane dispatching
schemes, and discuss deadlocking issues in detail.

Keywords Seaport container terminal · Yard crane dispatching · Real-time control ·
Gross crane rate · Simulation

1 Introduction

The recent increase in international trade of finished consumer goods has placed the
maritime container shipping industry at the center of our global economy. Today, al-
most all overseas shipping of furniture, toys, footwear, clothing, auto parts, electronics
components, and computers is done via standardized 20′, 40′, and 45′ long steel contai-
ners aboard deep-sea container vessels. In addition, the amount of fruit, vegetables,
fish, meat, and general foodstuffs shipped in refrigerated containers is increasing.

As of March 2008, the world cellular fleet consisted of 4,393 vessels solely devo-
ted to transporting containerized cargo. The total capacity of these vessels was some
11.1 million twenty foot containers (Containerisation International, May 2008). Four
years earlier, in February 2004, the figure was only 6.54 million 20 foot containers
(Containerisation International, March 2004). This represents a growth rate excee-
ding 1% per month. Such a rapid expansion of the container sector, combined with a
heightened concern over customer service and security, has made container shipping
a major focus of operational research in the past decade. Indeed, with today’s just-in-
time global supply chain, improving the efficiency of container shipping processes is
more important than ever.

This paper focuses on operational control problems at seaport container terminals.
Container terminals are places in seaports where container vessels are loaded and
unloaded, and where containerized cargo is temporarily stored while awaiting a future
journey. A brief summary of container terminal equipment and operations now follows.

Containers (boxes) come in three standard lengths—20′, 40′, and 45′—and are 8′
wide and 8.5′ or 9.5′ high. When a containership arrives at the port, the terminal
provides a berth where it docks. Then the QCs (quay cranes, shore cranes) begin
unloading and loading it, with each QC handling cargo in a different section along the
length of the vessel known as a hatch. Large vessels have up to two dozen hatches, so
typically three to four QCs work on a vessel at a time.

Cargo may pass through a container terminal in three ways: it may be imported,
exported, or transshipped. Figure 1 shows these processes and the equipment involved.
Import containers arrive by vessel and leave the terminal via truck or train. These
containers are first unloaded by a QC which puts them onto a YT (yard truck, internal
tractor, prime mover, hustler, UTR) waiting under it on the ground. The YT then drives
the container to a storage yard (container yard, yard) where a YC (yard crane, rubber
tired gantry crane, RTGC, transtainer, TT) picks it off the YT’s trailer and places it in
a stack in the yard. At some later time, a YC retrieves the container from the yard and
places it onto an XT (external truck) or train, which takes the container through the
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Fig. 1 Cargo may pass through a container terminal in three different ways

gate to its mainland destination. In this paper, we assume that all YTs are manually
driven. In addition, we assume an RTGC-based yard operation.

Export containers are packed off-site and delivered by XTs or trains to the terminal.
At the terminal these containers are removed from XTs or trains, and put into temporary
storage in the yard by the YCs. When the vessel into which they are to be loaded docks
at the terminal, these containers are retrieved from storage by YCs and carried by YTs
to the berth; these YTs park under the appropriate QC which lifts the containers and
loads them into the vessel.

Containers that are transshipped both arrive and depart by vessel. Upon arrival,
each such container is unloaded by a QC, transported via YT from the quay to the
yard, and then placed in a stack in the yard by a YC. When the vessel into which it will
be loaded arrives at the terminal, the container is then retrieved by a YC, transported
via YT from the yard to the quay, and then loaded by a QC into the vessel.

Figure 2 shows the general layout of a container terminal from a bird’s eye view.
Vessels, QCs, YCs, and YTs are labeled for easy identification. The yard is divided
into rectangular regions called blocks. The width of a block is typically divided into
seven rows—six for stacks of containers and the seventh for trucks that interact with
the YCs. Traffic lanes for trucks occupy the spaces between blocks. Blocks are divided
along their length into 20′ sections called slots. A typical block is about forty slots long.
Two adjacent slots in the same block comprise a 40′ yard bay. The region occupied
by a stack of 20′ containers is called a groundslot (20′ stack) and that occupied by a
stack of 40′ containers as a 40′ stack. 40′ stacks occupy two adjacent groundslots in
the same row. In each stack, containers are stored one on top of the other 3 to 6 tiers
high depending on the height of the YC serving the block.

Yard cranes transfer containers between trucks (YTs and XTs) and the stacks in the
yard. They straddle the entire width of the block beneath them and move along the
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Fig. 2 Bird’s eye view of a container terminal

length of the block. A zone is a sequence of blocks that together form a single lane
for YC movement. In Fig. 2, blocks 1–3 are in zone 1; blocks 4–6 are in zone 2; and
so on. YCs move easily within a block and from block to block within a zone; such
movement is called linear gantrying. But to move between zones, YCs must spend at
least 15 min executing a maneuver called a cross gantry. A cross-gantrying YC blocks
the road for a long duration, thus disrupting traffic. YTs carry one 20′, one 40′, one
45′, or two 20′ containers at a time. Empty YTs travel faster than laden YTs.

Quay cranes load and unload containers according predetermined job sequences
that have limited flexibility for changing the order in which lifts are performed. A QC’s
top speed is typically 40 lifts (moves between vessel and shore) per hour if it does
not have to wait for YTs under it to take away the import containers it is unloading,
or to bring export containers for it to load while it is loading. However, QCs at most
terminals average only 25 or so lifts/h. Each lift typically involves one 40′ container,
one 20′ container, or two 20′ containers. The average number of lifts achieved at a
terminal per QC working hour is known as the GCR (gross crane rate, QC rate). GCR
is perhaps the most important performance measure of a terminal. In this paper, we use
GCR as the measure of performance to maximize over the long run. To attain a high
GCR, the flow of containers between the shore and the yard has to proceed smoothly
like clockwork, so that QCs do not incur idle time waiting for YTs.

Maximizing GCR is important for several reasons. For the terminal operator, a
higher GCR results in greater business turnover using the same equipment and labor
force. For the vessel operator (shipping line), a higher GCR leads to higher vessel
utilization as vessels spend less time at port and more time at sea. With annual revenues
for the largest container terminal operating companies at around USD $2 billion and
revenues for the largest liner shipping companies as much as ten times this amount, the
potential for financial gain by improving GCR is nontrivial. Maximizing GCR is also
smart from an environmental perspective. Indeed, if existing terminals and vessels can
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operate at higher efficiencies, the need for building new terminals and vessels will be
diminished.

This paper is organized as follows. Section 2 describes the problem in detail. Sec-
tion 3 summarizes the relevant literature. Section 4 discusses the core YC control
system developed in this research; rule-based versus look-ahead YC dispatching algo-
rithms; and deadlocking issues. Section 5 describes the simulation model used in the
experiments. In Sect. 6, we describe the experiments, present the results, and discuss
their significance. We conclude in Sect. 7.

2 Problem description

2.1 Container yard operations

In this paper, we investigate how various real-time yard crane dispatching systems
affect the long-run performance of a container terminal as measured in terms of GCR.
To attain a high GCR, the activities in the storage yard should be properly coordinated
so the YCs and YTs serve the QCs effectively. However, several aspects of real-time
yard operations make this a challenging task. First of all, the maximum handling speed
of a YC is roughly 25 lifts/h, much slower than a QC’s 40 lifts/h. Secondly, YCs, unlike
QCs, must multi-task. When two or more vessels are present, YCs often have to store
import containers being unloaded from one vessel while also retrieving stored export
containers that are loaded onto other vessels. For example, YC 24 in Fig. 2 must
be ready to serve not only the YTs that are bringing containers from QCs 1–3 but
also the YTs that are retrieving containers to be loaded by QCs 4–7 into Vessel 2.
Thirdly, YCs move great distances while QCs are virtually immobile. Hence, at least
2–3 YCs are typically needed per QC to keep the QCs smoothly working at a high
speed. Fourthly, most terminals never close; the workload must be processed 24 h per
day, 365 days per year. Fifthly, there is an uneven distribution of workload over time.
The varying workload is caused not only by scheduled vessel arrivals that are known
well in advance, but also by unpredictable events such as late vessel arrivals due to
weather conditions at sea or delays at a previous port. Sixthly, YC (YT) gantrying
(traveling) speed varies with operator style, operator error, and real-time road traffic
conditions inside the terminal.

Seventhly, YCs and QCs have highly variable container handling times. For example,
according to a major terminal operator, the time taken by a YC to handle a single contai-
ner is a triangularly distributed random variable with parameters (1.2, 2.0, 3.4) min.
The high variance is due to (1) the trial-and-error method by which crane operators
place containers precisely onto stacks in the yard, (2) the varying skill levels of YC
operators, (3) the varying skill levels of the YT operators with whom YCs interact,
(4) the clashing or conformity of the individual styles of the YC and YT operators
involved in an individual transaction, (5) the different stack locations to/from which
containers are transferred (some are close to the YT, others far), and (6) the possibility
that a container might be hoisted higher than normal to avoid hitting other containers
already stacked in the same slot. The large variation in YC handling time makes it
difficult to coordinate the operations of multiple YCs working in close proximity.
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Fig. 3 Two YCs in the same block must be separated by at least 170 feet in order for two streams of
(55-foot long) trucks to be independently served by the two YCs without delay

Finally, YCs that come too close to each other are subject to slowdowns. Figure 3
illustrates how such a slowdown can develop. In the figure, Trucks 1 and 2 are at-
tempting to transfer containers to/from stacks in the yard that lie beneath YCs 1 and 2
respectively. The trucks, each 55 feet long, are assumed to be mobile and the YCs are
assumed to be stationary. If YCs 1 and 2 are less than 170 feet apart, Truck 2 does not
have enough space to pull into the handling lane and become parallel to the storage
block before reaching YC 2. Even if Truck 2 somehow manages to reach YC 2, Truck
1 does not have enough space to pull out of the handling lane and into the bypass
lane before hitting the backside of Truck 2. In other words, the trucks have difficulty
(A) gaining access to the downstream YC and (B) departing from the upstream YC.
The overall result is a YT traffic jam that cuts YC productivity in half. Thus, two
YCs in the same block must be separated by 170′ (8 slots when accounting for spaces
between stacks) in order for two streams of trucks to be served independently by the
YCs without delay.

2.2 Real-time yard crane control

Within the above environment, the YC control system is responsible for determining
the sequence of linear gantry, cross gantry, container retrieval, container storage, and
idling operations for all YCs at all times. The decisions made by this system are
represented by the three arrows and six question marks near YC 24 in Fig. 2. The six
question marks correspond to six different trucks—four are waiting for service near
YC 24, and two are traveling towards yard locations near YC 24. If YC 24 becomes
free, which of these six trucks should it serve next? Should the YC dispatching system
consider the two trucks that are still traveling, or should these trucks be ignored? These
questions are the concern of the YC control system.

Currently, most terminals around the world do not have an automated system for
controlling or dispatching YCs. Instead, YC dispatching decisions are made on the
fly by the operators of the YCs. This paper indicates that such an arbitrary control
mechanism may be inferior to one that is more automated. Indeed, our experiments
show GCR differences between various automated YC dispatching systems exceeding
10% in some cases. Thus, the tens of thousands of YC dispatching micro-decisions
made per day at a large facility can have a major impact on the overall, long-run
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productivity of a container terminal, even though each individual decision has virtually
no impact on productivity. In this paper, we develop and evaluate several YC control
systems, each of which (1) tracks the real-time status of all YCs at all times, (2)
controls the detailed movement and container handling tasks undertaken by each YC
at all times, (3) guarantees that YCs remain separated by at least 170 feet at all times,
and (4) guarantees that operational deadlocks are avoided on 100% of occasions. We
now discuss the relevant literature.

3 Literature review

The literature relevant to this investigation includes all papers on container terminals
that discuss YC operations, simulation modeling, or the literature itself. Excellent
surveys of the container terminal literature have been done by Stahlbock and Voß
(2008), Steenken et al. (2004), and Vis and de Koster (2003). An overview of container
terminal operations is given by Günther and Kim (2006). Summaries of the various
operational decisions made in container terminals are given in Murty et al. (2005a,b).

Forty-one container terminal simulation models were found in the literature. Some
of the recent models include: Alessandri et al. (2007), Briskorn et al. (2006),
Canonaco et al. (2008), Dekker et al. (2006), Froyland et al. (2008), Grunow et al.
(2006), Kim et al. (2003), Kozan (1997), Legato and Mazza (2001), Linn et al. (2003),
Liu et al. (2002, 2004), Ottjes et al. (2006), Parola and Sciomachen (2005), and
Yang et al. (2004). The emphasis of these studies ranges from strategic to operational
aspects of container terminal management. The articles by Liu et al. (2002, 2004) offer
perhaps the most comprehensive models among those listed above. Their models are
unique in that they (A) measure performance using a global indicator such as GCR;
(B) track other performance measures such as yard utilization, truck productivity, and
YC productivity; and (C) show how different values of an input parameter (e.g., the
type of handling equipment used, vehicle fleet size, terminal layout) affect overall
performance as measured by GCR or average vessel turnaround time. One limitation
common to their models, and most other simulation models in the literature, is that
they only consider a single vessel in isolation. Thus, all yard equipment is devoted to
serving a single vessel at a given time. In addition, the duration simulated is only 1 day
(i.e., the time taken for processing a single vessel). The simulation model presented
in this paper, on the other hand, considers the detailed operations at a multiple-berth
facility over an extended time period that is user-defined (e.g., 3 weeks, 6 months).

Regarding YC control, many papers develop integer programming models for the
off-line scheduling of a single YC. Kim et al. (2003) compare real-time YC dispatching
policies similar to those considered in this paper for a small scenario involving a
single YC operating in three adjacent 25-slot blocks. Papers considering the control of
multiple yard cranes typically fall into two categories. Some articles develop methods
for allocating YCs among yard blocks and for scheduling inter-block YC movements.
However, those articles do not consider individual container handling tasks and other
details relevant to real-time YC control. On the other hand, many other papers present
detailed integer programming models for scheduling multiple YCs or for the integrated
scheduling of YCs together with YTs and/or QCs. Overall, none of the above studies
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considers the real-time control of multiple YCs. In addition, no article requires YCs
to be separated by a minimum distance so they can be productive (Fig. 3).

Very few articles consider the real-time control of multiple YCs. Petering et al.
(2006) discuss the real-time control of multiple YCs but do not present experimental
results. Petering and Murty (2008) use the same simulation model presented here to
show how real-time, inter-block YC deployment systems affect GCR at a multiple-
berth container terminal. However, they do not compare alternative systems for the
detailed assignment of container handling tasks to YCs in real time. Thus, a compre-
hensive analysis of how real-time YC dispatching should be done at an operational
level is still lacking. The current research helps to fill the above gap by considering
the real-time dispatching of YCs at a pure transshipment terminal where RTGCs are
deployed. In particular, we use the model described in Petering (2007), Petering and
Murty (2008), and Petering and Murty (2007) to directly compare several real-time
YC dispatching systems in terms of the GCR that they can sustain over the long run
at a multiple-berth container terminal. In doing so, we expand upon the dialogue that
was begun in Petering et al. (2006).

Overall, a review of the literature has yielded many outstanding articles but no
models that test how real-time decision making systems affect the overall performance
(i.e., GCR) of a multiple-berth container terminal over an extended period. In Sects. 5
and 6, we present a simulation model capable of running such tests and show how it
is used to obtain new numerical results comparing real-time YC dispatching systems.
We now discuss the YC control system.

4 YC control system; rule-based versus look-ahead YC dispatching;
deadlocking

4.1 The core YC control system

Our efforts to create a real-time YC control system resulted in the development of a
core system that (1) tracks the real-time status of all YCs at all times, (2) determines
the exact routing of every YC at all times, (3) guarantees that YCs remain separated
by at least 170′ at all times, and (4) guarantees that operational deadlocks are avoided
on 100% of occasions. This system is designed for use at a pure vessel-to-vessel
transshipment terminal. Various YC dispatching algorithms can be plugged into the
core system to be tested and compared.

The core YC control system allows each YC to be in one of seven states at a given
time. Figure 4 shows the seven possible states for YCs and how the status of a YC
may change as operations unfold. YCs may pass through idling, waiting, or linear
gantrying states instantaneously if conditions are right. Note that YCs are assumed to
be 100% reliable.

The YC dispatching system controls the detailed movement of each YC by gene-
rating instructions for YCs whenever they become free, i.e., whenever they enter state
1. The first part of a YC’s instruction is always a linear gantry move to a specific slot.
Once the YC finishes linear gantrying and arrives at the destination slot, the second
part of the instruction tells the YC to either (1) make a cross-gantry move, (2) handle a
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Fig. 4 The core YC control system allows a YC to be in one of seven states at a given time

container at that slot, or (3) become idle. For case (1), the aforementioned destination
slot must be either the first or last slot the YC’s block. For case (2), the instructions
also specify the type of job to be performed: ‘S’ (take container from a YT and store
in a stack) or ‘R’ (retrieve from a stack and give to a YT). If no such YT is present
and the job type is ‘S’, the YC waits at the slot until a YT with instructions containing
the appropriate job type arrives at that slot. Once the YT arrives, the YC begins the
storage operation. On the other hand, if no such YT is present and the job type is
‘R’, the YC still goes ahead with the retrieval. After the YC has finished the retrie-
val and is still grasping the container in its spreader, it may or may not have to wait
for a suitable YT to arrive with the appropriate status. Once the YT arrives, the YC
immediately transfers the container to the YT and then receives new instructions. If
two or more YTs happen to be present at the specified slot, the YC serves the YT that
arrived first. YCs handle only one container at a time. Once given, YC instructions are
not changed. Examples of YC instructions are “slot 41, cross gantry to slot 419′ (case
1), “slot 489, R′ (case 2), and “slot 196, idle” (case 3). The states that a YC passes
through for the 3 cases are shown in Fig. 4.

Within the simulation model, the “YC cross-gantry dispatching algorithm,” “YC job
dispatching algorithm,” and “YC gantry-only dispatching algorithm” are responsible
for generating the instructions corresponding to cases 1, 2, and 3 (see Table 1). In this
research, we evaluate various alternatives for the YC job dispatching algorithm. These
variants are plugged into the core YC control system to be tested and compared.

In the following paragraphs, we discuss both rule-based and look-ahead versions
of the YC job dispatching algorithm. Rule-based algorithms select the YC’s next job
according to a simple, myopic rule. Look-ahead algorithms, in contrast, select the
YC’s next job by first solving an integer programming problem that considers how
one or more YCs can “best” complete a set of jobs over a planning horizon.

4.2 Rule-based YC dispatching

The rule-based YC dispatching algorithms work as follows. Upon activation, these
algorithms first identify the feasible region for the YC’s next job. The feasible region
is a contiguous area that extends left and right from the YC’s current slot to include
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Table 1 Discrete events in the simulation model

Primary events Secondary events

Vessel arrives Vessel starts berthing

Vessel finishes berthing Vessel starts un-berthing

Vessel finishes un-berthing QC job sequences generated

All QC job sequences scanned QC job sequences erased

QC finishes handling QC starts handling

YC cross-gantry dispatching algorithm called General storage and retrieval algorithm called

YC finishes cross gantry Real-time container storage algorithm called

YC finishes linear gantry YC cross gantry scoring re-computed

YC finishes handling YC gantry-only dispatching algorithm called

Workcenter YT assignment algorithm called YC job dispatching algorithm called

YT finishes journey YC starts cross gantry

Check terminal status consistency YC starts linear gantry

Start data collection YC starts handling

Individual YT dispatching algorithm called

YT starts journey

all slots in the same zone that are at least eight slots (i.e., 170 feet) away from the
YC’s neighboring cranes. The YC can be dispatched to any slot in the feasible region
without violating the minimum separation requirement (Fig. 3). A list of all container
moves (jobs) assigned to YTs that are already waiting in the YC’s feasible region or
are traveling towards the YC’s feasible region is then constructed, and the algorithm
selects one job in the list as the next job handled by the YC.

Selecting the next job handled by a YC presents several competing trade-offs. On
one hand, proximity might be emphasized over urgency, so that nearby YTs/containers
have priority over YTs/containers that are farther away from the YC. Such logic
minimizes nonproductive YC and YT time in the short run. On the other hand, urgency
might be emphasized over proximity, so that containers with earlier expected QC
handling times have priority over those with later times. Such logic could potentially
reduce QC idle time at the cost of less productive YCs and YTs in the short run.
Finally, a compromise between proximity and urgency could be made, allowing both
objectives to be pursued to a lesser degree. These considerations were incorporated
into the various algorithms investigated in the experiments.

Table 2 shows the twelve rule-based YC dispatching algorithms considered in the
experiments. In all 12 algorithms, the jobs in the YC’s current slot have priority over
all other jobs. If there are no jobs to be handled in the YC’s current slot, the next job
handled by the YC is selected as follows. In algorithm 1, the YC serves the first YT that
arrived (or is expected to arrive) in the feasible region. In algorithm 2, the YC serves
the earliest arriving YT first, but YTs that are retrieving containers from the yard (that
are assigned ‘R’ jobs) are given priority over the YTs that are bringing containers to be
stored (‘S’) in the yard. Algorithm 3 is the same as algorithm 2 except the ‘R’ and ‘S’
priorities are switched. In algorithm 4, the YC serves the nearest YT first. Algorithm
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Table 2 Rule-based YC dispatching algorithms considered in the experiments

Algorithm Description

1 Earliest YT to arrive

2 Earliest YT with ‘R’ job; otherwise earliest YT with ‘S’ job

3 Earliest YT with ‘S’ job; otherwise earliest YT with ‘R’ job

4 Nearest YT

5 Nearest YT with ‘R’ job; otherwise nearest YT with ‘S’ job

6 Nearest YT with ‘S’ job; otherwise nearest YT with ‘R’ job

7 Most urgent job

8 Most urgent ‘R’ job; otherwise most urgent ‘S’ job

9 Most urgent ‘S’ job; otherwise most urgent ‘R’ job

10 Most urgent ‘R’ job; otherwise nearest ‘S’ job

11 Opposite of 10 (farthest ‘S’ job; otherwise least urgent ‘R’ job)

12 Nearest YT to left (right) if currently moving left (right); otherwise change dir.

5 (6) is the same as algorithm 4 except that YTs with ‘R’ (‘S’) jobs are served first. In
algorithm 7, the YC is instructed to handle the “most urgent” job (i.e., the job with the
earliest expected QC handling start time). Algorithm 8 (9) is the same as algorithm
7 except that YTs with ‘R’ (‘S’) jobs are served first. In algorithm 10, the YC serves
the most urgent ‘R’ job first. If there are no such jobs, the YC handles the nearest ‘S’
job. Algorithm 11 is the exact opposite of algorithm 10; the YC serves the farthest
‘S’ job first, and if there are no such jobs, the YC handles the least urgent ‘R’ job.
Algorithm 10 turns out to be one of the best algorithms, so algorithm 11 represents a
kind of “worst case scenario” where YCs are dispatched by an idiot. In algorithm 12,
the YC serves the nearest YT to its left (right) if it is currently moving left (right). The
YC changes direction only when there are no more jobs to be handled in the forward
direction. The performance of these twelve algorithms is compared in Sect. 6.

4.3 Look-ahead YC dispatching and YC scheduling

Look-ahead YC dispatching algorithms typically use more information to select a
YC’s next job than rule-based algorithms. Such additional information might include
the set of upcoming, non-immediate jobs near a YC and the status of other YCs in
the same block or zone. In this research, we developed a look-ahead YC dispatching
model based upon the idea of YC scheduling. YC scheduling is a way of assigning a
sequence of tasks to a YC, the first of which is the next task undertaken by the YC.
The goal is to devise a plan for how a set of YCs in the same zone can work together
to handle a set of jobs over a given planning horizon. Thus, two or more YCs are
typically considered when a YC schedule is constructed.

To illustrate YC scheduling principles, consider YCs 11 and 12 in Fig. 2 and assume
these YCs are confined to block 6. The upcoming workload in block 6 is obtained by
translating the QC job sequences into a yard work list (YWL). The YWL is a list of the
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individual container handling tasks (container moves) expected to occur in the yard
within the next 2 h, along with their yard stack locations and expected handling times.
In translating the QC job sequences into a YWL, we make use of readily available
data on average container handling time for QCs and YCs and average YT travel time
between pairs of locations in the terminal, and we also assume that the YTs are always
on hand to receive containers from YCs and QCs. The YWL is then used to construct
a job diagram that visually depicts the upcoming workload in block 6.

Two examples of job diagrams for block 6 are given in Figs. 5 and 6 (left). In these
diagrams, each container move is represented by a rectangle that is located in space and
time according to its slot location, expected YC handling start time, and expected YC
handling finish time as listed in the YWL. The horizontal axis corresponds to the slot
where the move takes place; the vertical axis corresponds to the time when the move
is expected to occur. The center of each rectangle is located at the coordinates (slot,
(expected YC start time + expected YC finish time)/2). Each rectangle is 3 min high—a
conservative estimate of the time required to handle a container—and eight slots wide,
which is equal to the required separation distance between YCs. The planning horizon
for these job diagrams is roughly 2 h. Note that the workload in both diagrams is not
well distributed; such is typically the case at a real facility. Also, there are several
clusters of overlapping rectangles in both diagrams, indicating that it is not feasible
for these container moves to be made at the times shown.

YC scheduling is a method for sorting out the confusion in a job diagram. In a YC
schedule, the start/finish time of each container move is modified, and each container
move is assigned to a YC, so that all moves can be “feasibly” completed by the YCs on
hand with minimum earliness + tardiness. From a YC’s point of view, the YC schedule
specifies the sequence of activities the YC undertakes over the planning horizon—
which containers it handles, and when. Examples of YC schedules are given beside
the job diagrams in Figs. 5 and 6 (right). In these YC schedules, each container move
is again represented by a rectangle. In Fig. 5, the ‘R’ and ‘S’ labels stand for retrieval
and storage moves respectively, and the shading of the rectangles indicates which YC
performs the container move. In Fig. 6, the numbers inside the clear rectangles indicate
which YC handles which container. The job diagrams have been reproduced in the
background behind the YC schedules to allow comparison of the input and output
times for each container move. In Fig. 5, for example, the storage move at slot 2,
which has start time 48 in the job diagram, is scheduled to be handled by YC 11 at
time 66 (see annotation in the center of Fig. 5). Thus, the YT that brings this container
to the yard will wait at slot 2 for about 18 min before being served by YC 11. Also, the
long diagonal arrow in Fig. 6 shows a retrieval job in slot 50 with start time 55 in the job
diagram and start time 21 in the YC schedule. Finally, the jagged arrow in Fig. 6 shows
a storage job whose output handling time is roughly 2 h after its input handling time.

Job diagrams and YC schedules are used for real-time YC dispatching as follows.
Assume that YC 11 has just become free at time 20 and needs to be given new
instructions. The “YC job dispatching algorithm” is then called (Table 1) and the
aforementioned YC scheduling procedure is initiated. The output from the procedure
is a YC schedule for block 6 (Figs. 5, 6, right), and YC 11 is immediately dispatched
to handle the next container listed in its job sequence. The entire process is very
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Fig. 5 Job diagram (left) showing the expected times and locations of 53 upcoming container moves
(dashed rectangles) in a yard block over a 2-h time horizon, and YC schedule (right) showing how two
YCs, ‘11’ and ‘12’, are scheduled to handle this workload (solid rectangles). Note that the solid rectangles
are non-overlapping

complicated, but in the end, the only information relevant to the real-time dispatching
of YC 11 is the first job assigned to YC 11 in the YC schedule.

4.4 Integer programming models for YC scheduling

Several integer programming (IP) models for scheduling YCs in a particular zone
are described in Petering (2007). The two models that appear most promising in the
context of real-time control are discussed in Petering and Murty (2006) and Petering
et al. (2006). Preliminary experiments indicate that, depending on the IP model and
job diagram, ILOG CPLEX takes from 1 to 4,000 s to find an optimal solution to
problems whose size is comparable to those depicted in Figs. 5 and 6. This lengthy
runtime has prompted the authors to search for heuristic algorithms for generating
near-optimal YC schedules more quickly (Li et al. 2008). However, as we discuss
below, the prospects for meaningfully embedding such heuristics within a real-time,
look-ahead YC dispatching system remain doubtful.
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Fig. 6 A YC scheduling problem (left) whose optimal solution (right) requires the immediate retrieval at
time 21 of a container (indicated by the long diagonal arrow) whose original, input yard handling time was
time 55

4.5 Look-ahead YC dispatching and deadlocking

Deadlocking casts a long shadow over the development of real-time, automated control
systems for RTGC-based container terminals because these facilities have no inter-
equipment buffers and the operations exhibit a high degree of stochasticity. Our efforts
to develop real-time YC dispatching systems were highly influenced by deadlocking
considerations. In this section, we show that look-ahead YC dispatching systems that
use YC schedules with long planning horizons are susceptible to deadlocking in a
real-time setting. In order to avoid deadlocks, the planning horizon must be shortened.
However, the shortening of the planning horizon significantly reduces the number of
container moves considered in the job diagram, resulting in greatly simplified YC
scheduling problems whose solutions are trivial.

Let us recall the real-time conditions that give rise to the job diagram depicted in
Fig. 6 (left). This diagram is reproduced in Fig. 7 (left). This diagram is generated
when YC 11 in block 6 in Fig. 2 finishes a task at time 20 and requests a new set of
instructions. The job diagram presents an interesting and challenging YC scheduling
problem consisting of 69 container moves expected to occur over a 2 h planning
horizon. In theory, any of these 69 moves could be the first one assigned to YC 11 by
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Fig. 7 In a theoretical YC scheduling problem (left), several dozen container moves are considered and an
interesting integer programming problem is solved. However, this problem must be greatly simplified in a
real-time setting to avoid operational deadlocks (right)

the YC scheduling procedure. Thus, it is possible for a container move whose handling
starts after time 50 in the job diagram to be scheduled first for YC 11. In fact, looking
at the long diagonal arrow in Fig. 6, we see this is indeed the case; the first job in YC
11’s schedule is the retrieval move in slot 50 that has start time 55 in the job diagram.
In a real-time setting, YC 11 is therefore instructed to (1) gantry to slot 50, (2) retrieve
a container, and then (3) pass the container to a YT.

However, it is highly unlikely that any YT will arrive at slot 50 in the near future.
In fact, at time 20, it is very likely that no YT has received instructions to travel
to slot 50. This is because the YTs must first handle the jobs that are more urgent
from the perspective of the QCs; otherwise the quay operations will be deadlocked.
For example, at time 20 there might be 5 YTs assigned to the 5 storage jobs at the
bottom of the job diagram (Fig. 7, right) but no YTs assigned to the retrieval job in
slot 50. Moreover, these 5 YTs might already be waiting at (or at least be heading
towards) block 6. However, YC 11 has not been instructed to serve any of these YTs.
This situation is dangerous and can potentially lead to a deadlock. A deadlock looms
because there is a mismatch in YC and YT job assignments and YC instructions
cannot be changed once they are given (Sect. 4.1). This “job assignment deadlock”
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threatens to bring all operational progress in the terminal to a halt. Indeed, several of
our preliminary experiments resulted in such deadlocks.

The above scenario teaches us the following lesson. To avoid deadlocks on 100%
of occasions, in YC scheduling problems we should only consider jobs that have
already been assigned to YTs that are either (1) already waiting in the yard or (2)
traveling towards the yard. In other words, we should only consider the container
moves for which a corresponding YT is guaranteed to show up in the yard. However,
the number of container moves satisfying this criterion in real-time is typically very
small (Fig. 7, right). Indeed, the ratio of YTs to YCs at a container terminal rarely
exceeds 3. Therefore, at any given moment, at most 3 container moves can be satisfying
the criterion per YC deployed. Furthermore, in a typical real-time situation, only half
of the YTs are waiting at or heading towards the yard; the other half are waiting
at or heading towards the quay. Thus, in a real-time setting, the job diagram for an
average YC scheduling problem has no more than 1.5 container moves per YC. In other
words, to avoid deadlocks in a real-time setting, YC scheduling problems must be made
so trivial that they resemble rule-based dispatching problems! Our experimentation,
described in Sect. 6, is therefore limited to the rule-based algorithms introduced in
Sect. 4.2.

5 Simulation model of a seaport container transshipment terminal

5.1 Introduction

We now present a discrete event simulation model of operations inside a seaport
container transshipment terminal. The model has been developed based on the au-
thors’ combined experience at several container terminals and on extended discus-
sions with managers and staff members at these terminals. The model is noteworthy
in that (A) it allows direct comparisons to be made between alternate terminal designs
and real-time yard control systems at a multiple-berth facility; (B) it measures per-
formance according to the industry standard metric, GCR; (C) it considers all major
entity types—vessels, QCs, YCs, and YTs; (D) all cranes and trucks have stochastic
handling and traveling times; (E) delays are propagated realistically from one part
of the system to another; and (F) the arrival, stay, and departure of every individual
container is explicitly modeled. The model simulates the activities associated with
individual containers, vessels, QCs, YCs, YTs, and groundslots in the storage yard
over an arbitrarily long, user-defined time period (e.g., 3 weeks, 6 months) to a level
of detail indicated by the list of events in Table 1.

Before continuing, we first discuss our motivation for using a simulation methodo-
logy in this research. The methodologies of operations research fall into three main
categories: deterministic optimization, stochastic modeling, and simulation. Determi-
nistic optimization is the dominant methodology in the majority of articles on container
shipping. Yet, as mentioned above, container terminal operations exhibit a high de-
gree of stochasticity. Plans and schedules for detailed yard operations that are based
on integer programming (IP) models become out-of-date almost immediately after
their construction. Reconstructing such schedules in real time using the latest infor-
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mation is often not practical because runtimes for IP heuristics are usually too long
to be viable in a real-time environment. Even if an IP heuristic has a fast runtime,
it is often susceptible to deadlocking. The only way to demonstrate an IP heuristic’s
viability in a real-time environment is to embed it within a stochastic or simula-
tion model. Therefore, the methodology which provides the ultimate justification and
validation of a model for real-time, micro-decision making should be stochastic in
nature.

Stochastic modeling, in the absence of simulation, has been extensively used to
obtain insights on systems where the state space is relatively small, transitions between
states exhibit a regular structure, and/or transition times between states have special
properties (e.g., they are exponentially distributed). Container terminals, however, are
massive facilities with hundreds of trucks and cranes that can each be in a dozen or
more states, and thousands of yard locations that can each be in hundreds of different
states. In addition, the transition times between states at a container terminal do not
exhibit “nice” properties. Overall, simulation is the only methodology that captures
the stochasticity of real-time container yard operations while handling a massive state
space. This is the motivation behind our use of simulation in this research.

5.2 Events

Table 1 shows the events that occur within the simulation model. Overall, there are
two kinds of events: primary and secondary. Only primary events may appear in the
future event list (FEL). A primary event generally (1) causes an immediate change in
the state of the container terminal, (2) triggers other events, some primary and some
secondary, that occur together with the primary event, and/or (3) causes other primary
events to be placed at some future time in the FEL. The event scheduling/time advance
algorithm ensures that all events take place in proper chronological order. Note that
several events listed in Table 1 are calls to algorithms that make container storage, YC
deployment, YC dispatching, and YT dispatching decisions in real time.

5.3 Main features and limitations of simulation model

A complete description of the simulation model is provided in Petering (2007).
A less detailed description is available in Petering and Murty (2008). The model has
several important features. First of all, it has built-in systems for selecting container
storage locations in real time; for deploying YCs among yard zones and initiating YC
cross-gantry moves in real time; and for dispatching YTs in real time. These systems
are discussed in Petering and Murty (2007), Petering and Murty (2008), and Petering
(2007), respectively.

The model accommodates two container sizes (20′ and 40′). YTs are allowed to haul
two 20′ containers at the same time. In other words, YTs have dual-load capability.
Although the total number of YTs is fixed throughout each simulation run, the number
of active YTs is a fixed multiple of the number of busy berths at all times. Inactive YTs
are only reactivated when a new vessel starts to dock at the terminal. The expected YT
travel time between two locations in the terminal is calculated based on (A) the length of
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the shortest route along terminal roadways that connects the origin and destination and
adheres to traffic rules (e.g., one-way restrictions along the narrow horizontal avenues
between storage blocks), (B) the number of turns involved in the route selected in part
A, and (C) whether the YT is empty or laden. The actual YT travel time between these
locations is computed by adding a noise factor to the expected travel time.

QCs handle one container at a time. Each QC handles containers according to a
sequence with limited flexibility for changing the order in which lifts are performed.
This means that during vessel loading, YTs arriving beneath a QC may not be served
until the YTs assigned to most of the QC’s earlier jobs have already passed the appro-
priate containers to the QC. Thus, a poorly sequenced arrival of YTs beneath a QC
that is loading a vessel can significantly harm GCR as measured by the simulation
model.

As mentioned earlier, the YC control system automatically prevents YC-YC inter-
ference. In particular, YCs are not allowed to be closer than 8 slots = 170 feet apart
at any time (Fig. 3). This YC-YC interference prevention system ensures that perfor-
mance, as measured by the simulation model, deteriorates as additional YCs are added
to a terminal where YCs are already plentiful. The model also assumes that there are
bypass lanes, such as that depicted in Fig. 3, for trucks along the horizontal roadways
between the storage blocks. Bypass lanes allow YTs to reach more than one YC in a
block simultaneously without creating a traffic jam.

The traveling and handling times for all machines (QCs, YTs, YCs) follow proba-
bility distributions that are user-defined. The distributions used in the experiments are
given in Sect. 6. The transfer of individual containers between cranes and trucks is
explicitly modeled. During vessel loading, for example, the event “QC starts handling”
(Table 1) is only triggered if (1) the QC has just finished loading a container and the
next container is on a YT that is waiting beneath the QC or (2) the YT bringing the
next container in the sequence has just arrived beneath the QC. In other words,
the event “QC starts handling” can only be triggered by the events “QC finishes
handling” or “YT finishes journey,” subject to many restrictions.

The model also tracks the groundslots where individual containers are stored when
they are sitting in the storage yard. Containers are assigned storage locations imme-
diately after being placed onto YTs during unloading. Tracking individual groundslots
and storage locations is important for several reasons. First of all, these locations af-
fect the journey times of YTs that are transporting cargo between the yard and quay.
They also affect the times taken by YCs to gantry between jobs. Most importantly,
they affect the performance of YCs that work in close proximity through the 170-foot
(8-slot) separation requirement (Fig. 3). Each container that is stored in the yard is
retrieved from the same location before being loaded onto a vessel. Vessels may not
leave the terminal unless all of their containers have been unloaded and loaded.

The model’s main limitations are as follows. Firstly, only 20′ and 40′ standard
dry containers are considered; 45-foot long, refrigerated, dangerous goods (DG), and
other kinds of containers that make up about 15% of overall cargo volume are ignored.
Secondly, YT congestion on the roads and at handling points is not explicitly mode-
led. This means that, barring a probabilistic miracle, adding more YTs to a scenario
never erodes the observed performance of the system. To the authors’ knowledge, this
shortcoming is found within all other simulation models in the literature.
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The most important limitation is that the model considers a pure transshipment
terminal. That is, all containers enter and leave the terminal by vessel. In 2006, the
world’s busiest container port, Singapore, was primarily a transshipment port, with
roughly 80% of cargo being transferred from one vessel to another. In addition, at least
two other ports in the top 10—Kaohsiung and Dubai—had a significant proportion
(>40%) of transshipment cargo.

The pure transshipment assumption leads to several other assumptions. Firstly, there
is no gate or rail yard, and there are no XTs or trains. Thus, every container sitting
in the yard is destined to be loaded onto a vessel. In other words, the entire storage
yard is an export yard. In practice, containers in an export yard are typically stored
according to a few important categories such as length, height, weight class, loading
vessel, and destination port. Containers having identical status in all five categories
are substitutable for vessel loading purposes. Such containers are considered to be in
the same group and are usually stored according to a homogenous stacking policy.
This policy requires the contents in each stack in the yard to be homogenous; in other
words, all containers in a stack must belong to the same group. Such a policy improves
YC performance because it eliminates the need for YCs to shift containers between
stacks in order to dig out containers at lower levels. Homogenous stacking policies are
commonly adopted in export yards at terminals throughout the world, and we enforce
such a policy in the simulation model. Thus, we also assume that YCs do not shift
containers directly between stacks.

Although it considers a pure transshipment facility, the model captures many
important features of non-transshipment (import/export) terminals. For example, the
vessel-to-vessel transshipment operations considered by the model are very similar to
the export operations at non-transshipment terminals. This is because transshipment
and export cargo both depart by vessel. Thus, the strategies for storing and loading
such cargo are basically the same.

5.4 Vessel schedules and initialization

The terminal operates according to a regular weekly schedule. That is, the terminal sees
one vessel from a particular liner service at more-or-less the same time each week.
The vessels visiting the terminal each week are assumed to be following the same
routes as their respective counterparts from the previous week. Most major container
terminals operate in this manner.

The terminal’s weekly vessel schedule is generated at the beginning of each simu-
lation run. This schedule consists of a home berth assignment and scheduled weekly
arrival time for each liner service. Home berths are assigned so the liner services are
evenly distributed among the berths. After assigning home berths, the model randomly
generates each liner service’s scheduled weekly arrival time, under the constraint that
the vessels visiting each berth should be present during non-overlapping time intervals.

The actual arrival time of a vessel during the course of the simulation may deviate
from the scheduled arrival time. If a vessel’s home berth is available when it arrives,
the vessel immediately begins to dock at its home berth. Otherwise, if another berth is
available, the vessel proceeds to the berth that is closest to its home berth. If no berth
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is available, the vessel drops anchor in the harbor and joins the end of the queue of
vessels that are waiting for a berth.

The container yard is empty at the beginning of each simulation run. During week 1,
vessels bring in containers and the majority of container traffic flows from the quay to
the yard. By the end of week 1, the yard becomes “filled up” and equilibrium between
the quay-to-yard and yard-to-quay flows is established; during weeks 2 and later, these
two flows balance out. Data collection starts at the beginning of week 2.

6 Experiments, results, and discussion

6.1 General setup for experiments

Sections 4 and 5 highlight the need for a dynamic and integrated simulation model
of a container terminal to demonstrate the viability of, and evaluate the performance
of, a proposed algorithm/method/model in a real-time environment. This research has
produced such a simulation model. The simulation model was written and compiled
using the Professional Edition of Microsoft Visual C++ 6.0. Experiments were run
in the Windows XP environment using a 2.0 GHz Pentium 4 desktop computer with
512 MB of RAM.

In all simulation runs, data collection started at the beginning of week 2. The
simulation terminated after 3 weeks worth of vessels were fully processed at the
terminal. This instant may fall within week 4 or later if significant backlogging has
occurred due to a lack of equipment or an inferior YC dispatching system.

The experiments considered two different terminals—a small terminal and a large
terminal—and two different yard fleet size scenarios for each terminal—“less equip-
ment” and “more equipment.” Thus, a total of four different container terminal sce-
narios were considered. Table 3 gives the major specifications of these scenarios. In
each scenario, all vessels are the same size and have equal expected cargo throughput
each week, but the throughput associated with a particular vessel in a given week is
a stochastic quantity. The physical layout of the small terminal is depicted in Fig. 8.
This terminal has 5 yard zones, 4 blocks per zone, 42 slots per block, and 6 rows per
block. The physical layout of the large terminal is depicted in Fig. 9. This terminal
has 10 yard zones, 9 blocks per zone, 42 slots per block, and 6 rows per block. As
Figs. 8 and 9 indicate, YTs may travel in both directions on all vertical lanes and on
the two horizontal lanes at the top and bottom of the terminal, but may only travel in
one direction along the horizontal lanes in the middle of the terminal.

In all experiments, GCR is measured as follows:

GCR = (total number of QC lifts)/(total number of QC hours beside a busy berth).

A busy berth is a berth with a vessel alongside such that at least one QC is transferring
containers between the vessel and the shore. The denominator is directly proportional
to the average vessel turnaround time, so GCR is inversely proportional to the average
vessel turnaround time.
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Fig. 8 Layout of the small container terminal considered in the experiments
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Fig. 9 Layout of the large container terminal considered in the experiments

6.2 Vessel, QC, YT, YC, and container storage settings

The values of the input parameters (except for the real-time algorithm settings) were
chosen based upon information received from a major container terminal operator. In
all experiments, vessels arrive anywhere from 2 h prior to 12 h after their scheduled
arrival times. The time taken by a QC to handle a single container is a triangularly
distributed random variable with parameters (1.0, 1.5, 2.0) min. This distribution has
a mean of 1.5 min, so the long-run technical work rate of each QC, if it is never starved
of YTs, is 40 lifts/h. This means that the maximum possible GCR in any experiment
is 40 lifts/h.
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Table 3 Fully-dynamic container terminal scenarios considered in the experiments

Small terminal Small terminal Large terminal Large terminal
less equipment more equipment less equipment more equipment

Vessel calls per week 10 10 90 90

Expected QC lifts per vessel 3,600 3,600 1,920 1,920

Expected QC lifts per week 36,000 36,000 172,800 172,800

Berths 2 2 9 9

QCs 8 8 36 36

Groundslots in yard 5,040 5,040 22,680 22,680

Yard zones 5 5 10 10

Max. cont. stacking height in Yard 6 6 5 5

Ratio of 20′ to 40′ conts. 2:1 2:1 3:2 3:2

YCs 20 25 90 110

YTs 40 72 180 324

Active YTs per busy berth 20 36 20 36

In all experiments, YTs travel 40 km/h on average when empty and 25 km/h on
average when carrying one or more containers. They spend an average of 10 s making
a turn. Preliminary experiments, many of which are described in Petering (2007),
allowed us to identify one YT dispatching system, out of several alternatives, for use
in this paper. (A comparison of these YT dispatching systems is the subject of a future
study.) This YT dispatching system performed well in a variety of situations. It allows
YTs to carry two 20-foot containers simultaneously only if they have the same pick-up
location (QC or stack in the yard). Whenever a YT becomes free, the system identifies
the “most starved QC” and assigns to the YT the earliest container in that QC’s job
sequence that has not already been assigned to another YT. In other words, the YT
serves the “most idle QC” first. This idea is essentially the same as the “inventory-
based” AGV dispatching approach that was found to be effective in Briskorn et al.
(2006). Two containers are assigned to the YT if the two earliest containers for the
QC are both 20′ long and have the same pick-up location. As mentioned earlier, the
number of active YTs is a fixed multiple of the number of busy berths at all times (see
Table 3). Inactive YTs can only be reactivated when a new vessel starts to dock at the
terminal.

In all experiments, YCs gantry at an average rate of one slot every four seconds. The
time taken by a YC to handle a single container is a triangularly distributed random
variable with parameters (1.2, 2.0, 3.4) min. YCs are not allowed to make inter-zone
cross-gantry moves like that indicated by the arrow to the left of YC 24 in Fig. 2.
They are allowed to move between blocks in the same zone. However, such intra-
zone, inter-block movement is restricted to the extent possible in accordance with the
findings in Petering and Murty (2008). In that study, it is shown that a “restrictive”
YC deployment system, which sets a minimum and maximum number of YCs that
must be present in each block at all times, outperforms a “free” system that does not
include such restrictions.
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Containers are assigned storage locations in real time immediately after being
placed onto YTs during unloading. The experiments described in Petering and Murty
(2007) allowed us to identify one container storage location assignment system, out
of several alternatives, for use in the experiments in this paper. This system performed
well in a variety of situations. Overall, the system tries to disperse both the containers
unloaded by the same vessel and the containers loaded onto the same vessel throughout
the storage yard to make sure that several YCs are supporting each working QC during
vessel unloading and loading. This helps to minimize the QC idle time during both
these operations. The dispersion of containers also helps to equalize the YCs’ work-
loads at all times.

The container storage location assignment system works as follows. Immediately
after a QC finishes placing a container onto a YT, the system scans the entire storage
yard to see if there is a stack in the yard with available capacity that already stores
containers belonging to the same group to which the container belongs. If one or
more such stacks are found, the system assigns the container to one of these stacks.
Otherwise, the system assigns the container to an empty stack in the yard that is in
the block with the lowest combined (1) number of YTs heading to or already waiting
at the block and (2) number of container retrievals that are expected to coincide with
(clash with) the retrieval of the current container if the container were placed in the
block. The overall decision is made by weighting these two measures. Put another
way, the container storage system tries to strike a balance between (1) minimizing the
delay/congestion associated with storing the container in the yard and (2) minimizing
the delay/congestion associated with retrieving the container from the yard when the
time comes to retrieve it.

6.3 YT availability criteria

Besides investigating the performance of different rule-based YC dispatching algo-
rithms, the experiments also evaluate various YT availability criteria within the YC
dispatching system. Overall, four different YT availability criteria are investigated.
These criteria correspond to the four possible combinations for (1) whether or not
YTs with storage jobs that are traveling towards the yard (i.e., TS-YTs, traveling-
storage-YTs) are “available” to be served by the YCs and (2) whether or not YTs with
retrieval jobs that are traveling towards the yard (i.e., TR-YTs, traveling-retrieval-YTs)
are “available” to be served by the YCs. In all cases, YTs that have already arrived in
the yard are always eligible to be served by YCs.

The YT availability criteria are relevant for terminals that have installed sensors
at the blocks. These sensors detect when YTs heading towards the yard have arrived
at their destination blocks. Such information could be used by the YC dispatching
algorithm to narrow down the set of YTs that are eligible to be immediately served by
a YC, which may lead to a higher GCR. For example, it may be more efficient for YCs
to only serve YTs that have already arrived at their yard destinations and to ignore
YTs that are still traveling towards the yard. The default scenario has no sensors at the
blocks; all YTs that are either traveling towards the yard or are already waiting in the
yard are eligible to be served by a YC.
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6.4 Results and discussion

Our experiments considered all possible combinations of the twelve rule-based YC
dispatching algorithms (Table 2), four YT availability criteria (Sect. 6.3), and four
container terminal scenarios (Table 3). Thus, 12 × 4 × 4 = 192 different setups were
investigated.

The overall results are displayed in Table 4. Each number in the table is the average
GCR observed in six probabilistically identical simulation runs, where the data col-
lection period in each run is at least 2 weeks. Thus, the table includes results from
1,152 individual experiments. More than 90,000 and 440,000 QC lifts occur in each
experiment for the small and large terminal scenarios respectively, so Table 4 is based
upon more than 576 ∗ 90, 000 + 576 ∗ 440, 000 = 305 million QC lifts worth of
simulated activity. No deadlocks or errors occurred during any of the experiments.
The CPU runtime for every individual experiment at the small (large) terminal was
less than 2 (22) min. The four highest GCR values for each container terminal scenario
are highlighted in bold.

The final row of Table 4 shows the average GCR for the different YT availability
criteria at each of the four container terminal scenarios. For each terminal scenario, the
two highest GCR averages are highlighted in bold. These averages strongly indicate
that the YTs with ‘R’ jobs that are traveling towards the yard (the TR-YTs) should
be considered “available” by the YC dispatching system. Indeed, for each terminal
scenario, the GCR observed for any instance when the TR-YTs are available is at least
1.1 lifts/h greater than the GCR for any instance when these YTs are not available.
On the other hand, the results regarding the availability status of the TS-YTs are
inconclusive. In other words, it does not seem to matter whether or not the YTs with
‘S’ jobs that are traveling towards the yard are considered “available” by the YC
dispatching system. These results are intuitively plausible. Indeed, since the container
transfer between YC and YT for ‘R’ jobs occurs at the end of the YC’s handling of
the container (which lasts 2.2 min on average), it is crucial for the YCs to get an early
start retrieving containers; otherwise the lower bound for the average waiting time in
the yard for YTs with ‘R’ jobs is 2.2 min. On the other hand, the container transfer
between YC and YT for ‘S’ jobs occurs at the beginning of the YC’s handling of the
container, so the lower bound for the waiting time in the yard for YTs with ‘S’ jobs is
still zero even if the YCs are not aware they are approaching.

The final column of Table 4 displays the average GCR for each rule-based YC
dispatching algorithm. The average combines all four terminal scenarios and the
instances in which the TR-YTs are available; the other half of the instances, in which
the TR-YTs are not available, are removed from consideration due to their inferior
GCR. The highest two such averages are highlighted in bold. Note in this final co-
lumn that the algorithms that prioritize the retrieval of containers from the stacks are
outperforming the algorithms that use the opposite priority or that do not differen-
tiate between ‘R’ and ‘S’ jobs. In fact, this trend is visible without exception in each
container terminal scenario for the experiments in which the TR-YTs are considered
to be available. Indeed, in all four scenarios, algorithm 2 performs the best among
algorithms 1, 2, and 3; algorithm 5 performs the best among algorithms 4, 5, and 6;
and algorithm 8 performs the best among algorithms 7, 8, and 9.
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Overall, the best performing algorithms are 5 and 10; algorithm 5 is the best in three
of the four terminal scenarios, and algorithm 10 is the best at the small terminal with
more equipment. The GCR differences between algorithms 5 and 10 are statistically
significant at the 40% confidence level for the small terminal with less equipment
and at the 99% confidence level for the other three terminal scenarios. Both of these
algorithms give priority to the retrieval of containers from the stacks. Algorithm 5
is probably the best overall, whereas algorithm 10 is the most consistent performer,
being the only algorithm that is among the best two algorithms in all four terminal
scenarios. Note that both algorithms 5 and 10 rely on priority rules that are so simple
that they can easily be understood by YC operators. Thus, even at terminals where
there is no computerized information system, managers can still boost GCR simply by
telling their YC operators which priority rules are the best. On another note, it is not
surprising to see that algorithm 11 performs the worst in every terminal scenario. In
particular, this algorithm performs between 11 and 16% worse than the best algorithm
in each scenario. Overall, these results show for the first time that tens of thousands
of real-time YC dispatching decisions have a major impact on the overall, long-run
productivity of a container terminal.

Tables 5, 6, 7 and 8 give a more detailed account of the experiments in which
the TR-YTs are considered to be available. Each row in these tables corresponds to
two GCR values in Table 4 and is obtained by averaging the results from the twelve
experiments for which the TR-YTs are available. (Six of these experiments consider
the TS-YTs to be available; six consider the TS-YTs as unavailable.) Twenty different
performance measures are displayed in these tables. These include the GCR, berth-
on-arrival rate, average YC productivity, average YT productivity, and several other
performance indicators. A key to these measures is provided beneath Table 5. The two
highest GCR values in each table are highlighted in bold.

In Tables 5, 6, 7 and 8, note that YT productivity is highly correlated with GCR; YC
productivity, on the other hand is somewhat less correlated with GCR. Also, note that
the numbers in the “QC waitL” column are much larger than those in the “QC waitU”
column. This indicates that most QC delays occur during loading, not unloading. This
is not surprising given the fact that YTs bringing containers to the quay during loading
are typically not substitutable, whereas YTs bringing their empty trailers to the quay
during unloading are substitutable. The above phenomena, which have been observed
by container terminal personnel known to the authors, help to validate the simulation
model. The fact that most QC delays occur during loading helps to explain the success
of those algorithms—particularly algorithms 5 and 10—that prioritize the retrieval
of containers from the yard. Such algorithms are effective because they prioritize the
loading operations that give rise to the lion’s share of QC delays.

The “Berth Occ” and “%area” columns reveal relatively busy conditions in all four
container terminal scenarios. Indeed, the average berth occupancy ranges from 74 to
100% depending on the terminal scenario and the YC dispatching algorithm that is
used. In addition, roughly 85% of the storage area in the yard is occupied at any given
instant in each scenario. The “Gant” column shows that the amount of YC gantrying
done when algorithms 4–6 are used is less than the amount of YC gantrying done when
any of the algorithms 1–3 or 7–9 are used for all terminal scenarios. This is expected,
because algorithms 4–6 by definition are sending the YCs to the nearest jobs. Also,
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note that relatively little gantrying is done for algorithms 10 and 12, which also have
a distance component to their logic.

The last five columns of Tables 5, 6, 7 and 8 offer a partial explanation for why
certain YC dispatching algorithms are performing better than others. The first four
such columns show the fraction of time that an average YT spends (1) waiting to
receive unloaded containers from QCs, (2) waiting for YCs to store containers it has
brought to the yard, (3) waiting for YCs to retrieve containers, and (4) waiting to
give containers to QCs during loading, averaged over the entire simulation run. The
sum of these four values is displayed in the final column. Several trends are visible
in these columns. For example, as expected, “YT waitR” (“YT waitS”) is smaller for
algorithms 2, 5, and 8 (3, 6, and 9), which prioritize the retrieval (storage) of containers
from (into) the stacks, than for the other algorithms in their respective peer groups
(1–3, 4–6, 7–9). As mentioned earlier, the algorithms that prioritize the retrieval of
containers (2, 5, and 8) outperform the other algorithms in their peer groups (1–3,
4–6, and 7–9). Note that, with few exceptions, algorithms 2, 5, and 8 are also yielding
lower values than their peers in the “YT waitU” and “YT waitL” columns. This helps
to explain their relative success.

Note that, in all terminal scenarios, YTs are spending roughly 60% of their time
waiting. They spend the other 40% of the time traveling. Also, note in the more
equipment scenarios that the sum of the “YT waitU” and “YT waitL” terms is greater
than the sum of the “YT waitS” and “YT waitR” terms. This indicates that the YCs
are turning around the YTs more quickly when there is more yard equipment, causing
the YTs to wait more at the quay than in the yard. The opposite is true for the less
equipment scenarios. Also, note that “YT waitR” is larger than “YT waitS” for all cases.
The difference between the former and latter would be even greater if the results from
the experiments in which the TR-YTs are unavailable were included. This indicates
that yard operations, not the YT substitutability issues mentioned above, are primarily
responsible for the extra delay associated with QC loading versus unloading. Indeed,
the extra delay associated with yard retrievals translates almost directly into the extra
delay experienced by QCs during vessel loading.

Most importantly, note in the final column of Tables 5, 6, 7 and 8 that GCR has a very
strong negative correlation with the total amount of waiting done by an average YT.
For example, the two lists formed by ordering the YC dispatching algorithms in Table 5
according to decreasing GCR and increasing total YT waiting time are identical. The
respective lists for the other terminal scenarios also bear a striking resemblance. The
strong negative correlation between GCR and total YT waiting time allow us to define
the goals of the YC dispatching system in terms of YTs. In particular, the main goal of
the YC dispatching system is to serve YTs in a manner which minimizes their waiting
times both in the yard and at the quay.

Insights regarding the distribution of YT waiting time, however, seem less
forthcoming. In particular, the exact distribution of YT waiting time among the four
different categories appears to be very sensitive not only to the YC dispatching algo-
rithm but also to the terminal scenario. Indeed, the relative magnitudes of these four
waiting times would have been extremely hard to predict in the absence of a simulation
model. Our attempts to derive an analytical expression that approximates these four
waiting times have met with little success. Interested readers are invited to make their
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own speculations about the origins of these values and to formulate their own analyti-
cal expressions that relate the terminal specifications and YC dispatching algorithms
to these waiting times. But they should be forewarned that the complex, integrated na-
ture of container terminal operations may make such analytical expressions very hard
to come by. Overall, it appears that more studies—based on simulation, stochastic,
and/or deterministic modeling methodologies—are needed before we can formulate
general analytical expressions that directly connect container terminal specifications
and YC dispatching algorithms to the different kinds of waiting time experienced by
YTs at a container terminal.

7 Conclusion

This paper has investigated how a container terminal’s long-run average quay crane
rate (GCR) depends on the system that is used for automatically dispatching yard
cranes (YCs) to container handling tasks in the yard in real time. Toward this end, the
authors constructed an integrated, discrete event simulation model of a pure transship-
ment terminal that is designed to reproduce the multi-objective, stochastic, real-time
environment at a multiple-berth facility. The experiments considered 4 fully-dynamic
container terminal scenarios and all combinations of 12 real-time YC dispatching
algorithms and 4 yard truck (YT) availability criteria for each of these scenarios. Six
probabilistically identical experiments were performed for each of the above setups,
yielding 1152 experiments in all. The real-time YC dispatching systems are compre-
hensive systems that track the real-time status of all YCs at all times; determine the
exact routing of every YC at all times; guarantee that YCs remain separated by a
minimum distance at all times; and guarantee that real-time operational deadlocks are
avoided on 100% of occasions.

Results are both quantitative and qualitative. Quantitatively, the experiments
strongly indicate that YC dispatching systems which prioritize the retrieval of contai-
ners from the stacks are superior to systems that do not use such a priority. The for-
mer systems are effective because they serve the vessel loading operation that causes
most of the quay crane delays. Moreover, the YC dispatching system should not only
consider the trucks already waiting for service in the yard, but also the trucks that
are heading towards the yard. On another front, the numerical results show a strong
negative correlation between GCR and total YT waiting time. Thus, the main goal of
a YC dispatching system should be to serve YTs in a manner which minimizes their
waiting times both in the yard and at the quay. Finally, the simulation model’s short
runtime means that the proposed real-time YC dispatching systems can be integrated
into the operating system at an actual facility. While the experiments are not exhaustive
enough to cover all situations, they nevertheless do provide the first direct connection
in the literature between real-time YC dispatching systems and long-run performance
at a seaport container terminal.

Qualitatively, this research indicates that rule-based YC dispatching algorithms,
which avoid deadlocks on 100% of occasions in a very transparent way, may be
preferable to look-ahead YC dispatching systems. The research has also highlighted
the need for integrated simulation models of container terminals that can test the

123



834 M. E. H. Petering et al.

viability of proposed algorithms and/or models within a real-time environment and
evaluate performance in terms of a global indicator such as GCR. Such models are
hard to come by in academia, probably because they (1) are hard to debug, (2) are
highly susceptible to deadlocking, and (3) must be developed from scratch using a
low-level language such as C++ so that the runtime is fast enough to permit adequate
experimentation. However, since real-time capability is the essence of operational
control, we believe that integrated simulation models are vital to container terminal
operations research.
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