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Abstract In this paper, a new model formulation for the dynamic multi-level
capacitated lotsizing problem with linked lotsizes is introduced. Linked lotsizes means
that the model formulation correctly accounts for setup carryovers between adjacent
periods if production of a product is continued in the next period. This model formula-
tion is a good compromise between the big-bucket and small-bucket model formulation
in that it inherits the stability of a big-bucket model and at least partially includes the
precise description of setup operations provided by a small-bucket model. A Lagran-
gean heuristic is developed and tested in a numerical experiment with a set of invented
data and a data set taken from industry. The solutions found show a good quality.

Keywords Lotsizing - Multi-level - Setup carry-over

1 Introduction

Many real-life production processes can only start after a setup of the resources with
associated setup time and/or setup costs has been completed. Depending on the layout
type of the production system (job shop, flow line, flexible manufacturing system,
etc.) a variety of different lotsizing problems may occur. Although in the standard
MRP approach which is the basis for most software systems lotsizing is only treated
in its simplest form, i.e. isolated for each item and without consideration of capac-
ity constraints, in the literature a large number of model variations and solution ap-
proaches have been proposed. The dynamic capacitated lotsizing models available
differ mainly in the extent to which lotsizing and sequencing decisions are considered
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simultaneously. Big-bucket model formulations such as the (single-level) capacitated
lotsizing problem (CLSP) and its multi-level extension, the multi-level capacitated lot-
sizing problem (MLCLSP), determine production quantities and periods only, without
consideration of the actual production sequence of the orders within a time period.
This type of modelling has the virtue that it allows a flexible re-sequencing of orders
within a period, at the cost, however, that a detailed production plan must be gen-
erated in a sequent planning step. On the other hand, a number of model variations
completely integrate lotsizing and sequencing decisions. These small-bucket models
are known as the discrete lotsizing and scheduling problem (DLSP), the continuous
setup lotsizing problem (CSLP) and the proportional lotsizing and scheduling prob-
lem (PLSP), among others. For recent detailed reviews on these models see e.g. Meyr
(1999), Staggemeier and Clark (2001) and Siirie (2005).

In order to ensure that an MLCLSP solution can be transformed into a feasible
production schedule, a minimum planned lead time of one period must be introduced
for each component product. In a multi-level bill-of-material (BOM) structure the
cumulated flow time from the beginning of the processing of the raw material to the
completion of the finished product is then equal to the number of levels in the BOM
structure. As for a period length of 1 week with a ten-level BOM structure this would
result in a minimum flow time of at least ten weeks, the cumulated flow time can only
be shortened by a reduction of the period length to, say, one day. However, if the time
buckets are too small, then only a small number of products will be produced within a
single period and in this case it will often happen that production in period ¢ is contin-
ued in period # 4 1 (and possibly periods ¢ + 2, .. .) without an additional setup. The
standard big-bucket MLCLSP formulation counts this as a second setup, and therefore
with short period lengths provides only a rough estimate of the real number of setups.

In order to avoid this problem, one could apply a simultaneous lotsizing and
sequencing model. The main difference of such a small-bucket model compared to
big-bucket lotsizing models is that it correctly counts the number of setups. However,
this modelling advantage is achieved at the cost of a significant increase of complexity
and a high sensitivity to the change of the planning data which introduces nervousness
into the planning process. Setups are reduced, because the setup state can be preserved
across periods, whenever the same item is produced at the end of one period and at the
beginning of the next. This reduces setup costs as well as setup time and sometimes
is the only way to find a feasible solution.

From the perspective of a practical application, a good compromise between plan-
ning stability and precision of setup modelling is the capacitated lotsizing problem
with linked lot sizes (CLSP-L) (see Haase 1994, 1998). This is a big-bucket model
and therefore allows the production of any number of products within a period, but
it incorporates partial sequencing of the production orders in the sense that the first
and the last product produced in a period are part of a feasible solution of the model,
thereby preserving the setup state across periods. Besides being less complex than
a small-bucket model formulation, the CLSP-L has the virtue that it provides sig-
nificant planning flexibility to the planner, who as a reaction of unforeseen events
can change the sequence of those products which are not produced across the period
borders.
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Parallel to the numerous different modelling approaches a great variety of solution
procedures for lotsizing problems have been developed. However, despite the large
progress that has been achieved, at present exact solution methods are successful for
relatively small problems only. Thus, from a practical point of view, when hundreds
of products and dozens of periods are to be considered, heuristic solution methods are
required. Recent reviews of available modelling and solution approaches are provided
by Drexl and Kimms (1997), Salomon (1991), Staggemeier and Clark (2001), Karimi
et al. (2003) and Jans and Degraeve (2004).

In this paper, a new model formulation of the multi-level capacitated lotsizing prob-
lem with linked lotsizes (MLCLSP-L) is presented, which is the multi-level extension
of the CLSP-L. We propose a Lagrangean heuristic to solve this problem. The pro-
cedure is closely related to the heuristic of Tempelmeier and Derstroff (1996) (T&D)
which was designed for the MLCLSP. We now explicitly handle setup carryovers and
we consider a deterministic planned lead time of exactly one period. In capacitated
dynamic lotsizing models, lead times greater than one period (to account for congestion
at the resources, as applied in the MRP approach) do not make sense, as any feasible
solution guarantees that no congestion-related waiting times may occur. Additional
time such as transportation time can be accounted for by including the transportation
operation into the multi-level lotsizing model. We test the heuristic with respect to
data set B of Tempelmeier and Derstroff (1996), to a new data set of 1920 problem
instances and to a data set taken from industry with two production stages and a total
of 77 end items, 20 components and 70 periods.

In the remainder, we first present a model formulation of the MLCLSP-L. Thereby
we focus on the situation with a single setup carryover. Next, we describe a solution
procedure. Finally, the results of a computational test are presented.

2 Model formulation

We consider a generally structured multi-level BOM structure with several end prod-
ucts, each with dynamic external period demands over a finite planning horizon. Each
item is produced on a single resource with finite period capacity. A setup may cause
setup costs as well as setup time. If the production of the last item produced at the end
of period ¢ is continued at the beginning of the next period ¢ + 1, no additional setup
is required. The problem is to find the cost-minimal production plan.

In particular, the following assumptions are in effect:

— The planning horizon is divided into 7" periods (usually shifts or days).

— There are M resources with period-specific capacities.

— K items with dynamic external period demands are arranged in a general prod-
uct/process structure with a unique assignment of each item to a single resource.
The production of a product requires variable production time and fixed setup time.

— Setups are assumed to be sequence-independent.

— A setup is carried over from one period to the next at most once.

— Holding costs per unit and period are applied to the inventory at the end of a period.

— Backorders are not allowed.

— The planned lead time for each product is one period.
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— The objective is to minimize the sum of holding costs, setup costs, and variable
production costs.

We use the following notation.
Indices and sets:

k index of items, k =1,2,..., K

K set of items k that are produced on resource m

m resource index, m = 1,2,..., M

Pr set of predecessors of item k

Sk set of immediate successors of item k

t period index, r = 1,2,...T.

Data:

agj Gozinto factor (quantity of item k which is
directly required to produce one unit of item j)

b} capacity of resource m in period ¢ (in time units)

dys external demand of item k in period ¢

Dy total demand of item k in period ¢;
D =di + 2 jes, akj - Djis Di,14+1=0

ex echelon holding cost for item k&

hy full holding cost for item k

Q a very large number

Pkt variable production cost for item k in period ¢

Sk setup cost for item k

tby variable production time per unit of item k

try setup time for item k (on its associated resource)

Vi initial inventory of item k at the beginning of the planning horizon.
Decision variables:

Vit binary setup (action) variable for item k in period ¢

Wkt binary setup state variable for item k in the beginning of period ¢
Gkt production quantity of item k in period ¢; gx 741 = 0;

note that a production lot may be composed of the
production quantities of two consecutive periods (i.e. gkr + Gk.1+1)-

The model formulation is in the line of the MLCLSP formulation of Billington et al.
(1986) and Tempelmeier and Derstroff (1996) and reads as follows:

Model MLCLSP-L

K T

7 = Z [Z Sk * Ve +pre+ex - (T —t+ 1] - 6]kt)+(hk—€k) . ku] —-C (1
k=1 Ur=1

subject to

t

t
Z(‘]kr_dkr)+5’k2 Z Zakj'qj,f+1 k=112""7K; t:0’11""T
=1 jeSk T=0

@)
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Z (tbk'th‘i‘trk')’kt)Sb;n m=12... . M; t=12,...,T (3)
kel
thf(ykt+wkt)'9 k=1’27"'aK; t=1527"‘7T (4)
Z C()k[fl m:l,z,...,M; t:l,z,...,T (5)
kel
Okt < Vk,i—1 k=1,2,...,.K; t=2,3,....T (6)
>0 k=12 K t=12....T )
o €{0,1)  k=1,2,.. K: t=1,2,...,T 8)
with

K T

K T
C=> > - ((T—t+ D) diy =5+ D (hx—e) -Di (9

k=1 t=1 k=1 t=1

The objective function (1) minimizes the sum of setup costs, variable production
costs and inventory holding costs. Constraints (2) are the inventory balance constraints,
which state that for each time interval [1, #] the cumulated production quantity that is
left over after subtraction of the external demand (left-hand side) must be sufficient to
cover the cumulated derived demands in the interval [1, # + 1] (right-hand side). Note
that the planned lead time for derived demands is one period. Constraints (3) are the
capacity constraints requesting that for each resource type m and period ¢ the sum of
setup and production time for all products produced on that resource must not exceed
the available capacity. Constraints (4) ensure that production of item k takes place in
period ¢ only if the resource is setup for this item by a setup operation during that
period (yx; = 1) or if the resource is already in the correct setup state at the beginning
of that period (wy; = 1). Each resource can be only in one setup state at the beginning
of each period. This is requested by constraints (5). For a setup state to be carried over
to period ¢, there must have been a corresponding setup operation in period ¢ — 1,
according to constraints (6). Finally, gx; must be non-negative and yj; and wy; are
defined as binary variables. The derivation of the constant C is given in the Appendix.

Model MLCLSP-L reduces to the standard MLCLSP (with no setup carryovers),
ifor, =0Gk=1,2,...,K,t =1,2,...,T). See also Tempelmeier and Derstroff
(1996).

3 Solution method

As model MLCLSP-L can be solved with standard mixed-integer programming soft-
ware only for very small problem sizes with no practical relevance, we propose a
heuristic solution approach based on Lagrangean relaxation.

The heuristic is composed of the following steps. First, through the Lagrangean
relaxation of the inventory balance constraints (2), the capacity constraints (3) and the
setup carryover constraints (5), the multilevel multi-item capacitated dynamic lotsizing
problem with setup carryovers is decomposed into multiple single-item uncapacitated
dynamic lotsizing problems with setup carryovers. These are solved with a dynamic
programming algorithm. The optimal solutions are then used to compute an actual
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lower bound. Next, the violations of the relaxed constraints by the current solution are
computed and used to adjust the Lagrangean multipliers applied in the next iteration.
Finally, a feasible solution to problem MLCLSP-L is constructed which provides an
upper bound to the optimal objective value. These steps are performed iteratively and

will be detailed in the sequel.

3.1 Computation of the lower bound

Introducing Lagrangean multipliers u (for the inventory balance constraints), v (for
the capacity constraints) and w (for the setup carryover constraints), we obtain the

relaxed model MLCLSP-L-LR.

Model MLCLSP-L-LR

M T
MinimizeL(u, v, W) = Z z Z P e - (T —t+1)

m=1kek,, 1=1
T T
DD apuje— D wkr [+ the | g
JjeVy t=t—1 =t
>0
M T
F 0D D (kv 1) - i+ W ok
m=1kelC,, t=1
M

+> (hk — ex) - qr1

m=1kelC,,

K T
=D D (ke —ur) - (T — £+ 1) - die — 5i)

k=1 t=1

K T M T
=D D =) D — DD b+ w)

k=1 t=1 m=1t=1

subject to

t
Z(qk,—Dk,—i-j)k)zO k=1,2,....,K; t=1,2,...,T

gt < W +op) - k=1,2,...,K; t=1,2,...,T
Okt < Vki—1 k=1,2,...,K; t=2,3,...,T

g >0 k=1,2,...,K; t=1,2,...,T

Vi, €{0,1Y k=1,2,...,K; t=1,2,...,T.

@ Springer

(10)

(1)

12)
13)
(14)
15)



Multi-level capacitated lotsizing problem with linked lotsizes 391

Equations (11) ensure that for each item k the cumulated production until any period
t is large enough to fill the cumulated total demand up to that period. Constraints (12)
to (15) are identical to constraints (4) and (6) to (8) which have been repeated here for
better readability.

Problem MLCLSP-L-LR decomposes into K single-item uncapacitated dynamic
lotsizing problems with setup carryovers. As the constant part in the objective function,

(he —uge) - (T =t + 1) - dir — Vi)

Il
M =
M~

~
Il
<N
-
I

1
M T

T
D (hi—e) D+ D D @b 4w, (16)

t=1 m=1t=1

M=

+
k

—

does not influence the optimal lotsizing decision, it can be dropped. Thus, for product
k € KC;, that is processed by resource m we obtain model SLULSP-Lg (u, v, w).

Model SLULSP-L; (u, v, w)

T
Minimize Zx = D (ks - Vi + Ok - qrs + W) - 0x1) (17)
=1
subject to
t
D@D+ =0 t=1,...,T (18)
=1
Gkt < Ve + o) -2 1 =1,....T (19)
Wkt SVk,t—l l:21"'7T (20)
g >0 t=1,...,T (21)
Vi, o €{0,1) 1 =1,....T (22)
with
ke =+t -tre t=1,2,...,T (23)
T T
Okt = pr1 +ex - T + Zzajk'ujr_zukr (24)
jeVkT=1 =1

—|—Ui”-tbk+hk—ek t=1,2,...,T

T T
O =pute T—t+D+ D D aj-ujr—> ukr 25)
jeVkT=t—1 T=t

+uttby t=2,3,...,T
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Fig. 1 Different options to cover the demand of period ¢

As has been pointed out by Sox and Gao (1999), there exists an optimal solution
of problem SLULSP-Ly (u, v, w) such that each production lot consists of an integer
number of period demands. This means that in each period ¢ it is either optimal to
cover the complete period demand by the preceding lot or to start a new lot in period ¢.

The difference between problem SLULSP-L (u, v, w) and the standard Wagner-
Whitin problem is that the setup state may be preserved across two adjacent periods.
Thus four alternative options to cover the demand in period ¢ are available:

(1) Add the demand in period ¢ to an existing production lot in a previous period
T < t which has been installed with a new setup in period 7.

(2) Add the demand in period ¢ to an existing production lot in a previous period
T < t which has been installed based on a setup carryover from period 7 — 1 to
period 7.

(3) Perform a setup in period ¢ and produce the demand of period 7.

(4) Perform a setup in the preceding period ¢ — 1, carry over the setup state and
produce the demand of period ¢.

These alternatives are illustrated in Fig. 1, where the circles denote the period
demands, the black rectangles are setups and the white rectangles denote a production
lot without a setup.

Problem SLULSP-L; (u, v, w) can be solved with a dynamic programming algo-
rithm similar to the Wagner—Whitin algorithm (Wagner and Whitin 1958; Sox and
Gao 1999; Briskorn 2006), whereby the demands of the first periods are adjusted by
the initial inventory. Let fi; be the optimal value for the ¢-period problem of item k.
Then the dynamic programming recursion reads as follows:

t
Jie = minI min [nkr + Ok - ZDks + fk,‘[l] ,

T<t A wkr=0
= kT s=1

t
min Mkt—1 + Okr—1 - Die—1 + Ok - ZDks +wl + frr2
T<t Awir=1 —

(26)

with fi 1 = fio =0.
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With the solution of the single-item problems, the value of the lower bound is given
by Eq. (27).

M
LB=Y > Z-F Q27)

m=1kelC,,

3.2 Updating the Lagrangean multipliers

The Lagrangean multipliers are updated similar to Sox and Gao (1999). In any iteration
£, the subgradients for u, v and w are exponentially smoothed as follows:

t

t
=t (X (e —ale) + 2 Dy s~ |+ (1 —at) gl

=1 JjeSK T=0
k=1,2,...,K; t=1,2,...,T; £=1,2,... ™ (28)

R DM SRR S A L R B

kelCp,
m=1,2.. M, t=1,2....T: €=12,.. . (" (29)
cmt = ot wf, =1+ —at. gt

kel
m=12...,M; t=1,2,....,T; £=1,2,...,I™ (30)

. . . . -1
The exponential smoothing parameter is updated with o' = m, where ! =1

and o™ = 0.25. Starting at 0, the multipliers uz;, v/ and w}" are updated at each
iteration using the respective subgradient and the current stepsize A‘:
uf=max f0.uf 420} k=12 K =12, 31)
ot =max [0, o Tl g m=12 M =12, T ()
wpt = max {0, w4 2L gt m=12 M =12 T (33
As aresult of initial computational tests we use the same stepsize Aﬁ for the capacity

and inventory balance constraints but a different stepsize va for the setup carryover
constraints. Thus

UB ! — LB
PINED IR (T A LED SN SR (S L

L £ )2
Ab=2f=s

(34)
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and
UB“ ! — LB*!

JIM ST ey

with 89 = 2 and 8¢ = #, when the value of the lower bound has not been improved
for the last four iterations. The symbols ¢z, é["e and §,’"€ denote the amounts of vio-
lations of the relaxed constraints which are equivalent to the big round brackets in
Eqgs. (28), (29) and (30).

The upper bound of the previous iteration, U B*~!, is used as an estimate for the
unknown optimal value Z*, while L B*~! is the current lower bound computed with
the Lagrangean multipliers of the previous iteration. The procedure is terminated after
50 iterations, or alternatively, when the Lagrangean multipliers are sufficiently small.

Al = st

w =

(35)

3.3 Computation of the upper bound

In each iteration a feasible solution is generated based on the current solution of the
relaxed problem. Feasibility is established by considering the relaxed constraints one
by one.

Inventory balance constraints Compliance with the inventory balance constraints
can be ensured by processing the items according to their low level code, first comput-
ing the period-specific net demand and then solving the corresponding K problems of
the type SLULSP-L.

Setup carryover constraints  The next step to reach a feasible solution to the original
problem is to ensure that there is not more than one setup carryover per resource and
period, i.e. that constraints (5) are met. For each resource m and in each period ¢,
depending on the sum >, . K,, @kt wWe proceed as follows.

If Zkelcm wk; < 1, no setup carryover has been installed in 7. Thus, if an item
k is produced both in period + — 1 and in period 7 and a setup is performed in both
periods, then the second setup is replaced by a setup carryover. This saves both setup
time and costs. Let £, = {k : k € Ky A yir—1 + v = 2}. If K, # @, then find
k* = argmax; K, {sk}. Set gy = 1 and y+; = 0, in order to maximize the setup cost
reduction.

If Z.ke K, @kt = 1, then exactly one setup carryover has been installed, because
g, 18 binary.

If> e K,, @kt > 1, more than one setup carryover has been installed on resource m.
In this case all but one setup carryover must be removed. This is done as follows. Let
Ko = {k : k € Ky A wp, = 1}, then find k* = argmax, ., {sk}. For all k € I, \k*
let wg; = 0 and yy, = 1.

Capacity constraints From the current solution, it remains to remove the capacity
violations. To this end we interpret actual excess capacity demands of the lower bound
schedule as overtime. Further, we apply a smoothing procedure, which eliminates
overtime by iteratively shifting production across periods. Throughout this shifting
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procedure any violation of the setup carryover constraints and the inventory balance
constraints is avoided. The procedure terminates with the first feasible schedule or
when a maximum number of iterations has been reached.

The procedure works period by period, i.e. in each period all resources are considered
before moving on to the next period. Forward passes starting in period 1 and shift-
ing production quantities into future periods and backward passes starting in period
T shifting production into the past are applied alternately. During the first (forward)
pass, only cumulative overtime is eliminated. Like Tempelmeier and Derstroff (1996),
we found that the additional flexibility for the subsequent backward pass is beneficial.
At each move, the currently most beneficial item is selected. Single-item shifting is
applied first for all items. However, if this fails to eliminate all overtime, multi-item
shifts are applied. This results in four types of shifts: single-item forward, multi-item
forward, single-item backward and multi-item backward.

The single-item forward pass seeks to shift production quantities incurring over-
time in the current period into the future. The shiftable quantity is limited by the
respective lotsize, the available capacity in the target period and the restriction, that
no backorders may occur in any period. Note that more than the quantity needed to
eliminate overtime in the current period is shifted into the future, if possible, in order
to reduce holding costs and again to provide additional flexibility for the subsequent
backward pass. Capacity in the target period can be exceeded, if this leads to the
complete elimination of overtime in the current period. The single-item forward pass
ends when either all overtime has been eliminated or there are no shiftable production
quantities left.

The multi-item forward pass considers (complete) linear subsets of the corre-
sponding item’s successors. The maximum shiftable quantity is determined analo-
gously to the single-item shifts for the item furthest away in the bill of material and
then exploded to the item in the current period.

The single-item backward pass differs from the corresponding forward pass in sev-
eral aspects. First, backlogging does not have to be avoided for the item considered,
but instead for the predecessors, for which derived demand depends on the produc-
tion period of the selected item. Second, additional overtime in the target period is
accepted, if this leads to the elimination of a complete lot and hence to the reduction
of setup time and costs. Third, additional cumulated overtime can be incurred.

The multi-item backward pass shifts backwards the production quantities of all
predecessors along with the selected item, but only into the respectively previous
period. This is done by first computing the quantity of the selected item which has to
be shifted to eliminate overtime on the corresponding resource in the corresponding
period. Then the quantities that have to be shifted to avoid backorders are computed
along the bill of material structure.

In the MLCLSP without setup carryovers, there are only two possibilities with
respect to the setup state in the target period. Either a setup already exists or it has to
be installed, hence incurring setup costs. By contrast, with setup carryovers, four dif-
ferent cases must be considered when shifting production into period ¢. First, if there
is no setup, neither in the current nor in the preceding period (yx;—1 = v = 0), a
new setup is installed in period ¢. Second, if there is a setup in ¢ (y4; = 1), then nothing
is changed. Third, if there is a setup for item k in the preceding period (k-1 = 1)
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and there is no setup carryover to period ¢ for a different item i # k, either there is
a setup carryover for item k to ¢ or it can be installed. Finally, if a setup carryover
could be installed (yx;—1 = 1) but there exists one for a different item i (w;; = 1),
the carryover of i is replaced, if sy > s; or else a new setup is installed for item k in
period 7.

In the origin period, a setup can be eliminated in the MLCLSP, if the complete lot is
shifted, hence reducing setup costs. Again, there are more options in the MLCLSP-L.
First, if there is a setup in ¢ and no carryover to ¢ + 1, the setup can be eliminated. Sec-
ond, if there is a setup in ¢ and a setup carryover to period t + 1 (yx; = 1, w141 = 1),
then the setup cannot be eliminated, but only shifted to the next period # + 1, if the
remaining capacity in ¢ 4 1 suffices. We also search for an alternative setup carryover
for a different item ¢ with (yi; = w; ;+1 = 1 and w; ;42 = 0). Then the corresponding
setup costs are avoided. Again, this can only be done, if the remaining capacity in ¢ + 1
after removing the setup for i suffices to cover the setup time of k. Third, if there is no
setup in ¢, but a setup in # — 1 and a carryover to ¢, the carryover to ¢ is eliminated. The
setup in # — 1 can be eliminated, if gx ;—; = 0 and an alternative carryover is installed
as explained above, if possible.

The resources are considered according to the production stage of the correspond-
ing items, such that multi-item shifts are favored. Hence, during forward passes first
machines producing items with many successors are selected while during backward
passes those producing items with few successors are prioritized. We also tested work-
ing resource by resource and in opposite ordering in all possible combinations. How-
ever, all of these combinations proved inferior. This corresponds to Tempelmeier and
Derstroff (1996) findings for the MLCLSP.

At each move, items are selected according to the corresponding incremental costs,
i.e. with the highest cost reduction or the lowest cost increase. The relevant costs are
those modified by the Lagrangean multipliers. The aim is to find a feasible solution
close to the solution of the relaxed problem. Additionally, cost savings are divided by
the total amount of overtime that is eliminated and cost increases multiplied likewise.

3.4 Postoptimization

Following Tempelmeier and Derstroff (1996), we apply several procedures for postop-
timization. First, partial or entire lots are shifted into a future period ¢ in order to avoid
holding costs and possible setup costs. This is possible, if in period ¢ a production is
scheduled (gx; > 0) and there is inventory at the end of period t — 1 (yx -1 > 0) and
there is unused capacity available in period ¢ (b}* — > . i, ATk * Yier + tbic - qie) > 0).

Second, complete lots are shifted to prior periods as to avoid setup costs, if this
is possible and beneficial. Both procedures are applied alternately until no further
improvement is achieved.

An additional postoptimization procedure seeks to improve setup decisions. Each
resource is considered in a period-by-period approach, starting with period 1. If no
setup carryover is installed, we search for a possible setup carryover in the same man-
ner as above. If yx ;-1 = yx; = 1 and wy ;+1 = 0, a setup carryover can be installed
for k in ¢, hence eliminating the corresponding setup. Out of the possible candidates,

@ Springer



Multi-level capacitated lotsizing problem with linked lotsizes 397

item k is selected, which incurs the maximum setup costs (again with respect to the
modified costs of the Lagrangean relaxation).

4 Computational study

In order to test the quality of the proposed heuristic, we performed a computational
study using a large number of invented problem instances and one data set taken from
industrial practice.

Invented data. We first consider a subset of the test instances introduced by Temp-
elmeier and Derstroff (1996), namely the 600 problem instances of class B with a
non-cyclic resource graph, as depicted in Fig. 2. This is the only test set with setup
times for which the authors compared theirs results to the exact solutions.

All instances comprise ten items, three resources and six periods. The 600 instances
were generated combining:

1. One general and one assembly product structure

2. Three demand structures with varying coefficients of variation (CV)

3. Five setup cost structures resulting in different profiles of average times-between-
orders (TBO, average length of a production cycle)

4. Five capacity utilization profiles

Two setup time profiles

6. Two resource assignment profiles.

9]

Unlike the original data specification, for each component item we assumed a lead
time of one period. Thus, end items can be produced earliest one period after their com-
ponents have been completed. To achieve feasibility, two production periods without
external demand have been added at the beginning of the planning horizon.

The exact solutions of these problems were computed using CPLEX on a Unix
workstation using eight UltraSPARC-III-processors in parallel with 0.9 GHz each.
The heuristic was run on a standard Pentium, 2.8 GHz, 1 GB RAM. The average com-
putation time per problem instance is about 0.018 seconds. In Table 1 the percentage
deviations of the heuristic solution values from the exact values are presented, broken
down according to utilization profile, TBO profile, and coefficient of variation of the
demand series.

New invented data. To further test our heuristic, we generated a test set of 1,920
problems instances with increased size similar to the way Tempelmeier and Derstroff

O,

Fig. 2 General and Assembly Product Structure for class B
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Table 1 Average Percentage Deviations from Optimality

TBO profile Utilization profile
Cv 90(%) 70(%) 50(%) 90/70/50(%) 50/70/90(%) Mean(%)
1 0.1 0.00 0.00 0.00 0.00 0.00 0.00
0.4 0.00 0.01 0.16 0.06 0.86 0.22
0.7 0.00 0.74 2.77 3.45 0.85 1.56
Mean 0.00 0.25 0.98 1.17 0.57 0.59
2 0.1 1.06 1.03 0.88 0.68 1.01 0.93
0.4 1.55 1.88 1.23 1.04 2.17 1.58
0.7 1.29 1.39 1.93 2.06 2.86 1.91
Mean 1.30 1.43 1.35 1.26 2.01 1.47
3 0.1 4.39 1.15 2.62 4.25 2.25 2.93
0.4 5.72 3.53 1.83 3.10 5.24 3.88
0.7 3.00 3.01 3.52 2.64 3.86 3.21
Mean 4.37 2.56 2.65 3.33 3.78 3.34
4 0.1 2.56 1.11 3.80 4.18 2.03 2.73
0.4 221 1.44 3.03 3.37 1.94 2.40
0.7 1.32 1.39 1.38 1.87 1.24 1.44
Mean 2.03 1.31 2.74 3.14 1.73 2.19
5 0.1 3.73 343 1.06 1.99 347 2.74
0.4 2.62 2.06 2.63 2.85 2.57 2.55
0.7 1.20 0.69 3.02 1.89 2.00 1.76
Mean 2.52 2.06 2.23 2.24 2.68 2.35
Overall mean (600 problem instances) 1.99
zz?i;jbl?niTenSIOHS of the new Class ft Products #f Resources 1 Periods # Instances
1 10 3 4 480
2 10 3 8 480
3 20 6 8 240
4 20 6 16 240
5 40 6 8 240
6 40 6 16 240

(1996) created the test set indicated above. This new test set is divided into six classes

with the dimensions given in Table 2.

Furthermore, for each class a general (G) and an assembly (A) product structure
is combined with respectively an non-cyclic (N) and a cyclic (C) process structure.
Three demand profiles were generated with coefficients of variation of 0.2, 0.5 and 0.8
respectively. Four TBO profiles were used for classes 1 and 2, and two TBO profiles
for classes 3 to 6. Furthermore, we considered two setup profiles and three capacity
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Table 3 Average deviation per Rheuristic_| gCPLEX

class Class [ RCPLEX (%)
1 1.39
2 4.75
3 13.76
4 21.90
5 11.29
6 16.61
Overall mean 9.47
Table 4 Average deviation per ] ] Upheuristic_| gCPLEX
setup time and capacity profile Capacity profile  Setup time profile — [BCPLEX (%)
1 1 11.57
1 2 11.51
2 1 10.99
2 2 12.34
3 1 7.41
3 2 7.86
4 1 8.33
4 2 8.70
5 1 7.90
5 2 8.01
Overall mean 9.47

profiles. A detailed description of the test problems are available for download from
http://www.scmp.uni-koeln.de/publikationen/ORS2008MLCLSPL..zip.

Although the dimensions of these new problems have been only moderately
increased, in many cases we were not able to compute the exact solution within a
time limit of one hour on the above-mentioned workstation with eight parallel Ult-
raSPARC-III-processors. The average difference between upper and lower bound rel-
ative to the upper bound computed over all problem instances found with CPLEX was
0.1263%. The average deviation of the heuristic is given as the difference between the
upper bound found with the heuristic and the lower bound computed with CPLEX over
the lower bound computed with CPLEX. The average time required by the heuristic
was 0.15 CPU seconds.

For four instances in class 6, no feasible solution was found. In Tables 3 — 6, for
the remaining 1,914 instances the results are broken down with respect to setup time
and capacity profile, TBO profile, and product and process structure.

From the numerical results we draw the following conclusions. It appears that the
heuristic performs better for problem instances with less periods compared to the
number of products (see Table 3). In addition, the heuristic works better for problems
with higher utilizations than for problems with low utilized resources (see Table 4).
Note that capacity profiles 1 and 2 represent a target utilization of 50 and 70%, while
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Table 5 Average deviation per UBheuristic _j gCPLEX

TBO profile TBO profile = —goreix (%)
1 18.65
2 3.50
3 7.85
4 1.45
Overall mean 9.47

Table 6 Average deviation per Upheuristic_| gCPLEX
product and process structure Product/process structure cv BCPLEX (%)
and demand profile

Assembly/non-cyclic 0.2 2.71
Assembly/non-cyclic 0.5 7.42
Assembly/non-cyclic 0.8 4.68
Assembly/cyclic 0.2 2.66
Assembly/cyclic 0.5 7.59
Assembly/cyclic 0.8 5.73
General/non-cyclic 0.2 10.94
General/non-cyclic 0.5 9.51
General/non-cyclic 0.8 18.74
General/cyclic 0.2 12.65
General/cyclic 0.5 9.54
General/cyclic 0.8 21.69
Overall mean 9.47

the remaining capacity profiles include utilizations up to 90%. Table 5 shows that the
heuristic has a superior performance when the setup/holding cost ratio differs among
the products (TBO profiles 2 and 4) compared to identical TBOs for all products (TBO
profiles 1 and 3). Finally, its appears that the heuristic performs better for assembly
structures than for general product structures.

Industrial data. The second set of data was taken from a company producing hair
care products. There are two production stages. In a first processing step a fluid (gel,
creme) is mixed in large tanks. Then on the second stage it is filled into cans or bottles.
The end product is defined by the content and size of the can or bottle.

The product structure is shown in Fig. 3, where each node represents a fluid (F) or a
finished product (P). All fluids are produced on resource M (mixer). The finished prod-
ucts are produced on resource L (filling line). The problem data are outlined in Table 7.

A planning horizon of 70 periods was considered. For the given data, we tried to
solve model MLCLSP-L on the same Unix workstation as above. After 12h of CPU
time, CPLEX found a solution within a MIPGAP (maximum allowed relative differ-
ence between upper and lower bound) of 6% (the originally targeted MIPGAP of 5%
was not reached within 72h). Within 63.72 s, the proposed heuristic (run on the PC)
found a feasible solution, which is 0.58% below the solution found by CPLEX. Thus,
for the considered industrial case the heuristic provides a solution which is at most
5.42% above the optimum.
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Fig. 3 Product structure for the industrial example
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Table 7 Data for the industrial Finished products Fluids

example
Number of items 77 20
Setup costs 37.51 225.06
Holding costs (per week and unit) 0.00595 — 0.02237 0.005
Production time (minutes per unit) ~ 0.02082 — 0.02562 0
Setup time (min) 15 90

5 Conclusions and future work

We have formulated an extension of the well-known dynamic multi-level lotsizing
model (MLCLSP) that also accounts for setup carryovers. For the solution of this
model we proposed a Lagrangean heuristic. The quality of the heuristic has been
tested based on a data set with 600 small problem instances from the literature, a
new data set containing 1,920 problem instances with increased size, and with data
taken from industry. It appears that the heuristic is able to generate solutions with
good quality. However, it must be noted that due to the complexity of the problem the
computation of benchmark results is extremely time-consuming. Future works will be
devoted to broadening the computational basis of the numerical evaluation.

Appendix

We will follow Billington et al. (1983, 1986) and Tempelmeier and Derstroff (1996)
in eliminating the inventory variable yi, from the model. The inventory of item k at
the end of period ¢ is equal to the initial inventory plus cumulative production less
cumulative demand:
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t

Ykt = Z(ka dii)— > D ag - qjee1+y k=1,2,...,K; t=1,...,T
jeSk =0

(36)

The total holding costs are then
K T t
Zzhk Z(th dir) — Z Zak] “qj,t+1 + % |
k=1 t=1 =1 jeSy t=0
which can be rewritten as the sum of
K T t
Zzhk ~(’fk - dez), (37)
k=1 1=1 =1
which is a constant, and
K T t t
DD D e — DD g (38)
k=1 t=1 =1 jeS; t=0

Rearranging (38) leads to

K T t t+1
Zzhk' Z%— Zzakj%]jf
k=11=1 =1 jesk =1
K T t K T
= Zzz hi - Qe — Z hi -agj - qjc —z Z (hi - akj - qji+1)
k=11=1 =1 = k=1 jeS; 1=1
As gr+1 = 0, this is equal to
K T 1 K T
DO are— D hiani g | =D D D (e~ qje)
k=1 1=1 r=1 jeSe k=1 jeS; 1=2

Changing from the perspective of the predecessor to that of the successor results in
K T K T
=33 > e (= Dy | = S by ap ) e (39
k=1 t=1 r=1 jePy k=11=2 \jeP;

Let e; be the marginal holding cost coefficient for item k defined as

e = hk — Z ajk-hj.

J€Pk
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Then Eq. (39) dissolves to

t

K T K T
ZZZEk'%—ZZ(hk—ek)-qk; (40)
k=1 1=1 =1

k=1 1=2

The second term (— Z,le Z,T=2 (hi — ex) - qxt) is subtracted, as the production of a
successor item reduces the inventory of its components one period earlier than it adds
to its own inventory. Throughout the lead time, which is one period, the respective
quantity of the components is thus regarded as work in process inventory and does not
incur holding costs.

Note that the only reason for the earlier production of predecessor items is that
derived demand arises before the end of a period. This does not only effect a reduction
of holding costs in Eq. (40), but also an increase in holding costs caused by initial
inventory (see Eq. (37)) and earlier production of predecessors.

Throughout the planning horizon, cumulative production equals cumulative total
(external and derived) demand. Thus, when there is no inventory at the end of the
planning horizon, we have

T T
> =) Du, (41)
=1 =1

With positive initial inventory, cumulative total demand is computed as follows:

Dy,
t—1

=max 10, di; + E agj - Dj+1—max O,yk—z di+ E axj - Dj 41
JjeNk =0 JENK

(42)

Using (41), the second (cost reduction) term in (40) can be rearranged to

K T K T

DD i—e)qu =D (h —er)- (Z Dy — le)
k=1 t=1

K

K T
=> D Uu—ex) D — D (i —er) - qra. (43)

k=1 t=1 k=1

Again, the first part of Eq. (43) is constant and the second variable. Adding the former
to (37) yields

K : K T

Zzhk -(ﬂ - der) - ZZ(hk —ex) - Dy

=1 1=1 =1 =1 1=1
K T

K T
== D (T =141 du =5 = D D> (e —e) - D (44)

k=1 t=1 k=1 t=1
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Replacing the cost reduction component in Eq. (39) by the variable part of Eq. (43)

yields
K /T

DU D e T —t+1)qu+ (e — ) - qua (45)

k=1 \t=1

Using (44) and (45) to replace holding costs and Eq. (36) to replace the inventory
variable, the objective function is

K T K
Z=> D (k-vute-T—t+1)-qu)+ D (e —er) g —C  (46)
k=1 t=1 k=1

with

K T K T
C=2 D (T =14 1) du =)+ D, > (hi —ex) D (47)

k=1 t=1 k=1 t=1

References

Billington PJ, McClain JO, Thomas LJ (1983) Mathematical programming approaches to capacity-con-
strained mrp systems: review, formulation and problem reduction. Manage Sci 29(10):1126-1141

Billington PJ, McClain JO, Thomas LJ (1986) Heuristics for multilevel lot-sizing with a bottleneck. Manage
Sci 32(8):989-1006

Briskorn D (2006) A note on capacitated lot sizing with setup carry over. IIE Trans 38:1045-1047

Derstroff MC (1995) Mehrstufige Losgrofenplanung mit Kapazititsbeschriankungen. Produktion und
Logistik. Physica-Verlag, Heidelberg

Drexl A, Kimms A (1997) Lot sizing and scheduling - survey and extensions. Eur J Oper Res 99(2):221-235

Haase K (1994) Lotsizing and scheduling for production planning. Springer, Berlin

Haase K (1998) Capacitated lot-sizing with linked production quantities of adjacent periods. In: Drexl A,
Kimms A (eds.) Beyond manufacturing resource planning (MRP II) — advanced models and methods
for production planning. Springer, Berlin pp 127-146

Jans R, Degraeve Z (2004) Meta-heuristics for dynamic lot sizing: a review and comparison of solution
approaches. ERIM Report Series Research in Management pp 1-38

Karimi B, Ghomi SMTF, Wilson JM (2003) The capacitated lot sizing problem: a review of models and
algorithms. Omega 31:365-378

Meyr H (1999) Simultane Losgroien- und Reihenfolgeplanung fiir kontinuierliche Produktionslnien.
Gabler Edition Wissenschaft: Produktion und Logistik. Gabler, Wiesbaden

Salomon M (1991) Deterministic lotsizing for production planning, Band 355 of lecture notes in economics
and mathematical systems. Springer, Berlin

Sox CR, Gao Y (1999) The capacitated lot sizing problem with setup carry-over. IIE Trans 31:173-181

Siirie C (2005) Time continuity in discrete time models. Springer, Berlin

Staggemeier AT, Clark AR (2001) A survey of lot-sizing and scheduling models. In: 23rd annual symposium
of the brazilian operational research society (SOBRAPO). Campos do Jordao SP, Brazil, pp 938-947

Tempelmeier H, Derstroff M (1996) A lagrangean-based heuristic for dynamic multilevel multi-item con-
strained lotsizing with setup times. Manag Sci 42(5):739-757

Wagner HM, Whitin TM (1958) Dynamic version of the economic lot size model. Manag Sci 5(1):89-96

@ Springer



	A heuristic for the dynamic multi-level capacitated lotsizing problem with linked lotsizes for general product structures
	Abstract
	1 Introduction
	2 Model formulation
	3 Solution method
	3.1 Computation of the lower bound
	3.2 Updating the Lagrangean multipliers
	3.3 Computation of the upper bound
	3.4 Postoptimization

	4 Computational study
	5 Conclusions and future work


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


