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Abstract. In this paper we examine spatio-temporal pattern formation in reaction-diffusion
systems on the surface of the unit sphere in 3D. We first generalise the usual linear stability
analysis for a two-chemical system to this geometrical context. Noting the limitations of this
approach (in terms of rigorous prediction of spatially heterogeneous steady-states) leads us
to develop, as an alternative, a novel numerical method which can be applied to systems of
any dimension with any reaction kinetics. This numerical method is based on the method of
lines with spherical harmonics and uses fast Fourier transforms to expedite the computation
of the reaction kinetics. Numerical experiments show that this method efficiently computes
the evolution of spatial patterns and yields numerical results which coincide with those
predicted by linear stability analysis when the latter is known. Using these tools, we then
investigate the rôle that pre-pattern (Turing) theory may play in the growth and development
of solid tumours. The theoretical steady-state distributions of two chemicals (one a growth
activating factor, the other a growth inhibitory factor) are compared with the experimentally
and clinically observed spatial heterogeneity of cancer cells in small, solid spherical tumours
such as multicell spheroids and carcinomas. Moreover, we suggest a number of chemicals
which are known to be produced by tumour cells (autocrine growth factors), and are also
known to interact with one another, as possible growth promoting and growth inhibiting
factors respectively. In order to connect more concretely the numerical method to this appli-
cation, we compute spatially heterogeneous patterns on the surface of a growing spherical
tumour, modelled as a moving-boundary problem. The numerical results strongly support
the theoretical expectations in this case. Finally in an appendix we give a brief analysis of
the numerical method.

1. Introduction

Since Turing’s seminal paper in 1952 [74], reaction-diffusion (RD) pre-pattern
theory has been proposed as a mechanism to describe spatio-temporal pattern for-
mation in many biological systems. Specific applications of the theory (to name
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but a few) can be found in processes in developmental biology, population biology,
ecology and interacting chemical systems. It is not our intention here to discuss
these applications – for a comprehensive account of the theory and references to
many other applications, the interested reader is referred to the books [6], [40],
[41], [49]. However, in spite of its apparent success in explaining the appearance
of spatial heterogeneity in many biological systems, there are still some serious
drawbacks with the theory. For example, there is the so-called problem of robust-
ness – the solution patterns obtained from RD systems (with zero flux boundary
conditions) are known to be sensitive to changes in the initial conditions and the
size and shape of the domain – and in many cases there is also the problem of
actually identifying specific chemicals. Moreover, much of the analysis of reac-
tion-diffusion theory in the mathematical biology literature has been carried out on
simple domains in one and two-space dimensions.

The aims of this paper are as follows:

(i) to develop an appropriate general numerical method for examining reaction-
diffusion equations on the surface of a sphere.

(ii) to apply the reaction-diffusion pre-pattern theory to a suitable problem on a
spherical domain, that of an avascular solid tumour; to suggest actual chemi-
cals known to be produced by tumours (autocrine growth factors) which could
give rise to the pre-patterns; to compare the predicted pre-pattern results with
those computed numerically and examine their relevance in the light of clinical
and experimental observations.

(iii) to model the problem of a growing solid tumour (using a moving boundary
formulation of the problem); to analyse numerically the system of reaction-dif-
fusion equations on a growing, spherical domain; to discuss the implications
of the results in terms of the observed patterns of invasion and metastasis of
cancers.

Since much of the analysis in the current theoretical biology literature concern-
ing the application of reaction-diffusion systems (pre-pattern theory) to biological
problems is based on linear stability theory, it does not give a rigorous mathemat-
ical prediction of the spatially heterogeneous steady-state patterns in RD systems
(cf. [49]). Moreover, by its nature, this analysis has to be developed separately
for each set of reaction kinetics. Numerical simulations on the other hand may be
applied to any kinetics. However, up until now they have mostly been applied to
RD systems on simple Euclidean domains in 1D or 2D, such as an interval or a
square, and 3D problems have been tackled only at the expense of considerable
computing power [28–32]. The nature of the application which we have in mind
here (solid tumour growth) dictates that the natural spatial domain can be taken
to be a closed 2D manifold in 3D space. Thus in this paper we develop such a
numerical method for the simplest such manifold – the surface of the unit sphere
S = {x ∈ �3 : |x| = 1}. While this choice is convenient for our method, it is
still of great relevance for applications. Our method can in principle also be ex-
tended to more general surfaces although this would involve additional numerical
work. As we shall see, our numerical method provides a fast solver for this class
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of RD systems and presents a considerable improvement over existing technology
for such problems (cf. [43]).

The generic reaction-diffusion system which we will analyse numerically in
this paper is written:

ut = D�∗u + f (u) (1.1)

on the space-time domain (x, t) ∈ S× [0,∞),where (u1, . . . , us)
T = u = u(x, t)

is a vector (for example, of chemical concentrations such as growth factors), D =
diag{d1, . . . , ds} is a diagonal matrix of positive diffusion coefficients, �∗ is the
Laplace-Beltrami operator:

�∗u = 1

sin θ

{
∂

∂θ

(
sin θ

∂u

∂θ

)
+ 1

sin θ

∂2u

∂φ2

}
,

and f : �s → �s is a (nonlinear) vector-valued function representing the reaction
kinetics (cf. [49]). We assume that f is autonomous, that is,

f (u)(x, t) = f (u(x, t)), (x, t) ∈ S × [0,∞).

The numerical experiments in this paper are restricted to the special two-species
case

ut = �∗u+ γf (u, v),

vt = d�∗v + γg(u, v),
(1.2)

with d, γ given positive parameters and f , g given functions, but in fact the method
applies equally well to any number of chemical species. In general system (1.1)
arises naturally in studies of pre-pattern formation in biological systems. There it is
of interest to study the stability of spatially homogeneous steady states of (1.1) with
respect to the diffusion represented by D�∗u, and in particular to identify spatial
patterns which evolve in practice from unstable (in the Turing sense, defined in the
next section) homogeneous steady states.

Our numerical method for (1.1) consists of a classical method of lines approach,
with the spatial dependence modelled using surface spherical harmonics. The re-
sulting system of ordinary differential equations is solved by a stiff solver – in this
case ODE15s from the MATLAB ODE Suite, which is based on numerical differ-
entiation formulaeof order 1 to 5 [62]. The exponential (in space) convergence
of spherical harmonic approximation means that we have to solve only relatively
small systems of ordinary differential equations (typically of order 100 in size)
and simulations of the special case (1.2) took times of the order of minutes on an
up-to-date platform. The method of lines, although simple and popular, can be ex-
pensive, especially if the numerical realisation of the reaction kinetics (f in (1.1)) is
complicated. The chief novel feature here is the fast implementation of the kinetics
using Fast Fourier Transforms (FFT), and this is the main ingredient leading to
reasonable run times achieved by our code. We test our code by verifying that the
numerical results for (1.2) coincide with the predictions of linear stability analysis,
when this is known.

Having developed a suitable efficient numerical method for (1.1), we turn our
attention to applying pre-pattern theory to the growth and development of solid



390 M.A.J. Chaplain et al.

tumours. In this case, many of the problems associated with pattern formation
in reaction-diffusion systems (for example, robustness of patterns, identification
of chemicals) are absent and the modelling is an extension of the work of [12].
Concerning the appropriateness of the application of this theory to solid tumour
growth, we note that; (i) there is a definite observed spatial heterogeneity of solid
tumours in terms of regions of cell proliferation [5, 24, 35, 51, 61, 77]; (ii) there is
a known involvement of specific chemicals, or cytokines, produced by the tumour
cells themselves (autocrine growth factors) [69], which (a) have opposite effects
on cancer cells in terms of proliferation (stimulatory or inhibitory) and (b) interact
with each other [10, 13, 17, 21, 22, 26, 36], [55]–[57], [58], [59], [64, 66, 68, 78];
(iii) in the case of solid tumour growth there is an identifiable transition between
two different growth phases (the avascular growth phase and the vascular growth
phase) in which there is a clear domain (size)-dependence; (iv) in terms of scale,
the growth of the avascular nodules occurs at a scale of up to a few millimetres
in diameter, giving a scale of tenths of millimetres for the width of a “patch” of
peak concentration of chemical (cf. actual in vitro experiments of [16]); (v) there
is a certain relationship/correspondence between cellular events in developmental
processes (where there have been many previous applications of pre-pattern theory)
and cancer (in some sense, cancer is development which is out of control).

Finally, in order to model the problem of a growing tumour more realistically,
we apply the theory in a novel manner to a problem on a growing domain, using
a moving-boundary formulation of the problem. The growing tumour is modelled
as a sphere of radius R(t), where R′(t) denotes the rate of growth of the tumour,
assumed to be spherically symmetric (cf. [7,8,11] and references therein). The pre-
dictions of a linear stability analysis in this case indicate that as the tumour grows
and the domain becomes larger, higher order modes should become excited. This
in turn should lead to different spatial patterns appearing at different times. Nu-
merical simulations carried out on the time-dependent domain S(t), the surface of
the sphere of radius R(t), confirm this analysis, with different, higher order modes
being excited as time increases and the domain becomes larger. This produces a se-
ries of “dynamic” pre-patterns of chemical concentrations which may, in turn, help
to explain the clinically observed variation in cellular heterogeneity from cancer to
cancer and individual to individual.

The layout of the paper is therefore as follows. In Section 2 we give a brief
description of the linear stability analysis as applied to Turing-type reaction-diffu-
sion systems. In Section 3 we present our (approximate) numerical scheme for the
system (1.1) and our strategy for computing the reaction kinetics. In Section 4 we
test the numerical scheme on a particular reaction-diffusion system with specific
kinetics (Schnakenberg kinetics) and we show that the numerical results coincide
with the theoretical predictions in this case. In Section 5, we describe the novel
application of equations (1.2) to the modelling of a solid spherical tumour (of fixed
size) just before invasion of its surrounding tissue occurs. We then apply the theory
and the numerical method to the case of a growing domain and simulate the actual
growth of a solid spherical tumour. Concluding remarks are made in the discussion
section and finally in an appendix we present a brief error analysis for our numerical
method.
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2. Linearised stability theory

The reaction kinetics governing a general reaction-diffusion system may either be a
pure or cross activator-inhibitor mechanism [18,48]. The distinction between these
two types of kinetics lies in whether the self-activating chemical (cf. [78]) either ac-
tivates (pure) or inhibits (cross) the second species. There is experimental evidence
which suggests both mechanisms may be applicable in the case of growth factors
secreted by tumour cells (cf. [10,17,64], [22,50,57,68]). For illustrative purposes
only, here we assume that the kinetics are a cross activator-inhibitor mechanism,
and we denote the concentration of the two chemical species by u and v.

For (1.2) in general, a homogeneous steady state is defined to be a pair (u0, v0) ∈
�2 such that

f (u0, v0) = g(u0, v0) = 0. (2.1)

In linear stability analysis, (1.2) is said to exhibit “diffusion driven instability”
if (u0, v0) is a linearly stable solution of (1.2) when diffusion is neglected, but
unstable otherwise. The ranges of values of the parameters γ and d for which such
a phenomenon can arise (the so called “Turing space”) can be found in [49, p 387].
In the particular case under consideration in this paper, due to the spherical geom-
etry, the eigenfunctions of the diffusion operator�� can be chosen as the spherical
harmonics:

Ymn (x) = cmn P
|m|
n (cos θ) exp(imφ), (θ, φ) ∈ [0, π ] × [0, 2π ],

n = 0, 1, 2, . . . , |m| ≤ n,
(2.2)

where x = σ(θ, φ) := (sin θ cosφ, sin θ sin φ, cos θ) ∈ S, Pmn are the Asso-
ciated Legendre functions and cmn is chosen to be the normalising factor: cmn =√

2n+1
4π

(n−|m|)!
(n+|m|)! . It is well known that

�∗Ymn = −k2Ymn , (2.3)

where k2 = n(n + 1). These properties of �∗ can be combined with the general
stability theory in [49, §14.3] where, in particular, it is shown that diffusion-driven
instability can occur in (1.2), provided the values of the partial derivatives of f and
g evaluated at (u0, v0) satisfy the inequalities

fu + gv < 0, |A| > 0,
dfu + gv > 0, (dfu + gv)

2 − 4d|A| > 0,
(2.4)

withA denoting the Jacobian matrix, that isA =
[
fu fv
gu gv

]
. These inequalities give

a range of values of d for which instability may occur and the unstable modes are
the spherical harmonics (2.2) with |m| ≤ n, provided n lies in the range

γL(fu, fv, gu, gv, d) < k
2 = n(n+ 1) < γM(fu, fv, gu, gv, d) (2.5)

where

L = [dfu + gv] − {[dfu + gv]2 − 4d|A|}1/2

2d
, (2.6)
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and

M = [dfu + gv] + {[dfu + gv]2 − 4d|A|}1/2

2d
. (2.7)

So, if there exists at least one n satisfying (2.5), then there is a possibility that a
trajectory starting from a random perturbation of (u0, v0)will evolve into a spatially
heterogeneous pattern generated by the spherical harmonics Ymn , |m| ≤ n.

The above arguments are the main source of many results concerning spatial
pattern formation over recent years, see, for example, [12], [49]. For the purpose
of testing this theory it is useful to note that we can isolate a specific mode for
“excitation” by choosing the parameters γ and d so that the width of the interval
[γL, γM] is sufficiently narrow so that (2.5) is satisfied for a unique n. Then the
corresponding spherical harmonics are isolated unstable modes. We shall return to
this in §4.

Following [12] we can apply this theory to case of the interaction of two chem-
icals on the surface of a solid spherical tumour. As stated previously, we assume
that the reaction kinetics are of a cross activator-inhibitor mechanism, that is to say,
regions of high concentration of the activator (or growth promoting factor, GPF)
correspond to regions of low concentration of the inhibitor (or growth inhibitory
factor, GIF) and vice versa [18]. Under the assumption that the growth factors are
produced only by the live cells at the surface of the tumour, then the problem is
essentially a 2-dimensional one on the spherical surface. The eigenfunctions are
simply the surface harmonics Ymn and the wavenumbers in this case are given by
k2 = n(n + 1). Illustrations of the application of this linear stability analysis are
given in [12].

Although this theory is not rigorous, it is widely known to produce results
which are consistent with applications ([12, 48, 49]). Its main disadvantage is that
it depends on analytic techniques and thus is restricted to reasonably simple domains
and tractable kinetics. Numerical simulations, on the other hand, are much more
generally applicable and so we now introduce our numerical method for simulating
(1.1).

3. The spectral method of lines

We shall describe our numerical method in the context of the general evolution sys-
tem (1.1). For integer N ≥ 1, we let χN denote the space of spherical harmonics
of degree <N defined on the unit sphere S. An orthonormal basis for χN is

{Ymn : 0 ≤ |m| ≤ n, n = 0, . . . , N − 1}, (3.1)

and so dimχN = N2. (Here orthonormality is with respect to the usual L2 inner
product on S, that is, (v,w) = ∫

S
vw and ‖v‖L2 = (v, v)1/2.)

The solution u of (1.1) is a vector valued function u : S × [0,∞) → �s . Let
L2 denote the space of square integrable functions on S, and let (L2)

s and (χN)s

denote the s−fold Cartesian products ofL2 and χN.To approximate (1.1) in (χN)s,
introduce the inner product on (L2)

s :
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(u, v) =
s∑
i=1

(ui, vi). (3.2)

For i = 1, . . . , s let ei denote the ith standard basis vector in �s . Then the set

{Ymn ei , i = 1, . . . , s, |m| ≤ n, n = 0, . . . , N − 1},
is an orthonormal basis for (χN)s.As is usual in the method of lines we approximate
u(x, t) in (1.1) by

uN(x, t) :=
N−1∑
n=0

∑
|m|≤n

Umn (t)Y
m
n (x), (3.3)

where Umn : [0,∞) → �s . Equivalently,

uN(x, t) =
s∑
i=1

N−1∑
n=0

∑
|m|≤n

(Umn )i(t)Y
m
n (x)ei . (3.4)

A standard method for determining the unknown time-dependent coefficients
Umn (t) ∈ �s is to apply the Galerkin methodin space to (1.1), that is, to require that

((uN)t , vN) = (D�∗uN, vN)+ (f (uN), vN) (3.5)

for all vN ∈ (χN)s. An equivalent statement is to require that (3.5) holds for all vN
of the form vN = Y m̃

ñ
ej , j = 1, . . . , s; |m̃| ≤ ñ; ñ = 0, . . . , N − 1, which,

using (2.3), is equivalent to the sN2−dimensional nonlinear system of odes:
(
Um̃ñ

)′
j

= −dj ñ(ñ+ 1)
(
Um̃ñ

)
j

+
(
fj (uN), Y m̃ñ

)
,

j = 1, . . . , s, |m̃| ≤ ñ, ñ = 0, . . . , N − 1. (3.6)

In the method of lines approach, (3.6) is solved using a (stiff) ode solver to return
the solution to appropriate tolerance. This is a standard method and will work well
provided we have an efficient method for computing the quantities

(fj (uN), Y m̃ñ ) (3.7)

appearing on the right hand side of (3.6).
Since uN is given by (3.4) and since the Ymn are orthonormal, (3.7) is trivial to

compute if f is an affine map on �s . In the nonlinear case which we are interested
in here, this computation is no longer trivial. In the special case when fj (u) is a
low order polynomial in u, there are reasonable ways of computing (3.7) analyti-
cally using spherical harmonic expansions of products of spherical harmonics (for
example, using “Wigner symbols” as discussed in [19]). Although higher order
polynomials can in principle be handled by iterating this approach, in practice this
leads to ever more complex analytic formulae and does not generalise to the case
when f is non-polynomial.
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Instead we propose a more general method by computing (3.7) using a suitable
quadrature rule. The resulting method is then fully discrete and can be applied with-
out increased complexity to any nonlinear map f . Moreover, as we shall see in the
Appendix, under reasonable assumptions the resulting fully discrete method has the
same exponential convergence rate asN → ∞, as can be proved for the true Galer-
kin scheme (3.5) for linear model problems, and so there is no a priori disadvantage
in the replacement of (3.7) by a suitably accurate quadrature expansion.

Our quadrature scheme for (3.7) is based on the following standard rule:

∫
S

ψ ≈ 2π

M

M∑
q=1

M/2∑
p=1

wpψ(σ(θp, φq)), (3.8)

whereM ≥ 2 is an even integer, wp, and cos θp, p = 1, . . . ,M/2 are the Gauss-
Legendre weights and nodes on [−1, 1] and φq = 2qπ/M, q = 1, . . . ,M . The
rule (3.8) requires M2/2 evaluations of ψ and is exact when ψ is a polynomial of
degreeM − 2 on S (see, for example, [65, p. 41]). Using (3.8), we define a discrete
inner product

(u, v)M = 2π

M

M∑
q=1

M/2∑
p=1

wpu(σ(θp, φq))v(σ (θp, φq)) (3.9)

which is well-defined for continuous u, v. From this we build the corresponding
discrete version of (3.2):

(u, v)M :=
s∑
i=1

(ui, vi)M, (3.10)

which leads to the discrete Galerkin method for (1.1):

((uN)t , vN) = (D�∗uN, vN)+ (f (uN), vN)M (3.11)

and yields (instead of (3.6)), the fully discrete sN2−dimensional nonlinear system
of odes: (

Um̃ñ
)′
j

= −dj ñ(ñ+ 1)
(
Um̃ñ

)
j

+
(
fj (uN), Y m̃ñ

)
M
,

j = 1, . . . , s, |m̃| ≤ ñ, ñ = 0, . . . , N − 1. (3.12)

We shall see in the Appendix that M should grow modestly with N in order to
preserve the accuracy of the method (3.11). In particular if f is a polynomial (as is
the case in our applications in §§4,5), then M = O(N) will suffice. The efficient
solution of (3.11) using a suitable stiff ODE solver (in our experiments the MAT-
LAB ODE15s) then requires the fast computation at each time t of the discrete
inner products

(
fj (uN), Y ñm̃

)
M

= 2π

M

M∑
q=1

M/2∑
p=1

wpfj (uN(σ(θp, φq), t))Y ñm̃(σ (θp, φq)), (3.13)

for each ñ, m̃ and j , under the assumption that the coefficients (Umn )i in (3.4) are
given. This requires essentially three steps.
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• Step 1.Evaluation of the right-hand side of (3.4) at x = σ(θp, φq) for each
p = 1, . . . ,M/2, q = 1, . . . ,M , hence obtaining uN(σ(θp, φq), t).

• Step 2.Evaluation of fj (uN(σ(θp, φq), t)) for each j = 1, . . . , s, p = 1, . . . ,
M/2, q = 1, . . . ,M.

• Step 3.Computation of (3.13) for each ñ, m̃ and j.

To examine the complexity of this computation as N increases, let us assume (as
mentioned above) that M = O(N) and s is fixed. Since f is a given function in-
dependent of N and M, each evaluation of f costs O(1) operations and Step 2
costs O(M2) = O(N2) operations. Direct implementation of each of Steps 1 and
3 costs O(N4) operations but fortunately this can be reduced by exploiting the
structure of these sums. Considering Step 1 first, the simplest reduction is obtained
by combining (2.2) and (3.3) to obtain

uN(σ(θp, φq), t) =
N−1∑
n=0




∑
|m|≤n

Umn (t) c
m
n P

|m|
n (cos θp) exp(imφq)


.

The inner sums can be computed simultaneously for q ∈ {1, . . . , N} inO(N logN)
operations using FFT. There are N terms in the outer sum and the result must be
computed for each p, resulting in O(N3 logN) operations. Using an analogous
decomposition of (3.13), the sum over q can be handled similarly so that the total
complexity of Step 3 can also be reduced toO(N3 logN). This is the method used
in the present work and it returns quite reasonable computation times, as we shall
see. Since approximation with spherical harmonics is exponentially convergent,
we shall see that values ofN considerably less than about 20 are often sufficient to
obtain the required spatial accuracy. We note however the very interesting recent
Ph.D. thesis [42] which obtains a method for Steps 1 and 3 which are asymptotically
faster than O(N3) and can even achieve O(N2 log2N). However this method is
faster than the simple FFT method discussed above only for considerably higher
values of N than those used and required in our numerical method. So we do not
employ these more sophisticated techniques here.

4. Numerical experiments on the Schnakenberg system

In this section, we demonstrate the effectiveness of our numerical scheme in the
particular case of the Schnakenberg system on S × [0,∞):

ut = �∗u+ γf (u, v) = �∗u+ γ (a − u+ u2v), (4.1)

vt = d�∗v + γg(u, v) = d�∗v + γ (b − u2v), (4.2)

where a, b, d, γ are all positive parameters. For all d, γ > 0 the positive spatially
homogeneous steady state (u0, v0) is given by:

u0(x) = u0 = a + b , v0(x) = v0 = b

(a + b)2
, x ∈ S. (4.3)

At the steady state (u0, v0), we then have

fu = (b − a)/(b + a), fv = (a + b)2 = −gv, gu = −2b/(a + b) . (4.4)
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Applying the linearised stability theory outlined in §2 to this case shows that, if
b > a, then there exist wavenumbers k2 = n(n + 1) such that the corresponding
spherical harmonics Ymn , |m| ≤ n are unstable modes of (4.1)-(4.2) (linearised
about (4.3)), provided

γL < k2 < γM , (4.5)

where

L =
[
d(b − a)− (a + b)3

] − {[d(b − a)− (a + b)3
]2 − 4d(a + b)4}1/2

2d(a + b)
,

(4.6)
and

M =
[
d(b − a)− (a + b)3

] + {[d(b − a)− (a + b)3
]2 − 4d(a + b)4}1/2

2d(a + b)
.

(4.7)
In this section we validate our numerical method by showing that it is consistent
with the linearised stability theory for (4.1)-(4.2).

In order to focus our numerical experiments we first note that in the linearised
theory, we can select a specific unstable wavenumber k2 to “excite” by choosing
γ so that the width of the interval [γL, γM] in (4.5) is centred on k2 and narrow
enough to contain only that wavenumber. Then we may expect that the eventual
inhomogeneous steady state will be rich in the modes Ymn , |m| ≤ n for that partic-
ular value of n. More precisely, it is shown in [49, p. 384] that for fixed a, b with
b > a, there is a critical value of d , namely

dc = (fugv − 2fvgu)+
√
(fugv − 2fvgu)2 − f 2

u g
2
v

f 2
u

, (4.8)

with fu, gu, fv and gv given by (4.4), for which unstable modes are possible if and
only if d > dc. Moreover when d > dc and d is sufficiently close to dc, then by
setting

γ = γc = 2dck̃2

dcfu + gv
= 2dck̃2

dc(b − a)/(b + a)− (a + b)2
, (4.9)

for any chosen k̃2, we can ensure that (4.5) contains the single wavenumber k̃2.
This gives a convenient class of problems which can be used to compare numerical
simulations with the results predicted by linearised stability theory. In all of our
numerical experiments we set

a = 0.2, and b = 1,

which, from (4.3), yields values of u0 = 1.2 and v0 = 0.69. We note that the above
choice of values for the parameters a and b is (in the absence of any experimental
data) arbitrary. However, these values then enable us to calculate the critical value
of d, which from (4.8) yields dc = 17.0056. Choosing d just greater than dc and
an appropriate value of γ from (4.9) then provides us with a set of parameter val-
ues which can be expected to ensure the existence of unstable modes and hence
spatially heterogeneous steady states.
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We approximate the solution (u, v)T of (4.1)–(4.2) using the method of lines
outlined in §3. With a slight abuse of the notation in §3, we express the numerical
solution as

uN(x, t) =
N−1∑
n=0

n∑
m=−n

Umn (t)Y
m
n (x), vN(x, t) =

N−1∑
n=0

n∑
m=−n

V mn (t)Y
m
n (x).

(4.10)

For convenience we shall order the basis of χN as Y 0
0, Y

−1
1 , Y 0

1, Y
1
1, . . . , Y

N−2
N−1 ,

YN−1
N−1 . The coefficients of these functions in (4.10) are vectors with N2 compo-

nents which we write as U(t),V(t) ∈ �N
2
, with the corresponding ordering, that

is, U(t) = (U1(t), U2(t), ....., UN2(t)) where U1(t) is the coefficient of Y 0
0 and so

on. We use this notation in some of the figures below.
In the following four experiments, unless specified, we tookN = 8, so that the

system of ODEs (corresponding to (3.12)) has dimension 2N2 = 128. In this case
we set tol = 10−4, where tol is the applied tolerance for the ODE solver used to
integrate (3.6). This is one of a family of parameter choices which we shall refer
to later in (4.12). Because the Schnakenberg kinetics are polynomials of degree
≤3 in (u, v), we chose M = 4N in the quadrature rule (3.8). In the Appendix
this choice is shown to be sufficent for superalgebraic convergence of the method.
When integrating the ODE system arising from the method of lines, we define a
steady state to have been reached at time tf if, for each j , the absolute value of
the difference between successive values of Uj(t) at t = tf − τ is less than 10−8

for τ = 0, 0.2, 0.4., 0.6, 0.8, with an identical check on Vj (t). We checked this
criterion at time intervals of length 10 and stopped when it was satisfied.

In Experiments 1–4 below, the initial conditions which we took consisted of
small random perturbations of the order of 10−4 of the homogeneous steady state
(u0, v0) = (1.2, 0.69), that is

uN(x, 0) = u0 + ∑N−1
n=0

∑n
m=−n Umn (0)Ymn (x),

vN(x, 0) = v0 + ∑N−1
n=0

∑n
m=−n V mn (0)Ymn (x),


 (4.11)

where |Umn (0)| ≤ 10−4 and |Vmn (0)| ≤ 10−4 for all n = 0, . . . , N−1 and |m| ≤ n.
A typical set of the 64 coefficients (U1(0), U2(0), . . . , U64(0)) used as an initial
perturbation is shown in Figure 4.1.

Note that throughout the paper we choose the perturbation coefficients Umn (0),

V mn (0) to be real and to satisfy the symmetry relationsUmn = U−m
n andVmn = V −m

n

for all 1 ≤ |m| ≤ n. This ensures that the initial conditions uN(x, 0) and vN(x, 0)
are real-valued functions. The imaginary parts of uN(x, t) and vN(x, t) in (4.10)
then remain negligible (of the order of 10−9) throughout the integration of the ODE
system arising from the method of lines (3.6) applied to (4.1), (4.2).

Experiment 1. In the first experiment we studied excitation of the modes of
degree n = 2 (wavenumber k2 = 6), comprising span{Ym2 : |m| ≤ 2}. First we
set d = 15 < dc and chose γ = γc as in (4.9) with k̃2 = 6. For several different
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Fig. 4.1.Figure showing the values of the components Uj(0), j = 1, . . . , 64 used in the
initial conditions as a small random perturbation of u0.

sets of small randomly perturbed initial conditions, the numerical method obtained
(u0, v0) as the resultant steady state, thus demonstrating its stability in this case, as
predicted by the linear stability analysis.

Next we set d = 18 > dc and γ = γc, again with k̃2 = 6. In this case then
k2 = 6 is the only wavenumber satisfying (4.5) and so we expect the resulting
steady state to be rich in the corresponding modes of degree 2. With the ordering
described above, the components of uN and vN in the direction of these modes are
Uj(t), Vj (t) for j = 5, 6, 7, 8, 9. An interesting question was whether the excite-
ment was only around these indices as a steady state evolves. In fact, our numerical
experiments show this exactly to be the case. Figure 4.2 shows the plots of the
precise components which are excited at various times during the numerical simu-
lation. As we see from the results of Figure 4.2, no substantial excitement happens
until about time t = 15, but begins to occur in the components j = 5, 6, 7, 8, 9
and becomes more substantial at about t = 20. (Note that the homogeneous steady
state itself is composed completely of the constant mode j = 0.) These remain the
dominant modes of excitement until an inhomogeneous steady state is reached, at
about t = 50.

Plots of the corresponding spatially heterogeneous steady states u8(x, 50) and
v8(x, 50) are given in Figure 4.3. These plots show the predicted heterogeneous
concentration distributions of each chemical u and v on the surface of the sphere
obtained from the excited modes of Figure 4.2. Note that regions of high u values
correspond to regions of low v values and vice versa.

To demonstrate that the features of u8(x, 50) and v8(x, 50) are not artifacts
of our numerical method we first added a small random perturbation to u8(x, 50)
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Fig. 4.2.Experiment 1.Results from a numerical experiment attempting specific excitation
of the n = 2 modes corresponding to the functions Ym2 . The graphs show the values of the
coefficients Uj(t), plotted against j, j = 1, . . . , 64 for each spherical harmonic at times
t = 15, 20, 30 and 50 (reading consecutively from top left to bottom right). The ordering of
the components Uj(t) and their associated spherical harmonic Ymn is as per section 4. The
figure shows excitation of the components U5(t), . . . , U9(t) corresponding to the spherical
harmonics Ym2 as predicted by the linear stability analysis.

and v8(x, 50) and then restarted the ODE solver. The result was that we recovered
(u8(x, 50), v8(x, 50)) back again as the steady state, demonstrating its stability.

To check the accuracy of our results, we repeated the experiment with the
parameters chosen as

N = 4K , M = 4N , tol = 10−2K , K = 2, 3, 4 (4.12)

where tol is the applied tolerance of the ODE solver for (3.6). The initial con-
dition was chosen to be the same random perturbation (4.11) in each case. Let
u4K = u4K(x, t) denote the corresponding method of lines solutions. Choosing
u16 as the “exact” solution and then computing the approximate errors:

eK(t) = ‖u4K(·, t)− u16(·, t)‖L2 , K = 2, 3, (4.13)

we obtain the results:
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Fig. 4.3.Experiment 1.Final steady state distributions of the chemical concentration pro-
files u8(., 50) and v8(., 50) over the surface of the sphere (mode n = 2 excitation).

Table 1. Errors obtained from the accuracy test for Experiment 1, calculated from (4.13).

t e2(t) e3(t)

10 1.75e-03 6.06e-04
20 7.95e-02 1.52e-02
30 2.05e-02 6.23e-03
40 6.85e-03 6.79e-04
50 6.85e-03 6.79e-04

The results in Table 1 suggest that the caseK = 2 (leading to N = 8) which is
used to produce Figures 4.2, 4.3 is accurate to about 2 decimal places and certainly
accurate enough to guarantee the validity of these figures.

Experiment 2. Here we studied excitation of the modes of degree n = 4, com-
prising the 9 dimensional space span{Ym4 : |m| ≤ 4}, and corresponding to the
wavenumber k2 = 20. As before we chose d = 18 > dc and γ = γc given by
(4.9) with k̃2 = 20. Then k2 = 20 is the only wavenumber satisfying the inequal-
ity (4.5). Here we expected the dominant deviation from the homogeneous steady
state to occur in the components Uj(t), Vj (t) for j = 17, 18, . . . , 24, 25. This was
essentially the case, with the steady state solution (reached at time t = 20, with
initial excitement occuring at time t = 5) being composed mainly of contributions
from each of the modes Ym4 , |m| ≤ 4. The actual steady state pre-patterns of
the concentrations of the two chemicals u8(x, 20), v8(x, 20) on the surface of the
sphere are depicted in Figure 4.4. ✷

Experiment 3. Here we proceed analogously to the previous two experiments,
but this time we study excitation of modes of degree 6, namely Ym6 , |m| ≤ 6.
Because in this case we expect that employing N = 8 in the method of lines may
not be sufficient for spatial accuracy, we employN = 12 (corresponding to the case
K = 3 in (4.12)). We present only the plots of the resulting steady state chemical
concentration profiles of u12, v12 on the surface of the sphere (Figure 4.5). As a
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Fig. 4.4.Experiment 2.Final steady state distributions of the chemical concentration profiles
u8(., 20) and v8(., 20) over the surface of the sphere (mode n = 4 excitation).

check on accuracy we repeated the experiment withN = 16 and found graphically
identical results (Figure 4.6).

Experiment 4. Finally we present numerical simulations for the Schnakenberg
system where the linear stability analysis predicts no particular dominant mode
and so the expected heterogeneous steady state pattern should have no particular
symmetry. For this purpose, we chose d = 25 and γ = 100. Figure 4.7 shows
the particular modes excited at various times during the numerical simulation. In
this case, the steady state is reached at time t = 40 and, as we see in Figure 4.7,
excitement begins as early as time t = 3 and no particular mode dominates through-
out. The computed steady states u12(x, 40), v12(x, 40) have contributions from all
modes in the numerical model. We checked the accuracy of our results as in Ex-
periment 1. Figure 4.8 shows the plots of the concentrations of the steady state
distributions of u12, v12 on the surface of the sphere. Although once again a spa-
tially heterogeneous steady state has been reached (with regions of high and low
concentrations of each chemical), no particular mode dominates, and the resulting
pattern contains no obvious symmetry.

The above results of our numerical experiments confirm the predictions of the
linear stability analysis and verify the accuracy and stability of the numerical meth-
od. In the next section we apply our method to an actual biological problem – that
of modelling solid tumour growth – and explore the possible rôle that pre-pattern
theory may play in this process.

5. The rôle of pre-pattern theory in tumour growth and invasion

5.1. Application to a spherical tumour

In vivo cancer growth, and as a particular example in this paper, solid tumour
growth (for example, a carcinoma, or cancer of the epithelial tissue) is a complicated
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Fig. 4.5.Experiment 3 (with N=12).Final steady state distributions of the chemical con-
centration profiles u12(., 20) and v12(., 20) over the surface of the sphere (mode n = 6
excitation).

Fig. 4.6.Experiment 3 (with N=16).Final steady state distributions of the chemical con-
centration profiles u16(., 20) and v16(., 20) over the surface of the sphere (mode n = 6
excitation). Figures 4.5 and 4.6 demonstrate the convergence of the numerical scheme.

phenomenon involving many inter-related nonlinear processes and, as such, presents
the mathematical modeller with a correspondingly complex set of problems to solve.
Even deciding which simplifying assumptions to make is a non-trivial task. It is
now thought that all cancers begin with the (genetic) mutation of a single cell into
a “transformed cell”. Subsequent mutations lead to the so-called transformed cells
escaping the body’s normal growth control mechanisms. If the transformed cells can
overcome any immune system attack then a small mass of proliferating cells may
be formed – a nascent solid tumour. Solid tumours are known to progress through
two distinct phases of growth – the avascular phase and the vascular phase. During
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Fig. 4.7.Experiment 4.Results from a numerical experiment attempting no specific excita-
tion of any particular mode. The graphs show the values of the coefficients Uj(t), plotted
against j, j = 1, . . . , 144 for each spherical harmonic at times t = 3, 15, 25 and 40 (read-
ing consecutively from top left to bottom right). The ordering of the components Uj(t) and
their associated spherical harmonic Ymn is as per section 4. The figure shows excitation of a
range of components with no particular mode dominating as predicted by the linear stability
analysis.

the former growth phase the tumour remains in a diffusion-limited, dormant state
(cf. multicell spheroids, carcinoma in situ) while during the latter growth phase,
invasion and metastasis may take place.

The initial avascular growth phase can be studied in the laboratory by cultur-
ing cancer cells in the form of three-dimensional multicell spheroids([46, 67] and
references therein). It is well known that these spheroids, whether grown from
established tumour cell lines or actual in vivo tumour specimens, possess growth
kinetics which are very similar to in vivo tumours. Typically, these avascular nod-
ules may grow to a few millimetres in diameter depending on the cell types and the
culture conditions used, although carcinoma in vivomay reach dormancy at a small-
er size of between 250–500µm [46, 67]. Cells towards the centre of the spheroid,
being deprived of vital nutrients, die and give rise to a necrotic core. Proliferating
cells can be found in the outer three to five cell layers, that is, essentially on the
surface of the tumour. Lying between these two regions is a layer of quiescent cells,
a proportion of which can be recruited into the outer layer of proliferating cells.
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Fig. 4.8.Experiment 4.Final steady state distributions of the chemical concentration profiles
u12(., 40) and v12(., 40) over the surface of the sphere, in the situation where no single mode
is excited.

Much experimental data has been gathered on the internal architecture of spheroids,
and studies regarding the distribution of vital nutrients (for example, oxygen) and
metabolites within the spheroids have been carried out [24, 77].

The transition from the dormant avascular state to the vascular state, wherein
the tumour possesses the ability to invade surrounding tissue and metastasise to
distant parts of the body, depends upon its ability to induce new blood vessels from
the surrounding tissue to sprout towards and then gradually penetrate the tumour,
thus providing it with an adequate blood supply and micro-circulation and permit-
ting vascular growth to take place. It is during this stage of growth that the insidious
process of invasion takes place. Once vascularized, the tumours grow rapidly as
exophytic masses. In certain types of cancer, for example, carcinomas arising with-
in an organ, this process typically consists of columns of cells projecting from the
central mass of cells and extending into the surrounding tissue area and the local
spread of these carcinomas often assume an irregular jagged shape. We also note
however, that not all tumours require vascularization to occur prior to invasion – in
some tumours some amount of invasion is accomplished through the secretion of
enzymes which degrade the local tissue (see [3] and references therein); in others,
vascularization and invasion proceed simulatneously. By the time a tumour has
grown to a size whereby it can be detected by clinical means, there is a strong
likelihood that it has already reached the vascular growth phase.

Prior to successful completion of angiogenesis, the avascular tumour, although
dormant (or quasi-dormant) with regard to its growth, is still very much in a
“dynamic state of equilibrium”, with cell birth and proliferation in balance with
cell loss and death. Many previous mathematical models (for example, [7, 8, 11]
and references therein) have modelled this avascular phase of growth by a spherical
mass of tumour cells whose radially symmetric growth is governed by (i) the distri-
bution of a vital nutrient such as oxygen and (ii) the distribution of a generic growth
inhibitory factor, the existence and properties of chemicals which inhibit mitosis
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being very well documented, for example, [34]. The growth inhibitory factor and
nutrient distributions compete to control the tumour cell proliferation and therefore
ultimately the size of the tumour.

However it is also known that tumour cells themselves secrete growth-promot-
ing factors [53]. Reference [12] studied the evolution of the concentrations of both
growth-inhibiting and growth-promoting factors governed by a system of reaction-
diffusion equations on the surface and interior of a sphere. The predicted spatially
heterogeneous steady-states of these two chemicals were shown to correspond to
observed regions of cellular heterogeneity in actual solid tumours. The results pre-
sented in [12] were purely theoretical and depended entirely upon a linear stability
analysis. In this section we once again consider the rôle that pre-pattern theory may
play in the growth and invasion of tumours, but, in this case, we will extend and
substantiate the work in [12]. In formulating our model we take into account the
following observations:

• Experimental results have demonstrated that tumour cells secrete both growth-
inhibiting and growth-activating chemicals in an autocrine manner [53] and that
the balance and interaction between these factors play an important role in the
development and progression of tumours [21, 45, 53, 54, 58].

Growth inhibitors:

• Transforming growth factor betas (TGF-βs) constitute a family of local mediators
that regulate the proliferation and functions of many cell types. Indeed TGF-βs
have an identified effect of specifically suppressing tumour cell proliferation in
many types of cancers [1, 36, 44, 55, 79], including carcinomas.

• TGF-βs also are known to induce apoptosis (cell death) in carcinoma cells [79]
and can stimulate the synthesis of the extracellular matrix and equally important-
ly the tumour stroma. They have therefore been implicated in controlling cancer
invasion [2, 75].

Growth promoters:

• There is also much evidence to demonstrate that many types of tumour cells
(including carcinoma cells) also secrete a variety of growth-promoting fac-
tors. For example, epidermal growth factor (EGF) and transforming growth
factor-α (TGF-α) [80]; basic fibroblast growth factor (bFGF) [70]; platelet-
derived growth factor (PDGF) [76]; insulin-like growth factor (IGF) [15] [54]
[73]; interleukin-1α (IL-1α) [81] [33] and granulocyte colony-stimulating fac-
tor (G-CSF) [45].

Interestingly, and indeed perhaps somewhat paradoxically [38], tumour-necrosis-
factor-α (TNF-α) has been identified as both a growth promoter (increasing the
proliferation of tumour cells) [13, 64, 78] and also as a growth inhibitor (inhibit-
ing cell proliferation) [52], [63]. The precise function of this cytokine appears to
depend on the cell type it acts on and its concentration level.

• Not only can we identify specific growth inhibitors and activators (as opposed
to generic chemicals), but there is direct experimental evidence that in tumour
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cell lines these chemicals interact and modulate the effect of each other [10, 17,
22, 26, 39, 50, 57, 64, 68].

In addition to the above experimental observations, it is also well known that the
timescale of a growing tumour (even a fast-growing, aggressive, invasive tumour)
is very much slower than the diffusion timescale of chemicals. This fact has been
exploited in almost all of the previous mathematical models for avascular tumour
growth (cf. [7, 8, 11] and references therein). Any chemical which is produced by
the tumour cells will therefore diffuse and reach a steady-state distribution within
its domain on a much faster timescale than the growing tumour itself. We therefore
consider the possibility of the development of a genuine heterogeneous chemical
pre-pattern on the surface of a solid tumour which takes place prior to successful
angiogenesis. This chemical pre-pattern predisposes cells in certain regions on the
surface of the tumour (that is, in regions where the concentration of the growth-pro-
moting factor is high) to invasion and subsequently facilitates the vascular, invasive
growth.Suchcellularheterogeneity in tumours iswelldocumented[5,35,51,61].We
also make the following reasonable mathematical assumptions for the model:

• We assume that the tumour is perfectly spherical in shape and that it has grown
in a radially symmetric manner.

• We assume that the tumour has reached its diffusion-limited avascular maximum
size and consists of a large internal necrotic core surrounded by a thin layer of
proliferating cells at the surface. The thin layer of live cells essentially defines
the surface of the solid tumour.

• We assume that the production of the growth promoting and growth inhibitory
factors is restricted to the thin layer of live, proliferating cells at the tumour
surface.

Some of the assumptions of the model may be relaxed without affecting the
main results of the model. For example, (i) the growth factors may be considered
to be produced and/or distributed throughout the interior of the tumour. This would
correspond, for example, to the case of a spheroid which had not quite reached
its state of dormancy or an in vivo carcinoma of around 250–500 µm in diameter,
where the cells in the interior of the tumour were still viable and proliferating; (ii)
the tumour may be non-spherical in shape. Both of these situations would require
more general 3D domains to be studied numerically and this would require modi-
fying and extending the numerical scheme of Section 3. However, the theoretical
analysis of [12] on fully 3D spherical domains indicates that the final distribution
of chemicals at the surface of a sphere would be similar to those results obtained
in the previous section.

The mathematical model we therefore propose consists of a system of reac-
tion-diffusion equations on the surface of a sphere (that is, the tumour surface),
modelling the interaction of the growth-promoting and growth-inhibiting chemi-
cals which are produced by the tumour cells. We denote the concentration of the
growth-promoting factor by u (for example, EGF or IGF) and the growth-inhibit-
ing factor by v (for example, TGF-β). Although evidence exists for the interaction
between the growth inhibiting factors and the growth promoting factors identified
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previously, in the absence of any detailed information regarding the specific kinetic
interactions, the system we consider is given by:

ut = �∗u+ γf (u, v),

vt = d�∗v + γg(u, v), (5.1)

where, as before, �∗ is the Laplace-Beltrami operator, d, γ are positive constants
and the functions f (u, v), g(u, v) model the interactions between the two chemi-
cals.

Using the numerical scheme developed in Section 3, and with an appropriate
choice of functions f, g, we can solve such a system on the surface of a sphere. As
we have already seen, given a set of parameter values which satisfy the conditions
for Turing-instability, we can obtain spatially heterogeneous steady-state distribu-
tions of the two chemicals on the surface of the tumour, thereby extending the
results of [12]. We now discuss the relevance of a spatially heterogeneous chemical
pre-pattern to the experimentally observed cellular heterogeneity in carcinoma and
multicell spheroids, and also to the invasion characteristics of carcinoma.

It is a well-known feature of solid tumours such as carcinomas that they invade
the surrounding local tissue with columns of cells projecting outward from the cen-
tral mass. We suggest that while a solid tumour is in its avascular, dormant state,
a steady-state chemical pre-pattern, such as was illustrated in the figures in Sec-
tion 4, is set up. As has already been noted, this is feasible given the difference in
timescales between the tumour growth rate and the diffusion rate of the chemicals
([11, 12]). Once angiogenesis takes place and the tumour becomes vascularized,
tumour cells which are located on the surface in regions of high concentrations of
the growth promoting factor will be stimulated into proliferating faster and begin
to invade the local tissue through increased migration. A chemical pre-pattern of
this type is also consistent with the observation that tumours can directly manipu-
late their local environment by secretion of the growth factors. Thus this chemical
pre-pattern will not only predispose the tumour cells to higher proliferation and
increased mobility but will also directly affect the local surrounding tissue as well,
thus facilitating invasion of the tissue by the cells [2, 36].

Under the assumption that the rate of cell out-growth is proportional to the
concentration of growth promoting chemical we can simulate the early invasion
of a carcinoma. In Figure 5.1 we illustrate the possible columnar out-growths of
invading cancer cells from regions of the tumour surface (that is, exophytic growth)
where there is a high concentration of growth promoting factor. We have assumed
that cells on the surface of the tumour which are located in regions of high concen-
tration of growth-activating chemical will have a proliferative advantage over cells
in regions of high growth-inhibiting chemical. This figure is obtained by plotting
in 3D the values of the function

1 + ε

N−1∑
n=1

∑
|m|≤n

Umn (∞)Ymn (x)


 x

as x ranges over S, where ε = 0.5 and Umn (∞) are the components (u12(x, 40))
of the heterogeneous steady state computed in Experiment 4 of §4 (see figure 4.8).
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Fig. 5.1.Possible columnar outgrowths of invading cancer cells from the underlying chem-
ical pre-pattern observed in figure 4.8 under the assumption that cells in a region of high
concentration of the growth-promoting factor have a proliferative advantage.

It is clear from this figure that columns of invading cancer cells are projecting out
from the central mass, as is clinically observed in carcinomas.

In the next section we further develop and extend the above model by con-
sidering a growing tumour, and posing the reaction-diffusion system on a time-
dependent, growing domain.

5.2. Application to a growing spherical tumour

The results of the previous section were obtained by considering the reaction-diffu-
sion system on a domain of fixed size, that is, the surface of the unit sphere. The fact
that a tumour grows on a much slower timescale than the diffusion of the chemicals
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enabled a genuine chemical pre-pattern to form. The model, as described, is there-
fore most applicable when applied to a solid tumour which has already reached its
diffusion-limited avascular size. However, in the case of smaller tumours which
are still growing, growth promoting and growth inhibiting chemicals will still be
produced by the tumour cells. These chemicals will reach a steady-state distribu-
tion (on a faster timescale than the tumour growth rate) and a pre-pattern will be
formed. If the tumour is not at the stage of its growth where invasion of the tissue
occurs, then it will continue to grow, the chemicals will form a new pre-pattern (on
a faster timescale) and so on. Thus a more appropriate and realistic way to model
the distribution of the chemicals on the surface of a growing tumour would be to
consider the reaction-diffusion system on a growing, time-dependent domain and
this is what we carry out in this section.

In this case we can therefore define the surface of the tumour as a moving-
boundary with radius R(t), where the evolution of R(t) defines the growth of the
tumour. The functionR(t)will obey some ordinary differential equation governing
the growth of the tumour (for example, the Gompertz growth law or the logistic
growth law) but we are not concerned with the precise functional form here, only
thatR(t) is some monotonically increasing function. We note that this is consistent
with many previous models of avascular tumour growth (see [9] for a review). We
also note that although there has been some work carried out on reaction-diffusion
systems on time-dependent domains, none of these has been posed formally as
a moving-boundary problem, focussing instead on uniform growth of the entire
domain [4, 14, 37, 60].

We therefore now consider the application of the results of Sections 4 and 5.1
to the case of the growing domain described above. The reaction-diffusion system
is therefore considered on the domain S(t), the surface of the sphere of radius
R(t), that is, S(t) = {x ∈ �3 : |x| = R(t)}. Since, in spherical polar coordinates,
(r, θ, φ), the Laplacian takes the form

� = ∂2

∂r2
+ 2

r

∂

∂r
+ 1

r2
�∗,

the diffusion operator on the surface of the sphere S(t) is simply 1
[R(t)]2�∗. The

reaction-diffusion system on S(t) is then

ut = 1

[R(t)]2
�∗u+ γ (a − u+ u2v), (5.2)

vt = d

[R(t)]2
�∗v + γ (b − u2v), (5.3)

which is to be solved for functions u, v of θ, φ and t (cf. the formulation of [14]).
Equivalently we can consider the system (5.2), (5.3) to be solved on S × [0,∞),
where S is the original fixed unit sphere.

It is possible to prescribe in detail the specific growth law of an avascular
tumour and then couple the ODE modelling this to (5.2), (5.3). However, since we
are interested only in qualitative results in this paper, it is sufficient to consider
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monotonically increasing functions of time for R(t), and here we restrict to the
case

R(t) = 1 + αt, α > 0,

representing linear growth. The parameter α may be thought of as a nominal mea-
sure of the rate of growth, R′(t), with large values of α indicating fast growth
and small values of α indicating slow growth. Other forms of growth may also be
considered but we consider only linear growth here.

We solved (5.2) and (5.3) using our numerical scheme in the case of linear
growth, with R(t) = 1 + 0.1t (the value of α = 0.1 being chosen arbitrari-
ly; other values of α give similar results, with the patterns appearing more slow-
ly/quickly as α is smaller/larger). The parameter values used in the simulations
were a = 0.2, b = 1, γ = 5, d = 100, chosen thus to guarantee instability. Intu-
itively one would expect that as the tumour grows and R increases monotonically
with t , different modes will become excited. This is further substantiated when one
carries out a linear stability analysis on (5.2), (5.3), the results of which show that
the effect of the growing domain R(t) is essentially to modify (4.5) to give

R2(t) γL(a, b, d) < k2 < R2(t) γM(a, b, d) . (5.4)

Thus as the domain grows, the interval of instability changes and consequently the
range of wavenumbers which can become excited changes with time. Indeed from
(5.4) it is expected that, for a monotonically increasing function R(t), the interval
of instability [R2(t)γL, R2(t)γM] is shifted “to the right” on the k2-axis and that
higher order modes become unstable as t increases. One would therefore expect to
observe a “dynamic” spatially heterogeneous pattern which evolves with time and
is dominated by ever higher order modes as t increases.

Figure 5.2 shows the results of numerical simulations illustrating the specific
modes which become excited with increasing time t . In this figure, using the same
notation as in Section 4, we plotUj(t) against j for specific t thus indicating which
particular modes have been excited (the results for Vj (t) are the same). As we can
see at an early time t = 9, essentially modes in the range 0 ≤ j ≤ 20 are excited.
However the dominant excited mode numbers change as time evolves and at t = 15
higher order modes up to j = 45 are becoming excited. In the last plot in the figure,
at a time of t = 21, the amplitude of the lower modes is decreasing, there is a clear
excitation of several modes in the range 70 ≤ j ≤ 80 and indications that modes
around j = 110 are becoming excited. Essentially then, as t increases, ever high-
er order modes are excited (as predicted above from (5.4) ) indicating a dynamic
pattern (slowly) evolving in time. The actual spatio-temporal distributions of the
two chemicals on the surface of the tumour corresponding to the above figures
are given in Figure 5.3. Clearly one can see that the spatial patterns generated are
heterogeneous and change with time.

The results of these numerical simulations give a predictive insight into the “dy-
namic activity” which occurs during the growth of solid tumours and are
consistent with the experimentally and clinically observed proliferative hetero-
geneity of cancer cells in solid tumours [5,24,35,51,61].
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Excited Modes in Growing Domain:R(t) = 1+0.1t atTime t = 21
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Fig. 5.2.Results of a numerical simulation in the growing tumour case. The graphs show the
values of the coefficients Uj(t), plotted against j, j = 1, . . . , 144 for each spherical har-
monic at times t = 9, 15 and 21. The ordering of the components Uj(t) and their associated
spherical harmonic Ymn is as per section 4. The results show that as time increases and the
tumour grows higher order modes are predominantly excited.

In the computation of the growing tumour, particular care is needed to ensure
that the numerical results are accurate enough to be meaningful. Since the solution
is dynamically accummulating higher mode components as time increases, we may
expect that numerical experiments with fixedN will become less and less accurate
with increasing time. In order to check the accuracy of our numerical simulations
we computed the solutions using parameters given by (4.12) above. With this choice
of parameters, we may expect exponential convergence of u4K(x, t) to u(x, t) (over
finite time intervals) as K increases. The computed approximate errors defined in
(4.13) for the growing tumour are as follows:

Table 2.Errors obtained from the accuracy test for the growing tumour calculations, calcu-
lated from (4.13).

t e2(t) e3(t)

9 2.38e-02 6.87e-04
15 8.36e-02 5.14e-03
21 3.77e-01 3.85e-02
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Fig. 5.3.Plots of the concentration profiles of the growth activating chemical, u, over the
surface of the sphere at times t = 9, 15 and 21 in the situation of a growing tumour. As
time increases higher order modes are excited and this is reflected in the changing chemical
concentration profiles on the surface of the tumour.

These results clearly show the decreased accuracy which may be expected when
we keep N and tol fixed and let t increase. They also show the increased accuracy
attained by increasingK in (4.12). In particular they demonstrate that the growing
tumour calculations in Figures 5.2 and 5.3 (which use K = 3, leading to N = 12)
should be accurate to about 2 decimal places up to time t = 21. In order to maintain
this level of accuracy at later times, higher values ofK andN must be used which,
of course, leads to an increase in computational time.
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6. Discussion and conclusions

In this paper we have studied systems of reaction-diffusion equations on the sur-
face of a sphere and have developed an appropriate numerical method for solv-
ing these systems. We have applied the pre-pattern theory (Turing-type models) of
reaction-diffusion systems to a novel biological (pathological) problem – that of the
growth of solid tumours, for example, carcinomas – and, moreover, have suggested
a number of specific chemicals which may be involved in this process. Finally, we
have studied the system of reaction-diffusion equations on a growing domain using
a moving-boundary formulation. This formulation models the dynamic process of
tumour growth more realistically.

The numerical method which was developed here is based on the spectral meth-
od of lines with the addition of the novel feature of a fast and efficient implemen-
tation of the reaction kinetics using Fast Fourier Transforms. This was shown to
reduce the number of operations involved in the numerical calculations of the
kinetics fromO(N4) toO(N3 logN) operations. From the numerical experiments
performed, the method appeared robust and gave very reasonable run-times. When
tested against the predictions of a linear stability analysis, the numerical results
agreed well with the predicted spatially heterogeneous steady states. We note that
in principle the method may be extended to other non-Euclidean domains (for exam-
ple, more general manifolds and non-spherical surfaces), permitting more accurate
modelling of (in our application) solid tumour growth.

We have also shown in this paper that the spatially heterogeneous chemical
pre-patterns which arise on the surface of a sphere may be an important process
occurring in solid tumour growth and may help to explain certain clinically and
experimentally observed phenomena in carcinoma and multicell spheroids, that is,
the heterogeneous distributions of proliferating cells in carcinoma and multicell
spheroids and the characteristic invasive patterns of these cancers. Of course there
are many other factors and processes which are involved in tumour growth, for
example, the distribution of nutrient supply to the cancer cells. These are also very
important and we certainly do not claim that the results of the model provide a com-
plete answer to the problem of cancer growth and invasion but rather may be an
important part of the complex overall mechanisms governing solid tumour growth
(cf. [53, 54, 58, 69]).

To this end, we note that there are several features of solid tumour growth which
suggest that a reaction-diffusion mechanism may be operating. First of all, there
are actually present in this system identifiable chemicals which both promote and
inhibit the growth of tumour cells. We have identified a number of chemicals known
to be produced by tumour cells (that is, the autocrine production of growth factors)
which have growth promoting and growth inhibitory effects on cell proliferation. In
addition to the opposite effects on cell proliferation (promotion and inhibition), we
have also shown that there is experimental evidence that certain of these chemicals
interact with each other. Next, the time scale for the growth of a solid tumour is very
slow in comparison to the time needed for a diffusing substance to reach steady
state concentration and hence there is the opportunity for a genuine pre-pattern to
form. There also appears to be a natural critical domain size in this system, that is,
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the size of carcinoma in its diffusion-limited, avascular state. Whilst in this state,
no invasion of the surrounding tissue can take place but, once vascularized, rapid
exophytic growth (that is, growth from the surface) does occur. Finally, we note
that many of the standard problems inherent in Turing models regarding robust-
ness, that is, the same pattern must be repeated faithfully time and time again with
the requirement that only a small number of patterns are selected in a robust and
controlled manner, are not present in the case of solid tumour growth. The observed
“invasion patterns” of in vivocarcinomas vary greatly from individual to individual.
It is well known that cellular heterogeneity is not only observed within an individ-
ual tumour/multicell spheroid but varies from tumour to tumour. The results of
figures 4.7, 4.8, 5.2, 5.3 are particularly appropriate in this respect. In these figures
a range of modes was excited resulting in a highly heterogeneous (and, in the case
of figures 5.2, 5.3, dynamic) distribution of chemical concentrations on the surface
of the tumour.

The novel application of our system of reaction-diffusion equations to a grow-
ing, spherical domain has enabled us to model more realistically an actual growing
solid tumour and we believe that the results of the numerical simulations of Sec-
tion 5.2 are highly consistent with in vitro experimentally observed proliferative
heterogeneity of cancer cells in solid tumours at all stages of their development [5,
24, 35, 51, 61]. We also believe that the results of the numerical simulations are
consistent with actual in vivo clinical observations. Although we have been unable
to find data such as the real-time growth profile of an actual in vivo tumour, it is
clear from the plethora of illustrations in pathology text books, for example [25,
47], that many solid tumours grow from an initially solid central mass of tumour
cells into an amorphous invading mass with many columns of cells projecting out
from the surface (cf. Figure 5.1). It is not unreasonable to suggest therefore that
the early and intermediate shapes and forms of these invading cancers are similar
to those predicted by our model.

Finally, the results of the model suggest that some degree of control or reg-
ulation of cancer invasion may be possible through manipulation of the levels of
growth factors as has already been suggested experimentally by [2, 36, 66], that
is, it may be possible to intervene with the growth factor kinetics in such a way as
to ensure that, even if one cannot halt the growth of a cancer, one may be able to
prevent the highly heterogeneous distributions of proliferating cells from occurring
[20, 21, 45, 59, 71]. Given that a solid tumour can be detected at an early enough
stage in its development (for example, the avascular stage), this fact alone may
prevent the irregular spread of columns of cancer cells into the surrounding tissue
and may reduce the likelihood of the secondary spread of the disease.

Acknowledgements.Part of this work was carried out while the third author was a visiting
fellow in the School of Mathematics, University of New South Wales under the School’s
Computational Mathematics Special Research Grant. The work of the first author was partly
supported by a SHEFC Research Development Grant (099). The authors gratefully acknowl-
edge this support.



Spatio-temporal pattern formation on spherical surfaces 415

Appendix: Simplified error analysis

In this appendix we give a brief error analysis for the numerical method (3.11) for
(1.1). For ease of exposition we consider only the scalar case:

ut = D�∗u+ f (u), (A.1)

to be solved for u : S × [0,∞) → �, with D > 0 and f : � → � given, subject
to

u(x, 0) = u0(x), x ∈ S. (A.2)

However all the results given here can be extended in an obvious way to the case
of a system (s > 1 in (1.1)).

Although there is a large literature on spectral methods for parabolic equa-
tions on Euclidean domains (for example, [72]), these do not apply directly to the
equations on the unit sphere S of interest here and the purpose of this appendix is
to explore this non-standard case. We shall assume here that (A.1) has a smooth
solution u valid for t ∈ [0, T ], with some finite T and we shall obtain estimates for
the accuracy of our numerical method on [0, T ]. Using different arguments (such
as in [27]) it should also be possible to obtain results on the long time behaviour of
our scheme.

Before we can describe the numerical analysis of (A.1), we first need to recall
some elementary facts about spherical harmonic approximation on S. An excellent
reference for the results discussed here is [23].

Spherical harmonics: elementary properties

Let L2 denote the space of square-integrable complex-valued functions on S. This
is a Hilbert space with inner product and norm:

(v,w) =
∫
S

vw , ‖v‖L2 = (v, v)1/2 .

The spherical harmonics Ymn , |m| ≤ n , n ∈ � defined in §2 are a complete
orthonormal sequence in L2, that is, for each v ∈ L2,

v =
∞∑
n=0

∑
|m|≤n

v̂mn Y
m
n , where v̂mn = (v, Ymn ) . (A.3)

Thus, equivalent definitions of the inner product and norm on L2 are:

(v,w) =
∞∑
n=0

∑
|m|≤n

v̂mn ŵ
m
n , ‖v‖L2 =




∞∑
n=0

∑
|m|≤n

|v̂mn |2



1/2

. (A.4)

For r ∈ �, r ≥ 0, the Sobolev space Hr on S can be defined as the space of all
functions v ∈ L2 such that

∞∑
n=0

∑
|m|≤n

(n+ 1/2)2r |v̂mn |2 < ∞ , (A.5)
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with v̂mn as in (A.3). Again Hr is a Hilbert space with inner product

(v,w)Hr =
∞∑
n=0

∑
|m|≤n

(n+ 1/2)2r v̂mn ŵ
m
n (A.6)

and norm ‖v‖Hr = (v, v)
1/2
Hr . Since, by (2.3), we have (−�∗ + 1/4)Ymn = (n +

1/2)2Ymn , it follows that (−�∗ + 1/4) is a well-defined positive definite bounded
operator on H 2 and an alternative formula for the norm on Hr is:

‖v‖Hr = ‖(−�∗ + 1/4)r/2v‖L2 . (A.7)

With χN as defined in §3, the orthogonal projection PN : L2 → χN is defined
by the truncated Fourier series:

PNv =
N−1∑
n=0

∑
|m|≤n

v̂mn Y
m
n .

The fundamental properties of PN are easy to describe using Fourier series argu-
ments: If v ∈ Hr , then for 0 ≤ s ≤ r , we have the approximation property:

‖v − PNv‖Hs =



∞∑
n=N

∑
|m|≤n

(n+ 1/2)2s |v̂mn |2



1/2

≤
(

1

N

)r−s
‖v‖Hr . (A.8)

Also, for any vN ∈ χN , we can write

vN =
N−1∑
n=0

∑
|m|≤n

α̂mn Y
m
n ,

with α̂mn = (vN , Y
m
n ) and so, for 0 ≤ s ≤ r , we have the inverse estimate:

‖vN‖Hr =
N−1∑
n=0

∑
|m|≤n

(n+ 1/2)2r |α̂mn |2 ≤ (N + 1/2)r−s‖vN‖Hs . (A.9)

The well-known addition theorem for (complex) spherical harmonics yields the
identity: ∑

|m|≤n
|Ymn (x)|2 = 2n+ 1

4π
, for all x ∈ S, n ≥ 0.

Then, if v ∈ H 1+ε , ε > 0, we can apply the Cauchy-Schwarz inequality to the
left-hand equation in (A.3) to obtain a Sobolev embeddingresult

|v(x)| ≤



∞∑
n=0

(n+ 1/2)−2(1+ε) ∑
|m|≤n

|Ymn (x)|2



1/2

‖v‖H 1+ε ≤ Cε‖v‖H 1+ε ,

(A.10)
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whereCε denotes a constant independent of v. Combining this with (A.9) it follows
that for vN ∈ χN , there exists a constant C′

ε such that

‖vN‖∞ ≤ C′
εN

1+ε‖vN‖L2 , N ≥ 0. (A.11)

As well as these properties of spherical harmonics, we shall also need the fol-
lowing rudimentary vector calculus on the manifold S. Introduce the usual spherical
polar coordinates: x = (sin θ cosφ, sin θ sin φ, cos θ)T , (θ, φ) ∈ [0, π ]×[0, 2π ]
and the spherical gradient (see [23, page 13])

∇∗v(x) = ê1
1

sin θ

∂v

∂φ
+ ê2

∂v

∂θ
,

where ê1 = (− sin φ, cosφ, 0)T , ê2 = (cos θ cosφ, cos θ sin φ,− sin θ)T . For
these we have Green’s first identity(see [23, page 16]):

−
∫
S

(�∗v)w =
∫
S

∇∗v.∇∗w =: (�∗v,∇∗w), (A.12)

which is valid for all v ∈ H 2 and w ∈ H 1. With these preliminaries we can now
analyse the method introduced in §3 for the model equation (A.1).

Spectral method for (A.1)

Returning to (A.1) (which we assume to have a smooth solution u), multiplying by
a test function v, integrating over S and using (A.12), we see that u = u(x, t) is a
solution of the weak formulation:

(ut , v) = −D(∇∗u,∇∗v)+ (f (u), v) , for all v ∈ H 1, t > 0 , (A.13)

subject to initial condition (A.2). Our numerical method (in analogy with (3.11))
for (A.13) is to seek uN = uN(x, t) with uN(·, t) ∈ χN for all t ≥ 0, such that

((uN)t , vN) = −D(∇∗uN,∇∗vN)+ (f (uN), vN)M , for all vN ∈ χN , t > 0,
(A.14)

subject to
uN(x, 0) = u0(x), x ∈ S. (A.15)

Here (·, ·)M is the discrete inner product as defined in (3.9). For convenience we
assume here that u0 ∈ χN so that writing (A.15) makes sense. This is the case in all
our numerical experiments in this paper. The extension to arbitrary smooth initial
data is straightforward [72]. Then, by writing

uN(x, t) =
N−1∑
n=0

∑
|m|≤n

(ûN (t))
m
n Y

m
n (x), (A.16)

(A.14) can be reduced to a nonlinear system of ODEs for the coefficients (ûN (t))mn .
If we assume that f is Lipschitz in a neighbourhood of the range of u then this
system has a unique solution for large enough N (see, for example, [72]).
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For the analysis of (A.14), (A.15) it is useful to introduce the function ũN (·, t) :=
PN {u(·, t)} , for t > 0. Using (A.12) it is easy to prove that for all t , ũN (t) is also
the “elliptic projection”:

(∇∗ũN ,∇∗vN) = (∇∗u,∇∗vN) , for all vN ∈ χN. (A.17)

Setting ρN = u− ũN , we then have, on recalling (A.8) and noticing that (ũN )t =
PNut ,

‖ρN‖L2 ≤
(

1

N

)r
‖u‖Hr , ‖(ρN)t‖L2 ≤

(
1

N

)r
‖ut‖Hr . (A.18)

(Note that the norm on S of a function of (x, t) ∈ S × [0,∞) is a function of t .)
The convergence of the solution uN of (A.14), (A.15) will depend on an

appropriate choice of the integer M in the discrete inner product (·, ·)M appearing
in (A.14). For the purposes of this simplified error analysis we shall consider only
the case when M can be chosen so that

(f (vN),wN) = (f (vN),wN)M for all vN,wN ∈ χN. (A.19)

For example iff is polynomial of degreep, thenf (vN)wN has degree (p+1)(N−1)
and (since (3.8) has degree of precisionM−2) the choiceM ≥ 2+ (p+1)(N −1)
will ensure that (A.19) holds.

Theorem A.1 Suppose thatf is Lipschitz in a neighbourhood of the range ofu
and suppose thatM is chosen so that (A.19) holds. Then fort ∈ [0, T ], we have
the superalgebraic error estimate for the method (A.14) applied to (A.13):

‖u(·, t)− uN(·, t)‖L2 ≤ C

(
1

N

)r ∫ T

0
{‖u(·, τ )‖Hr + ‖ut (·, τ )‖Hr } dτ,

for any r ≥ 0 where C is a constant which may depend on T and r .

Proof .We begin by writing u− uN = ρN + θN , where θN = ũN − uN . Then we
have, for all vN ∈ χN ,

((θN)t , vN)+D(∇∗θN ,∇∗vN) = ((ũN )t , vN)+D(∇∗ũN ,∇∗vN)
−((uN)t , vN)−D(∇∗uN,∇∗vN).

Using (A.14), (A.17) and then (A.13) we have for all vN ∈ χN ,

((θN)t , vN)+D(∇∗θN ,∇∗vN) = ((ũN )t , vN)+D(∇∗ũN ,∇∗vN)− (f (uN), vN)M
= ((ũN )t , vN)+D(∇∗u,∇∗vN)− (f (uN), vN)M
= (f (u), vN)− (f (uN), vN)M − ((ρN)t , vN).

Hence with vN = θN and using D > 0, we have

1

2

d

dt
‖θN‖2

L2
≤ |(f (u), θN)− (f (uN), θN)M | + ‖(ρN)t‖L2‖θN‖L2

≤ |(f (u)− f (uN), θN)| + |(f (uN), θN)− (f (uN), θN)M |
+‖(ρN)t‖L2‖θN‖L2 . (A.20)



Spatio-temporal pattern formation on spherical surfaces 419

Now the arguments in [72] show that there is no loss of generality in assuming that
uN lies in the neighbourhood of u in which f is Lipschitz continuous. Using this
assumption (with Lipschitz constant γ ) on the first term on the right-hand side of
(A.20) and the assumption that M is consistent with f in the second yields

1

2

d

dt
‖θN‖2

L2
≤

{
γ ‖u− uN‖L2 + Cr

(
1

N

)r
‖uN‖L2 + ‖(ρN)t‖L2

}
‖θN‖L2 .

(A.21)
Hence, for some constant C,

d

dt
‖θN‖L2 ≤ C

{
‖θN‖L2 +

(
1

N

)r
‖u‖L2 + ‖ρN‖L2 + ‖(ρN)t‖L2

}
. (A.22)

Then, since θN(x, 0) = 0, the proof is completed by combining Grönwall’s lemma
with the estimates (A.18). ✷

Remark. It is clear from the above proof that the requirement (A.19) can be
weakened by requiring instead that the inequality

|(f (vN),wN)− (f (vN),wN)M | ≤ C

(
1

N

)r
‖vN‖L2‖wN‖L2 (A.23)

holds for all vN and wN ∈ χN , with vN in a neighbourhood of u. When f is
sufficiently smooth (but not necessarily polynomial) it is still possible to derive
formulae for M which ensure that (A.23) holds.
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