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Abstract We discuss a mathematical model of growth of two types of phytoplankton,
non-nitrogen-fixing and nitrogen-fixing, that both require light in order to grow. We
use general functional responses to represent the inhibitory effect their biomass has
on the exposure to light. We give conditions for the existence and local stability of
all of the possible steady-states (die out, single species survival, and coexistence).
We derive conditions for global stability of the die out and single-species steady-
states and for persistence of both species when the coexistence steady-state exists.
Numerical investigation illustrates the qualitative dynamics demonstrating that even
under constant environmental conditions, both stable intrinsic oscillatory behavior and
aperioddoubling route to chaotic dynamics are possible.Wealso show that competitor-
mediated coexistence can occur due to the positive feedback resulting from recycling
by the nitrogen-fixing phytoplankton. To show the impact of seasonal change in water
depth, we also allow the water depth to vary in an annual cycle and discuss echo
blooms in this context.
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1 Introduction

Phytoplankton play an important role in aquatic ecosystems as they generate most of
the oxygen that we breath. This population growth can be rapid, and typically occur
when temperature and nutrient levels rise, usually in late spring and autumn. This
rapid growth is commonly referred to as an “algal bloom”. Algal blooms occur in
freshwater as well as marine environments. While blooms can provide more food to
organisms higher up the food chain, too much phytoplankton can also do harm. Dis-
solved oxygen becomes rapidly depleted as the phytoplankton die, sink to the bottom
and decompose. This can result in the death of other organisms including shellfish,
crabs, and certain fish.

Nutrient and light are two fundamental resources required for the growth of phy-
toplankton (Chapin et al. 2011; Passarge et al. 2006). An increase in either nutrient
or light can help to overcome limitation by the other. How nutrient availability and
light intensity interact to affect aquatic ecosystem dynamics is an interesting question.
Attempts to explain patterns in the abundance of phytoplankton in ocean or lakes have
usually focused on the supply of limiting nutrients and on grazing pressure by zoo-
plankton (Kolokolnikov et al. 2009; Ruan 1993, 2001; Sarnelle 1992; Watson et al.
1996; Yuan 2012). The role of light has received far less consideration (Huisman and
Weissing 1994; Huisman and Weissing 1995; Kunz and Diehl 2003).

Observations from geochemical studies show that nitrate is often a limiting nutri-
ent, where as nitrogen is usually in ample supply. Numerous studies have shown
deficiencies in nitrogen inputs relative to outputs in several ocean basins (Bates et al.
1996; Gruber and Sarmiento 1997; Hood et al. 2001; Karl et al. 1992; Michaels et al.
1996; Sambrotto et al. 1993). Biological nitrogen fixation is a biochemical process
which can provide a remarkable new nitrogen supply inmarine ecosystems (Falkowski
1997; Karl et al. 1997; LaRoche and Breitbarth 2005; Vitousek and Howarth 1991).
Trichodesmium is the most prominent planktonic marine nitrogen fixer that uses
atmospheric nitrogen directly and converts it to nitrate. Measurement in the tropi-
cal North Atlantic, Arabian Sea, and Eastern Indian Ocean show nitrogen fixation
by Trichodesmium matches or exceeds nitrate flux into the upper water column, and
short-time inputs of new nitrogen from Trichodesmium blooms may be responsible
for initiating harmful algal blooms in the Gulf of Mexico (Capone et al. 1997; Car-
penter and Romans 1991; Coles et al. 2004; Monteiro and Follows 2009; Olascoaga
et al. 2005. The nitrogen-fixing Trichodesmium face numerous competitors that are
often faster growing, non-fixing phytoplankton species (Agawin et al. 2007). Stud-
ies (Bell et al. 1999) of parts of the Great Barrier Reef Lagoon (a shallow body of
water in Australia) have shown that in some sections, although Trichodesmium com-
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pete with the non-nitrogen-fixing diatom, new nitrogen produced by Trichodesmium
promoted growth of the other phytoplankton species and increased the final eutrophi-
cation. Therefore it is essential to understand the interactions between nitrogen-fixing
and non-nitrogen-fixing phytoplankton species, and how these are influenced by envi-
ronmental variations in the ecosystems.

There are many coupled physical-biological models used to study the interactions
of Trichodesmiumwith other phytoplankton. Hood et al. (2001) introduced a six com-
partment ecosystem model where the growth of Trichodesmium is controlled by light
and Trichodesmium competes for light with other non-nitrogen-fixing phytoplankton.
Then Trichodesmium pumps nitrogen into the system stimulating growth of other
phytoplankton; Later, in (Coles et al. 2004), this ecosystem model was embedded in a
3-dimensional circulation model of the Atlantic ocean (45◦N–20◦S). This model was
able to reproduce the general characteristics of Trichodesmium biomass distribution
and generate sequential blooms including secondary or “echo blooms” in a single
season. In both Coles et al. (2004), Hood et al. (2001), the authors mainly provide
numerical simulations based on the field data. Boushaba and Pascual (2005) intro-
duced a simpler 3-compartment model that includes two types of phytoplankton and
involves nonlinear interactions. Their mathematical analysis, showed that the model
was able to capture the essential features of larger model in Hood et al. (2001).

In this manuscript, we generalize the simpler model in Boushaba and Pascual
(2005) slightly, provide a more complete analysis based on two general functional
responses, investigate the role of the mixed-layer depth comparing constant versus
seasonally fluctuating, use a bifurcation approach to show that the model admits inter-
esting dynamics that was not reported in Boushaba and Pascual (2005), including the
possibility of chaotic dynamics.

The manuscript is organized as follows. We introduce the mathematical model in
Sect. 2, and provide a qualitative analysis of the model in Sect. 3, including the exis-
tence of the different possible steady-states and their local and global stabilities. We
also prove uniform persistence when the coexistence equilibrium exists. In Sect. 4 we
present the results of numerical investigation to complement the theoretical predic-
tions, including numerical continuation of invariant sets and numerical simulations. In
addition, we investigate the influence of the seasonal fluctuation of water depth on the
dynamics. Finally we summarize our results and discuss their ramifications in Sect. 5.

2 Mathematical model

We study a mathematical model in order to explore how nutrient availability and light
intensity interact to affect the dynamics of an aquatic ecosystem in which two types of
phytoplankton, non-nitrogen-fixing and nitrogen-fixing compete. We model an open
system in which nutrients are supplied from an external source (e.g., terrestrial runoff)
and/or from turn over from water from deep layers. We assume the water column is
well-mixed with depth h measured from zero at the surface to a maximum depth H at
the bottom of the water column. Since the water column is well-mixed, we assume that
the phytoplankton and nutrients are distributed homogeneously. Only the growth of the
non-nitrogen-fixing phytoplankton is assumed to depend on the nutrient availability.
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However, we assume that the two types of phytoplankton also compete for light, which
is assumed to be more intense at the surface.

In particular, we consider the following model which describes how the concen-
tration of the non-nitrogen-fixing phytoplankton population, P(t), the nitrogen-fixing
population Trichodesmium, T (t), and the nutrient, N (t) change as time, t changes.

P ′ = P

(
μ1G(P, T )U (N ) −

(
d1 + D + s1

H

))

T ′ = T

(
μ2G(P, T ) −

(
d2 + D + s2

H

))
(1)

N ′ = D

H
(N 0 − N ) − μ3PG(P, T )U (N ) + η1P

(
d1 + s1

H

)
+ η2T

(
d2 + s2

H

)
.

N is assumed to be a limiting nutrient for P , but not for T . The nutrient is supplied
by both mixing and from external sources (e.g., terrestrial run-off and/or turbulent
diffusion), as well as from recycling of both P and T , and the total concentration of
nutrient entering the water column has constant concentration N 0 and is entering the
water column at the rate D

H , which is inversely proportional to the maximal mixing
depth H (see Diehl 2002). In the absence of P and T , the concentration of N would
approach N 0.

The specific loss rates of P and T are assumed to occur from death and sinking,
as well as from water leaving the water column at the same rate that it is entering.
The death rate of P is denoted by d1 and of T by d2. These rates are assumed to be
independent of the column depth. Sinking is assumed to be proportional to sinking
velocity, denoted by s1 for P and s2 for T . It is assumed that both the sinking and
washout loss are inversely proportional to H , as described in Diehl (2002). N is
recovered due to recycling of the P and T that dies or sinks at recycling rate η1 for
P and η2 for T . It is assumed that 0 ≤ ηi < 1, i = 1, 2, since only a fraction of the
biomass that is recycled becomes nutrient N .

The maximum growth rate of P is denoted by μ1 and of T by μ2, and μ3 denotes
the maximal uptake rate. The function U (N ) is proportional to the uptake rate of
nutrient N by P when limitation by light is ignored. It is reasonable to assume that
the function U (N ) is continuously differentiable (C1) and satisfies:

U (0) = 0, U ′(N ) > 0, lim
N→∞U (N ) = 1.

The function G(P, T ) models the effect of the light intensity on the growth of both
P and T . For a discussion of several different approaches to modelling G(P, T ) see
Grover (1997). Although one might assume that light and nutrient are essential nutri-
ents and model their effect on growth using Liebig’s Law of the minimum, Huisman
and Weissing (1994, 1995) who have used that approach, provide a justification for
using a different approach that we think is more realistic. This alternative approach
was also used in Boushaba and Pascual (2005) and is used here. Instead, light and
nutrient are assumed to be interactive essential nutrients for the growth of P , and
although in the total absence of either there is no growth, the growth of P depends
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on the limiting nutrient level enhanced by a factor representing the photosynthetic
response to available light resulting in a multiplicative terms.

As described in Stomp et al. (2004), the vertical light gradient depends mainly
on the incident light intensity (Iin) at the water surface, the light spectrum, and the
light absorption by the phytoplankton species and suspended nutrient. According to
Lambert-Beer’s law, light intensity is constant at the water surface and declines expo-
nentially with depth, so that the underwater vertical light gradient, as a function of the
depth from the surface, h, can be described as,

I (P, T ; λ, h) = Iin(λ) exp((−kbg(λ) − k1(λ)P − k2(λ)T )h) , (2)

where λ denotes the wave length (assumed here to be constant), kbg(λ) the light
attenuation coefficient of background turbidity caused by all non-phytoplankton com-
ponents, and ki (λ), (i = 1, 2) the specific light attenuation coefficient of P and T ,
respectively.

Following the approach in Boushaba and Pascual (2005), Diehl (2002), we average
the local light over a mixed layer of depth H . Then I is approximated by a function,
G(P, T ; λ, H) related to the maximum depth H , instead of the water depth h. For
simplicity, we denote G(P, T ) := G(P, T ; λ, H), since both λ and H are constants.

We re-scale model (1) by making the change of variables P̂ = μ3
μ1

P , defining

G(P̂, T ) = G(
μ1
μ3

P̂, T ) = G(P, T ), and then dropping the hats for convenience. We
then also define

DH = D

H
, sHi = si

H
, (i = 1, 2)

mi = DH + di + sHi (i = 1, 2),

ξ1 = μ1η1(d1 + sH1 )

μ3(DH + d1 + sH1 )
, ξ2 = η2(d2 + sH2 )

DH + d2 + sH2
. (3)

Under this change of variables system (1) can be rewritten as:

P ′ = μ1PG(P, T )U (N ) − m1P (4a)

T ′ = μ2TG(P, T ) − m2T (4b)

N ′ = DH (N 0 − N ) − μ1PG(P, T )U (N ) + ξ1m1P + ξ2m2T . (4c)

By definition, mi > DH , i = 1, 2, and 0 ≤ ξ2 < 1, since 0 ≤ η2 < 1. We assume
also that 0 ≤ ξ1 < 1. This follows for example, if μ3 ≥ μ1 or if μ1 > μ3, is not
too much bigger than μ3. The former case is more likely, since more than one unit of
nutrient usually needs to be consumed by P to produce one unit of P .

In the remainder of themanuscript, unless otherwise stated,we consider the rescaled
model (4a, 4b, 4c), assuming that the functions G(P, T ) andU (N ) are C1 and satisfy
the following:

A(i) G(0, 0) > 0, ∂G
∂P < 0, ∂G

∂T < 0, lim
P→∞G(P, 0) = 0, lim

T→∞G(0, T ) = 0 ,

A(ii) U (0) = 0, U ′(N ) > 0, lim
N→∞U (N ) = 1.
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Examples of functions that satisfy assumptions A(ii) include: U (N ) = N p

N p + δ p
,

where p and δ are all positive constants. Functions of the form G(P, T ) =
θ

Pq + T q + k
where θ and k are all positive constants, and q ≥ 1 satisfy A(i). If

the effect of light is modelled differently, by using a Holling type II function
Î

Is + Î
,

where Is denotes the half-saturation constant for light-limited growth, and Î is given
in (2), then the light averaged in a mixed layer can be described by

G(P, T ) = 1

H

∫ H

0

Î

Is + Î
dh = ln(Is + Iin) − ln(Is + Iout )

(kbg + k1P + k2T )H
, (5)

where H is as before, and Iout = Iin exp([−kbg − k1P − k2T ]H). The proof that this
function G satisfies A(i) is provided in Appendix B.

Boushaba and Pascual (2005) consider the special case

U (N ) = N

K + N
and G(P, T ) = ε I0

H [kx + kP (P + T )] . (6)

i.e., they assume aHolling type II response functionU (N )with half saturation constant
K , they replaced a factor (1 − exp(−[kx + kP(P + T )]H)) that appears in their
derivation of G by the constant ε and I0 denotes the irradiance intensity at the surface
of the water, kP denotes the phytoplankton-specific attenuation coefficient, and kx is
the short-wave extinction.

All of these forms satisfy our general assumptionsA(i)–(ii). Instead of using specific
forms for the functions G and U in our theoretical results, we consider more general
forms satisfying only A(i) and A(ii). This will help us determine how the form of these
functions influence the dynamics. Using this approach, the analysis is more involved.
However, the results apply more generally and our conclusions can be adopted more
directly by other researchers. Aswell, we interpret the biologically relevant parameters
SP and ST in the model of Boushaba and Pascual (2005).

3 Qualitative analysis of system (4a, 4b, 4c)

3.1 Well-posedness and competition independent extinction

We begin the analysis by showing that system (4a, 4b, 4c) is well-posed, i.e. solutions
are uniformly bounded and non-negative. Since the vector field is C1, uniqueness of
solution to initial value problems holds. However, it is particularly interesting to note
that unlike formost chemostat models, N (t) is not necessarily asymptotically bounded
above by N 0 + ε, for arbitrary ε > 0.

Theorem 1 Consider the solutions of (4a, 4b, 4c) for which P(0) ≥ 0, T (t) ≥ 0, and
N (0) ≥ 0.
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1. If N (0) ≥ 0, then N (t) > 0 for all t > 0.
If P(0) = 0, then P(t) = 0 for all t ≥ 0. If P(0) > 0, then P(t) > 0 for all
t ≥ 0.
If T (0) = 0, then T (t) = 0 for all t ≥ 0. If T (0) > 0, then T (t) > 0 for all
t ≥ 0.

2. Select any ε > 0, P > 0 and T > 0 such that G(P, 0) < m1
μ1

, G(0, T ) < m2
μ2

.
Then the set

K=
{
(P, T, N ) : 0≤ P≤ P, 0≤T ≤ T , 0 ≤ N ≤ N 0 + ξ1m1P + m2ξ2T

DH
+ε

}
.

is a positively invariant compact attracting set, and hence the system is point
dissipative.

3. If G(0, 0) < m1
μ1

, then P → 0 as t → ∞; If G(0, 0) < m2
μ2

, then T → 0 as
t → ∞.

Proof 1. The results are straightforward since Ṅ |N=0 > 0, the plane with N = 0
repels into the interior of the positive cone, each coordinate plane where either P = 0
or T = 0 is invariant in the vector field C1, and all the solutions cannot reach the
boundary of the positive cone in finite time by the uniqueness of solutions of initial
value problems.

2. Note that by assumption A(i), such P > 0 and T > 0 always exist. Select any
solution with (P(0), T (0), N (0)) in the positive cone. First we show that there exists
a time t1 ≥ 0 such that T (t1) < T . Otherwise, if T (t) ≥ T for all t > 0, then
T ′(t) ≤ T (t)(μ2G(0, T ) − m2), and since μ2G(0, T ) − m2 < 0, it would follow
that T ′(t) → 0 as t → ∞, a contradiction. Now if for some t ≥ t1, T (t1) = T ,
then T ′(t) < 0. Hence, T (t) ≤ T for all t > t1. Since U (N ) < 1 for all N ≥ 0,
P ′(t) ≤ P(t)(μ1G(P(t), T (t)) − m1), for all t ≥ 0. It now follows similarly that
there exists t2 ≥ 0 such that P(t) ≤ P for all t ≥ t2. It then follows that for all
t ≥ t3 = max{t1, t2}, N ′(t) ≤ DH (N 0 − N (t)) + ξ1m1P + ξ2m2T . If N (t) ≥
N 0 + ξ1m1P+m2ξ2T

DH
+ ε for all t ≥ t3, then N ′(t) ≤ −εDH < 0, which implies

that N (t) → −∞ as t → ∞, a contradiction. Hence, there exists t4 ≥ t3 such that

N (t) ≤ N 0+ ξ1m1P+m2ξ2T
DH

+ε for all t ≥ t4. In part 1.we showed that all components
remain nonnegative. Hence, the result follows.

3. The results follow immediately from Eqs. (4a) and (4b), and assumption A(i).
�	

Next we state results concerning competition-independent extinction.

Theorem 2 Consider system (4a, 4b, 4c).

1. If G(0, 0) < m1
μ1

, then P → 0 as t → ∞.

2. If G(0, 0) < m2
μ2

, then T → 0 as t → ∞.

Proof These results follow immediately fromEqs. (4a) and (4b), and assumptionA(i).
�	
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3.2 Existence of steady-state solutions of system (4a, 4b, 4c)

We denote the “washout” equilibrium where neither phytoplankton is present and
the nutrient remains at the concentration N 0 by E0 = (0, 0, N 0). Equilibria of the
following form (where the components not indicated explicitly by zero are assumed
to be positive) are also possible for system (4a, 4b, 4c):

E1 = (P∗
1 , 0, N∗

1

)
, E2 = (0, T ∗

2 , N∗
2

)
, E3 = (P∗, T ∗, N∗) .

In this subsection we determine under what conditions these equilibrium points exist.
First we consider the existence of a single species survival steady-state of the form

E1 for which only the non-nitrogen-fixing population survives.

Theorem 3 There is a single species survival steady-state of the form E1 =(
P∗
1 , 0, N∗

1

)
, if and only if

G(0, 0) >
m1

μ1U (N 0)
. (7)

If (7) holds, then

P∗
1 = DH

m1(1 − ξ1)
(N 0 − N∗

1 ), (8)

where N∗
1 < N 0 is the unique solution of

G

(
DH

m1(1 − ξ1)
(N 0 − N∗

1 ), 0

)
= m1

μ1U (N∗
1 )

. (9)

Proof By Eq. (4a), P∗
1 and N∗

1 must satisfy

μ1G(P∗
1 , 0)U (N∗

1 ) = m1. (10)

Substituting this in Eq. (4c) and solving for P∗
1 , it follows that if a solution N∗

1 exists,
then P∗

1 must satisfy (8), and since P∗
1 > 0, then N∗

1 < N 0. By A(i)–(ii), G is a
decreasing function of P and U is an increasing function of N . Hence, (10) can only
be satisfied if (7) holds, hence (7) is a necessary condition. Now, replacing P in (4c)
by P∗

1 in (8), it follows that N∗
1 must satisfy (9).

It remains to show that a solution 0 < N∗
1 < N 0 of (9) exists and that it is unique.

Define

l(N ) := G

(
DH

m1(1 − ξ1)
(N 0 − N ), 0

)
and r(N ) := m1

μ1U (N )
.

We show that there is a unique solution satisfying l(N∗
1 ) = r(N∗

1 ), 0 < N∗
1 < N 0,

provided that (7) holds. l(0) < limN→0 r(N ) = ∞, and by (7), l(N 0) = G(0, 0) >
m1

μ1U (N 0)
= r(N 0). By A(ii), l ′(N ) > 0 and r ′(N ) < 0 for N ∈ (0, N 0). Therefore,

there is a unique intersection point, N∗
1 ∈ (0, N 0), and the result follows. �	
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Next we consider the existence of a single species survival steady-state of the form
E2 for which only the nitrogen-fixing population survives.

Theorem 4 There is a single species steady-state of the form E2 if and only if

G(0, 0) >
m2

μ2
. (11)

When (11) holds, T ∗
2 is uniquely defined by

G(0, T ∗
2 ) = m2

μ2
(12)

and
N∗
2 = N 0 + ξ2m2T ∗

2

DH
≥ N 0. (13)

Hence, there is at most one steady-state of the form E2.

Proof From Eq. (4b), T ∗
2 must satisfy: G(0, T ∗

2 ) = m2

μ2
. By (A(i)), G(0, 0) >

G(0, T ∗
2 ), sinceG is decreasingwith respect to T . Therefore, T ∗

2 > 0 exists if and only

if (11) holds, and T ∗
2 is uniquely defined by (12). That N∗

2 = N 0 + ξ2m2T ∗
2

DH
≥ N 0

follows by substituting T ∗
2 in the RHS of Eq. (4c), setting this equal to 0, and solving

for N∗
2 . �	

It is worth emphasizing here that when ξ2 > 0, then N∗
2 > N 0. This occurs due to

the production of nitrogen by the nitrogen-fixing Trichodesmium. This differs from the
phytoplankton-nutrient models or chemostat models with nutrient recycling in the lit-
erature, that do not include a nitrogen-fixing population (Edwards and Brindley 1997).

Finally, we consider when a coexistence steady-state of the form E3 for which both
the non-nitrogen-fixing and the nitrogen-fixing populations survive exists.

For convenience of notation, define

ξ = m1μ2

m2μ1
.

Theorem 5 There is a unique coexistence equilibrium of the form E3 if and only if

ξ < 1, (14)

G(0, 0) >
m1

μ1
, (15)

and one of the following holds:

1. U−1(ξ) < N 0 and G(
DH (N0−U−1(ξ))

m1(1−ξ1)
, 0) > m2

μ2
, or

2. ξ2 > 0, U−1(ξ) ≥ N 0, and G
(
0, DH (U−1(ξ)−N0)

m2ξ2

)
> m2

μ2
.

In both cases
N∗ = U−1(ξ), (16)
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In Case 1, define the function P(T ) := DH (N0−U−1(ξ))+ξ2m2T
m1(1−ξ1)

. Then T ∗ is the

unique solution of G(P(T ), T ) = m2
μ2

and P∗ = P(T ∗).
In Case 2, define the function T (P) := DH (U−1(ξ)−N0))+m1(1−ξ1)P

m2ξ2
. Then P∗ is the

unique solution of G(P, T (P)) = m2
μ2

and T ∗ = T (P∗).
Proof At the steady-state E3, by Eq. (4b),

G(P∗, T ∗) = m2

μ2
, (17)

and by Eq. (4a),

G(P∗, T ∗) = m1

μ1U (N∗)
. (18)

Therefore, by A(i)–(ii), it follows that P∗ and T ∗ can only be found, if (15) holds.
Equating the right hand sides of (17) and (18), it follows that N∗ is uniquely defined
by (16) provided (14) holds.

Case 1. Substituting (16) and (17) in (4c) and solving for P∗ as a function of T ∗, it
follows that

P∗ = DH (N 0 −U−1(ξ)) + ξ2m2T ∗

m1(1 − ξ1)
= P(T ∗).

P(T ) is an increasing function of T . Define F1(T ) := G(P(T ), T ), which is a
decreasing function of T with limT→∞ F1(T ) = 0 by A(i). But then (17) becomes
F1(T ∗) = m2

μ2
, and hence a unique solution always exists provided that F1(0) =

G(P(0), 0) = G(
DH (N0−U−1(ξ))

m1(1−ξ1)
, 0) > m2

μ2
.

Case 2. If ξ2 > 0 and U−1(ξ) > N 0, substituting (16) and (17) in (4c) and solving
for T ∗ as a function of P∗, if ξ2 > 0, it follows that

T ∗ = DH (U−1(ξ) − N 0)) + m1(1 − ξ1)P∗

m2ξ2
= T (P∗).

The argument is now similar to the argument for Case 1. Define F2(P) :=
G(P, T (P)), which is then a decreasing function of P and byA(i), limP→∞ F2(P) =
0. But then (17) implies that F2(P∗) = m2

μ2
. Hence a unique solution always exists

provided that F2(0) = G(0, T (0)) = G
(
0, DH (U−1(ξ)−N0)

m2ξ2

)
> m2

μ2
. On the other

hand, in this case ξ2 > 0 is necessary for E3 to exist, since if ξ2 = 0, by substituting
(16) and (17) in (4c), it follows that P∗ ≤ 0. �	

Again it is noteworthy that the concentration of nitrogen at the coexistence steady-
state is always less than N 0 if ξ2 = 0, but if ξ2 > 0 it can be less than N 0, equal to N 0,
or greater than N 0. This depends upon the productivity level of the nitrogen-fixing
population, T .

We conclude this subsection by pointing out that there is no coexistence steady-state
E3 unless the single species equilibrium point E2 also exists.
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Theorem 6 If E3 exists, then E2 also exists.

Proof In order for E3 to exist, one of the conditions 1. or 2. in Theorem 5 must hold.
By A(i), G(P, T ) is a decreasing function of both P and T , and so G(0, 0) > m2

μ2
must hold. By Theorem 4, it follows immediately that E2 also exist. �	

3.3 Local stability of equilibria of system (4a, 4b, 4c)

Here we give conditions for the local stability of the steady-states. The proofs not
shown can be found in Appendix A.

Theorem 7 1. E0 is locally asymptotically if G(0, 0) < min

{
m1

μ1U (N 0)
,
m2

μ2

}
,

and unstable if the inequality is reversed.
2. When E1 exists, i.e. (7) is satisfied, then it is locally asymptotically stable if,

G(P∗
1 , 0) < m2

μ2
, or equivalently U (N∗

1 ) > ξ , and unstable if these inequalities
are reversed.

3. When E2 exists, i.e. (11) is satisfied, then it is locally asymptotically stable if,

G(0, T ∗
2 ) <

m1

μ1U (N∗
2 )

or equivalently, U (N∗
2 ) < ξ , and is unstable if these

inequalities are reversed.

Corollary 8 If both E1 and E2 exist, at most one of them is locally asymptotically
stable.

Proof By Theorems 3 and 4 a necessary condition for both E1 and E2 to exist is that

G(0, 0) > max
{

m1
μ1U (N0)

, m2
μ2

}
. By Theorem 7, for E1 to be locally asymptotically

stable, m1
μ1U (N∗

1 )
= G(P∗

1 , 0) < m2
μ2

, whereas for E2 to be locally asymptotically stable
m2
μ2

= G(0, T ∗
2 ) < m1

μ1U (N∗
2 )

. But since N∗
1 < N 0 ≤ N∗

2 , both these conditions cannot

be satisfied at the same time. �	
Theorem 9 If E3 exists, then E3 is locally asymptotically stable if the right hand side
of (27) in Appendix A is positive and unstable if it is negative. In particular, if

ξ2 = 0 or (m1 − m2)(1 − ξ1) + DH ≥ 0, (19)

then E3 is locally asymptotically stable.

Note that (19) is only a sufficient condition for the local asymptotic stability of
E3. All of our numerical investigations seem to indicate that, in fact, E3 is globally
asymptotically stable when it is locally asymptotically stable. However, in Sect. 4
using numerical continuation of bifurcation curves we show that it can lose stability
undergoing a Hopf bifurcation. In Sect. 3.5 we are able to prove that when E3 exists,
all populations are uniformly persistent using the following result that implies that
when E3 exists all other steady-states are unstable.

Theorem 10 E3 exists if and only if (i) E0 exists and is unstable, (ii) E2 exists and is
unstable, and (iii) either E1 does not exist or E1 exists and is unstable.
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Proof E0 always exists. If E3 exists, by Theorem 6, E2 exists, and so by Theorem 4,
G(0, 0) > m2

μ2
. Hence, by Theorem 7, E0 is unstable. To show that E2 is unstable,

it suffices to show that m1
μ1U (N∗

2 )
< m2

μ2
, since by (12), G(0, T ∗

2 ) = m2
μ2

. If ξ2 = 0,

only case 1 of Theorem 5 can be satisfied. In this case N∗ = U−1(ξ) < N 0 = N∗
2 ,

by Theorem 4. Therefore, m1
μ1U (N∗

2 )
= m1

μ1U (N0)
< m1

μ1U (N∗) = G(P∗, T ∗) = m2
μ2

, and

so E2 is unstable. If ξ2 > 0 by (13), it follows that T ∗
2 = DH (N∗

2−N0)

m2ξ2
. In case 1 of

Theorem 5, since N∗ ≤ N 0 < N∗
2 ,U (N∗

2 )U (N∗) = ξ, and so m1
μ1U (N∗

2 )
< m2

μ2
. Hence,

E2 is unstable. In case 2, N∗ > N 0, and either N∗ ≤ N∗
2 and the argument is the

same as in case 1, or N∗ > N∗
2 . But N

∗ > N∗
2 is impossible, since if N∗ > N∗

2 , due

to the fact that G(0, T ) is decreasing in T , m2
μ2

= G(0, T ∗
2 ) = G

(
0,

DH (N∗
2−N0)

m2ξ2

)
>

G
(
0, DH (N∗−N0)

m2ξ2

)
> m1

μ1U (N∗) = m2
μ2

, a contradiction. When E3 exists, (7) does not

necessarily hold, i.e., E1 may not exist.
Next consider the stability of E1 when E3 and E1 exist. In case 1 of Theorem 5,

if N∗ > N∗
1 , since G(P∗

1 , 0) = m1
μ1U (N∗

1 )
> m1

μ1U (N∗) = m2
μ2

, and so by Theorem 7,

E1 is unstable. If on the other hand, N∗ ≤ N∗
1 , G(P∗

1 , 0) = G
(
DH (N0−N∗

1 )

m1(1−ξ1)
, 0
)

≥
G
(
DH (N0−N∗)
m1(1−ξ1)

, 0
)

> m1
μ1U (N∗) = m1

μ1ξ
= m2

μ2
, and so again by Theorem 7, E1 is

unstable. In case 2, N∗
1 < N 0 < N∗. The argument is the same as in case 1 when

N∗ > N∗
1 , and again E1 is unstable.

Nextwe show that if (ii) and (iii) hold, then E3 exists. If (ii) holds, byTheorem7 ξ <

U (N∗
2 ). By A(ii), U (N∗

2 ) < 1. Hence, ξ < 1. Also, m1
μ1

<
m2U (N∗

2 )

μ2
< G(0, T ∗

2 ) <

G(0, 0), and henceG(0, 0) > m1
μ1

. If (iii) holds as well, when E1 exists and is unstable,

then by Theorem 7U (N∗
1 ) < ξ , i.e., N∗

1 < U−1(ξ). Therefore, ifU−1(ξ) ≤ N 0, then

G
(
DH (N0−U−1(ξ))

m1(1−ξ1)
, 0
)

> m2
μ2

. If instead, ξ2 > 0 and U−1(ξ) > N 0, then since E2 is

unstable U (N 0) < ξ < U (N∗
2 ), and so G

(
0, DH (U−1(ξ)−N0)

m2ξ2

)
> G(0, T ∗

2 ) = m2
μ2

,

Therefore, E3 exists. When instead E1 does not exist and E2 is unstable, m2
μ2

<

G(0, 0) ≤ m1
μ1U (N0)

, and hence U (N 0) < ξ and so N 0 < U−1(ξ) < N∗
2 . Then,

G
(
0, DH (U−1(ξ)−N0)

m2ξ2

)
> G(0, T ∗

2 ) = m2
μ2

. Therefore, E3 exists. �	

3.4 Global stability of equilibria of system (4a, 4b, 4c)

The relevance of local stability for ecosystem dynamics has been questioned, since it
might be possible to have more than one attracting state with the outcome dependent
on the initial state of the system. For this reason whenever possible it is important to
determine conditions that guarantee global stability of an attracting state, and when
this is not possible, to at least find conditions that predict that all of the populations
survive.

First we consider the global dynamics when at least one population is absent, i.e.,
either P(0) = 0 or T (0) = 0.
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Theorem 11 1. Assume that T (0) = 0. Then, T (t) = 0 for all t ≥ 0, and
(a) if G(0, 0) ≤ m1

μ1U (N0)
, then limt→∞ P(t) = 0 and limt→∞ N (t) = N 0;

(b) if P(0) > 0 and G(0, 0) > m1
μ1U (N0)

, then limt→∞ P(t) = P∗
1 > 0, and

limt→∞ N (t) = N∗
1 < N 0, where P∗

1 and N∗
1 were defined by (8) and (9),

respectively.
2. Assume that P(0) = 0. Then, P(t) = 0 for all t ≥ 0, and

(a) if G(0, 0) ≤ m2
μ2

, then limt→∞ T (t) = 0 and limt→∞ N (t) = N 0;

(b) if T (0) > 0 and G(0, 0) > m2
μ2

, then limt→∞ T (t) = T ∗
2 > 0, and

limt→∞ N (t) = N∗
2 ≥ N 0, where T ∗

2 and N∗
2 were defined by (12) and

(13), respectively and equality holds when ξ2 = 0 .

Proof The plane where T = 0 is clearly invariant. Restricted to the (P, 0, N ) plane,
system (4a, 4b, 4c) satisfies the reduced system:

P ′ = μ1PG(P, 0)U (N ) − m1P (20a)

N ′ = DH (N 0 − N ) − μ1PG(P, 0)U (N ) + ξ1m1P. (20b)

By Theorem 3, in case 1(a), E0 is the only steady-state solution, and in case
1(b) E0 and E1 are the only steady-state solutions. Solutions are bounded by The-
orem 1. Therefore, in case 1(a), that E0 is globally asymptotically stable follows by
the Poincaré-Bendixson Theorem.

In case 1(b) from the local analysis in Appendix A, E0 is unstable, and restricted to
the (P, 0, N ) plane, E1 is locally asymptotically stable. Applying the Dulac Criterion
in the region DP = {(P, 0, N ) : P > 0, N > 0} with auxiliary function β(P, T ) =
1
P , since

∂

∂P
(βP ′) + ∂

∂N
(βN ′) = μ1

∂

∂P
G(P, 0)U (N ) − DH

P
− μ1G(P, 0)U ′(N ) < 0,

there are no nontrivial periodic orbits in the region DP . Since solutions are bounded,
applying the Poincaré-Bendixson Theorem, it follows that in this case E1 is globally
asymptotically stable with respect to solutions initiating in DP .

Next consider case 2. The plane where P = 0 is clearly invariant. Restricted to the
(0, T, N ) plane, system (4a, 4b, 4c) satisfies the reduced system:

T ′ = μ2TG(0, T ) − m2T (21a)

N ′ = DH (N 0 − N ) + ξ2m2T . (21b)

In case 2(a), that E0 is globally asymptotically stable follows by a similar argument
using Theorem 4 instead.

In case 2(b) from the local analysis in Appendix A, E0 is unstable, and restricted to
the (0, T, N ) plane, E1 is locally asymptotically stable. Applying the Dulac Criterion
in the regionDT = {(0, T, N ) : T > 0, N > 0}with auxiliary functionβ(P, T ) = 1

T ,
since
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∂

∂T
(βT ′) + ∂

∂N
(βN ′) = μ2

∂

∂T
G(0, T ) − DH

T
< 0,

there are no nontrivial periodic orbits in the regionDT . In this case, that E2 is globally
asymptotically stable with respect to solutions initiating inDT is similar to that given
for case 1(b). �	

We can now extend some of the local stability results given in Theorem 7 to global
stability.

Theorem 12 Consider system (4a, 4b, 4c) with initial conditions in the set C =
{(P, T, N ) : P > 0, T > 0, N ≥ 0}.

1. If G(0, 0) ≤ min

{
m1

μ1U (N 0)
,
m2

μ2

}
, then E0 is globally asymptotically stable;

2. If
m1

μ1U (N 0)
< G(0, 0) ≤ m2

μ2
, then E1 is globally asymptotically stable with

respect to C;
3. If

m2

μ2
< G(0, 0) ≤ m1

μ1
, then E2 is globally asymptotically stable with respect to

C.
Proof First assume, as in cases 1 and 2, that G(0, 0) ≤ m2

μ2
. We show that T (t) → 0

as t → ∞. Since P(0) > 0 and T (0) > 0, by Theorem 1, P(t) > 0 and T (t) > 0 for
all t > 0, and so by A(i), G(P(t), T (t)) < G(P(t), 0) < G(0, 0) ≤ m2

μ2
for all t > 0.

Therefore,T ′(t) < (μ2G(P(t), 0)−m2)T (t) ≤ 0, and sinceT (t) is boundedbelowby
0, T (t) → L ≥ 0, finite, as t → 0. If L > 0, then T (t) > L/2 for all sufficiently large
t , and so T ′(t) = (μ2G(P(t), T (t)) − m2)T (t) < (μ2G(0, L

2 ) − m2)T (t) = αT (t),
where α = μ2G(0, L

2 ) − m2 < 0 . Therefore, T (t) → 0 as t → ∞, in both cases 1
and 2.

In case 1, by Theorems 3 and 4, E0 is the only steady-state solution of (4a, 4b,
4c). Since T (t) → 0 as t → ∞, first consider the limiting system (20a, 20b), i.e.,
the system with initial conditions restricted to the (P, 0, N ) plane. It follows that the
only equilibrium point in the (P, N ) plane is (0, N 0), and by Theorem 11(1a), it is
globally asymptotically stable in this plane. To show that E0 = (0, 0, N 0) is globally
asymptotically stable for the full system (4a, 4b, 4c), let r(t) = (P(t), T (t), N (t))
be an arbitrary solution with P(0) ≥ 0, T (0) ≥ 0, N (0) ≥ 0. Since we showed that
T (t) → 0 as t → ∞, any point in the omega-limit set of r(t), denoted by ω(r), must
be of the form W = (P, 0, N ) with P ≥ 0 and N ≥ 0. Due to the invariance of
ω(r), the entire orbit throughW must be in ω(r). Since E0 is globally asymptotically
stable with respect to the solutions starting on the coordinate plane T = 0 and ω(r)
is closed, E0 must be in ω(r). Since E0 is locally asymptotically stable for the full
system (4a, 4b, 4c), it must be the only point in ω(r). The result in case 1 follows.

Next consider case 2. In this case there are two steady state solutions for (4a, 4b, 4c),
E0 and E1. E1 is locally asymptotically stable and E0 is unstable. From the calculations
in Appendix A, E0 has a 1-dimensional stable manifold restricted to the axis where
P = 0 and T = 0. We have already shown that in this case, T (t) → 0 as t → ∞. We
again first restrict attention to (20a, 20b), the limiting system in the (P, N ) plane. The
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steady-states E0 and E1 correspond to the steady state solutions (0, N 0) and (P∗
1 , N∗

1 ),
respectively, in the (P, N ) plane. For system (20a, 20b), (0, N 0) is unstable with a 1-
dimensional stablemanifold restricted to the axis with P = 0, and by Theorem 11(1b),
(P∗

1 , N∗
1 ) is globally asymptotically stable in this plane with respect to solutions with

P(0) > 0. Any point of the omega limit set of any solution of the full system (4a, 4b,
4c), initiating in C must be of the form (P, 0, N ). Since (0, 0, N 0) is unstable with a
1-dimensional stable manifold restricted to the axis with P = 0, it cannot be the only
point in the omega limit set, and so since E1 = (0, P∗

1 , N∗
1 ) is globally asymptotically

stable in the plane with respect to solutions with T (0) = 0 and P(0) > 0, E1 must
also be in the omega limit set. But since E1 is locally asymptotically stable for (4a,
4b, 4c), E1 must be the only point in the omega limit set, and hence E1 is globally
asymptotically stable for (4a, 4b, 4c) with respect to solutions starting in C.

In case 3, if one notes that U (N ) < 1 for all N ≥ 0, then the result follows using
similar arguments to those used in case 1, using the limiting system (21a, 21b) instead
of (20a, 20b) and Theorem 11(2b) instead of Theorem 11(1b). �	

3.5 Persistence of the populations

Obtaining conditions guaranteeing the long term survival i.e., persistence of popula-
tions, is a central issue in population biology. We address this issue in what follows.

Theorem 13 System (4a, 4b, 4c) is uniformly persistent, in the sense that, there exists
δ > 0 such that if P(0) > 0 and T (0) > 0, then lim inf t→∞ P(t) > δ, and
lim inf t→∞ T (t) > δ, provided that

G(0, 0) >
m2

μ2
and G(0, T ∗

2 ) >
m1

μ1U (N∗
2 )

, (22)

and

either

(
G(0, 0) ≤ m1

μ1U (N0)

)
or

(
G(0, 0) >

m1

μ1U (N0)
and G(P∗

1 , 0) >
m2

μ2

)
.

(23)

Proof By Theorems 4 and 7(3), the hypotheses in (22) imply that steady-state E2
exists and is unstable. From the calculations in Appendix A and Theorem 11(2b), E2
has a 2-dimensional stable manifold consisting of the portion of the (0, T, N )-plane
with T > 0 and N ≥ 0, and 1-dimensional unstable manifold repelling into the
interior ofR3+. If the bracket on the left of (23) holds, then by Theorem 3, steady-state
E1 does not exist, and if the bracket on the right is satisfied, then E1 exists, but by
Theorem 7(2), is unstable. In the latter case, again from the calculations in Appendix
A and Theorem 11(1b) E1 has a 2-dimensional stable manifold consisting of the
portion of the (P, 0, N )-plane with P > 0 and N ≥ 0, and 1-dimensional unstable
manifold repelling into the interior of R3+. In both cases, E0 is unstable. When E1
does not exist, in the former case E0 has a 2-dimensional stable manifold restricted to
the (P, 0, N ) plane where P ≥ 0 and N ≥ 0, and in the latter case, a 1-dimensional
stable manifold restricted to the N -axis. Since the dynamics on the boundary of R3+
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are completely understood by Theorem 11, using standard arguments applying the
Butler-McGehee Lemma (see Freedman andWaltman 1984), it follows that the system
is weakly persistent. However, weak persistence implies uniform persistence here
(see Butler et al. 1986), since by Theorem 1, the system is point dissipative, and the
boundary of R3+ is isolated and acyclic. �	
Corollary 14 Consider system (4a, 4b, 4c). The following are equivalent:

1. E3 exists.
2. E0 exists and is unstable, E2 exists and is unstable, and either E1 does not exist

or E1 exists and is unstable.
3. Both (22) and (23) hold.
4. System (4a, 4b, 4c) is uniformly persistent.

Proof This is a direct consequence of Theorems 7, 10 and 13.
Alternatively, that the system is uniformly persistent implies that E3 exists, since

by Theorem 1, system (4a, 4b, 4c) is point dissipative, and so uniform persistence
implies the existence of a steady-state with all components positive (see Hutson and
Schmitt 1992; Zhao 2003). �	
3.6 Summary of the analytic results for system (4a, 4b, 4c)

Define,

e1 = m1

μ1U (N 0)
, e2 = m2

μ2
, e3 = m1

μ1
, e4 = m1

μ1U (N∗
2 )

, e5 = m1

μ1U (N∗
1 )

,

where e4 is only defined when E2 exists and e5 is only defined when E1 exists.
Then, G(P∗

1 , 0) = e5, G(0, T ∗
2 ) = e2, and since N∗

1 < N 0 ≤ N∗
2 , it follows that

e3 < e4 ≤ e1 < e5. Note that all these inequalities are strict unless ξ2 = 0. From
the results in the previous subsections it follows that the number and stability of the
steady-states depend on the relative values of the ei and G(0, 0). We summarize how
the dynamics depends on these parameters in Table 1, keeping in mind that we have
shown in Theorem 6 that E3 does not exist unless E2 also exists. Also, it follows from
Theorem 7, Corollary 8, and Theorem 10 that at most one steady-state can be stable
at a time, and by Corollary 14, that if E3 exists the system is uniformly persistent.

4 Numerical exploration

In this section, firstwe explore the bifurcations exhibited by themodel and the resulting
change in dynamics when key parameters are varied. In particular, using numerical
methods, we provide an example in which all of the cases in Table 1 occur for the
appropriate selection of the parameters.We also demonstrate that competitor-mediated
coexistence is possible.

Using the model studied by Boushaba and Pascual (2005), a special case of the
model we analyzed in the previous sections, we demonstrate once more that all of
the cases in Table 1 occur for appropriate choices of m1 and m2 using a two para-
meter bifurcation diagram and using a one parameter bifurcation diagram that when
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Table 1 Conditions for existence and stability of steady-states, and for uniform persistence of system (4a,
4b, 4c)

Case Criterion E0 E1 E2 E3 Dynamics

I G(0, 0) < min{e1, e2} l.a.s. DNE DNE DNE E0 g.a.s.

II e1 < G(0, 0) ≤ e2 u.s. l.a.s. DNE DNE E1 g.a.s.

III e2 < G(0, 0) ≤ e1
e2 < e4

u.s. DNE l.a.s. DNE E2 g.a.s.b if
G(0, 0) < e3

IVd e2 < G(0, 0) ≤ e1
e2 > e4

u.s. DNE u.s. l.a.s. if (27)c

positive
Uniform
persistence

V G(0, 0) > max{e1, e2}
e2 < e4

u.s. u.s. l.a.s. DNE E2 l.a.s.b

VI G(0, 0) > max{e1, e2}
e2 > e5

u.s. l.a.s. u.s. DNE E1 l.a.s.a

VII G(0, 0) > max{e1, e2}
e5 > e2 > e4

u.s. u.s. u.s. l.a.s. if (27)c

positive
Uniform
persistence

We denote: does not exist, unstable, locally asymptotically stable, and globally asymptotically stable, by
DNE, u.s., l.a.s., and g.a.s., respectively
a We conjecture that E1 is g.a.s. whenever it is l.a.s.
bWe conjecture that E2 is g.a.s. whenever it is l.a.s. (e.g., even if e3 ≥ G(0, 0)).
c Sufficient conditions for the local asymptotic stability of E3 are (m2 −m1)(1− ξ1)+ DH ≥ 0 or ξ2 = 0.
d If ξ2 = 0, then N∗

2 = N0 and so e1 = e4. Therefore, Case I V can only occur if ξ2 > 0. If so, there is
competitor-mediated coexistence in this region

the mixed layer depth in the model is constant, the model admits a supercritical Hopf
bifurcation of E3. As well, we show that there are subsequent period doubling bifurca-
tions of the resulting orbitally asymptotically stable periodic orbit, as parameter m2 is
varied, eventually leading to what appears to be chaotic dynamics. Boushaba and Pas-
cual discussed the Hopf bifurcation, but did not find the subsequent bifurcations. We
also investigate how variation in the depth of the water layer due to seasonal variation
can result in an echo bloom, but not for the parameter values they claimed.

4.1 Illustration of the cases in Table 1 and competitor-mediated coexistence

We use the form for U (N ) given in (6) and for G(P, T ) described in (5). Using these
forms the model we investigate is given by:

Ṗ = μ1P
ln(Is + Iin) − ln(Is + Iout )

(kbg + k1P + k2T )H

(
N

K + N

)
− m1P (24a)

Ṫ = μ2T
ln(Is + Iin) − ln(Is + Iout )

(kbg + k1P + k2T )H
− m2T (24b)

Ṅ = DH (N 0 − N ) − μ1P
ln(Is + Iin) − ln(Is + Iout )

(kbg + k1P + k2T )H

(
N

K + N

)

+ ξ1m1P + ξ2m2T , (24c)

with Iout = Iinexp([−kbg − k1P − k2T ]H).
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Table 2 Parameter values used to explore the dynamics of model (24a, 24b, 24c)

Parameter N0 H DH I in ξ1 ξ2 k1 k2
Common Values 3 1 0.014 300 0.079 0.092 1 2

Parameter m1 m2 μ1 μ2 I s kbg K
Values Set 1 0.035 0.015–0.025 0.06 0.033 90 1.2 0.1
Values Set 2 0.005–0.035 0.034 0.05 0.035 1 0.1 2

That Case I occurs if m1 and m2 are sufficiently large is obvious. Using XPPAUT
Ermentrout (2002) to carry out numerical continuation of bifurcation curves, first we
give an example to show that all of the cases in Table 1 for which G(0, 0) > e1
(Cases II, V, VI, and VII) can occur as the bifurcation parameter m2 varies using
the parameters in Table 2 called “Common Values” and “Set 1.” We show that the
remaining cases (Cases III and IV) can occur by varying m1 using the parameters in
Table 2 called “Common Values” and “Set 2.” In the latter case, we also point out that
in this example competitor-mediated coexistence occurs in Case IV for a small range
of the parameter m1 .

In our first numerical exploration we use the “Common Values” and “Set 1” given
in Table 2 and take m2 as the bifurcation parameter.

In the three bifurcation diagrams on the left in Fig. 1, we demonstrate that all of the
cases in Table 1 for which G(0, 0) > e1 can occur, simply by varying m2, and hence
indirectly e2. In this case E0 is always unstable and E1 always exists, independent
of the value of m2. Case V occurs when m2 is small, e.g. for example m2 = 0.015.
Then e2 < G(0, 0) < e4, E2 is locally asymptotically stable, E1 is unstable, and E3
does not exist. The first transcritical bifurcation occurs when e2 = e4 and E3 and E2
coalesce.Asm2 continues to increase, CaseVII is satisfied,when e4 < e2, and E2 loses
stability and E3 is born and is initially locally asymptotically stable. It remains so, in
this example, until m2 increases further and there is a second transcritical bifurcation
when e2 = e5. Here E3 and E1 coalesce. E3 disappears as soon as m2 increases
further, so that e2 < e5 and E1 becomes locally asymptotically stable. Now case VI is
satisfied. E1 remains locally asymptotically stable as m2 increases further, but there
is a final transcritical bifurcation when e2 = G(0, 0) where E2 and E0 colaesce. E2
then disappears as m2 increases further so that G(0, 0) ≤ e2 and Case II is satisfied.

In the three bifurcation diagrams on the right in Fig. 1, parameters are chosen so that
G(0, 0) > e2, and hence E2 exists for all values of the bifurcation parameter m1. The
first transcritical bifurcation as m1 increases from 0 occurs when E1 and E3 coalesce
at m1 = 0.01089 (indicated by � on the diagrams) and e2 = e5. Before this, we are
in Case VI and E0 and E2 both exist and are unstable, E3 does not exist, and E1 is
locally asymptotically stable. As soon as m1 > 0.01089, E1 loses its stability, and E3
is born and is locally asymptotically stable andwe havemoved toCaseVII. The second
transcritical bifurcation involves E0 and E1 when G(0, 0) = e1 (indicated by ◦ in the
middle diagram). Now we have moved to in Case IV where E1 disappears, while E0
remains unstable, and E3 (not involved in the bifurcation) remains stable. Finally there
is the last transcritical bifurcation involving E3 and E2, when e4 = e2. Asm1 increases
further we move into Case III. E3 disappears and E2 becomes locally asymptotically
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Fig. 1 Left Bifurcation diagrams illustrating that all of the cases in Table 1 for which G(0, 0) > e1 can
occur, simply by varyingm2, and hence indirectly e2. Right Bifurcation diagrams illustrating a small range
of parameter space near m1 = 0.03 for which there is competitor-mediated coexistence, in Case IV of
Table 1 where E1 does not exist, but E3 does. Hence, P cannot survive in the absence of T , and there is
convergence to the washout equilibrium, but there coexistence with convergence to the positive equilibrium
E3 when initial conditions are positive

stable. For the small range of parameters between the second and third transcritical
bifurcations, i.e., inCase IV, P cannot survivewithout T , butwhen T is present, there is
uniformpersistence, providing an example of competitor-mediated coexistence. In par-
ticular, when m1 = 0.03, as t → ∞ (P(t), T (t), N (t)) −→ (0.0704, 1.655, 3.231)
when the initial conditions are all positive (notice that limt→ ∞N (t) > 3 = N 0), but
to (0, 0, 3) when T (0) = 0.

The stability analysis at the positive steady state E3 (see Appendix A), shows that
E3 can only lose stability by means of a Hopf bifurcation. This would occur if the
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right hand side of (27) changes sign as a parameter varies, implying that the inequality
(19) does not hold. In the following numerical exploration we give an example of a
Hopf bifurcation and successive period doublings.

4.2 The model of Boushaba and Pascual (2005)

The model considered in Boushaba and Pascual (2005) (see their system (12)) has the
same form as our scaled model (4a, 4b, 4c), but they use specific response functions
for G(P, T ) and U (N ). See Table 3 for the corresponding notation, the parameter
values they used and also used here, with the interpretations they give. In fact, m1
and m2 would better be interpreted as the rate of loss due to mortality, sinking, and
dilution.

P ′ = P

(
μ1

ε I0
H(t)[kx + kP (P + T )]

(
N

K + N

)
− m1

)

T ′ = T

(
μ2

ε I0
H(t)[kx + kP (P + T )] − m2

)
(25)

N ′ = D

H(t)
(N 0 − N ) − μ1P

ε I0
H(t)[kx + kP (P + T )]

(
N

K+N

)
+ ξ1m1P + ξ2m2T

where time t is given in days, and P, T, and N have units mmol m−3 (millimoles per
cubic meter).

4.2.1 All the cases in Table 1 occur in the model of Boushaba and Pascual

We choose m1 and m2 as two bifurcation parameters and use XPPAUT Ermentrout
(2002) to obtain a two parameter bifurcation diagram (see Fig. 2) showing that when
ξ2 > 0 all cases in Table 1 occur. However, if ξ2 = 0 then Case IV does not occur.
Setting ξ1 = 0 does not seem to make a significant difference.

4.2.2 Oscillatory and chaotic dynamics in model (25)

We consider the model of Boushaba and Pascual (25) and show that even under the
assumption of constant mixed layer depth the model admits complex dynamics. We
take μ2 = 45.9 and H = 20. Otherwise, except for the choice of m2, we use the
parameter values given in Table 3. First we provide a bifurcation diagram showing
how the dynamics change as m2 is varied (see Fig. 3). In particular, we observe a
Hopf bifurcation and at least three period doubling bifurcations. Corresponding time
series and orbits in the three dimensional phase plane are shown in Fig. 4, showing a
stable periodic orbit and what appears to be a chaotic attractor. From the analysis in the
previous sections, the system is uniformly persistent when E3 is unstable. Therefore,
as expected when E3 is unstable, convergence is to an attractor with all components
positive.
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Fig. 2 Top Two parameter bifurcation diagram illustrating that all of the cases in Table 1 can occur for
appropriate choices of the parameters m1 and m2 when ξ2 > 0 and H = 20. Left μ2 = 0.17. Right
μ2 = 49.5. All the other parameters are given in Table 3. Bottom Diagram shows the effect of setting
ξ2 = 0. The rest of the parameters are the same as in the Topright diagram. Note that region IV is no
longer possible. In all of the diagrams the regions (labelled corresponding to cases) are separated by four
curves: G(0, 0) = e1 (thin vertical dashed line); G(0, 0) = e2 (thin horizontal solid line); e2 = e4
(thick solid curve); and e2 = e5 (thick dashed curve). Of particular interest is region V I I where there is
uniformpersistence and region I V where there is uniformpersistence and competitor-mediated coexistence.
Comparing the two Top graphs , noting the difference in the scale of the vertical axis, we see the effect of
an increase in the growth rate μ2 of T

4.2.3 “Echo blooms”

We investigate the effect of seasonal variation in water depth again using the model
and parameters used in Boushaba and Pascual (2005).

As they did, we use the following function to model how the water depth changes
with the seasons:

H(t) =
⎧⎨
⎩
200 0 ≤ t < 60
20 60 ≤ t < 270
2t − 520 270 ≤ t < 360,

(26)

where t is measured in days and H(t) inmeters. As described in Boushaba and Pascual
(2005), this function approximates the three major features of the annual cycle: a rapid
shallowing in spring, a constant shallow layer throughout the summer, and a deepening
during the autumn and winter.

We compare the time series for three different values of μ2: 0.17, 0.8, and 1.17,
because we did not observe the echo bloom that they claimed occurs for μ2 = 0.17.
However we did observe echo blooms for the other two values.
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Table 3 Parameters taken from Table 1 in Boushaba and Pascual (2005), with the interpretation given there
and the corresponding notation used in model (1). The same notation is used for six of the parameters

In (4a, 4b, 4c) In Boushaba and
Pascual (2005)

Description Range Units

N0 Concentration of N
below the mixed
layer

0.6 mmol† m−3

D Mixing rate 0.005 m‡ day−1

H Z Mixed water layer
depth

20–200 m

μ1 μP Maximal growth rate,
P

3.22 day−1

μ2 μT Maximal growth rate,
T

0.17 day−1

m1 SP Natural mortality rate
of P

0.08 day−1

m2 ST Natural mortality rat
of T

0.09 day−1

ξ1 η Recycling efficiency
of P

0.5 Dimensionless

ξ2 γ Recycling efficiency
of T

0.8 Dimensionless

G(P, T ) = ε I0
Z(kx+kP (P+T ))

and U (N ) = N
N+K

ε I0 Light efficiency at
surface

0.116 Dimensionless

kx Shortwave extinction
coefficient

0.03 m−1

kP Phytoplankton-
specific attenuation
coeff.

0.0223 m2 mmol−1

K Half saturation
coefficient in U (N )

0.5 mmol m−3

TheTrichosmodium T (t), seems to stimulate an “echo bloom” of the phytoplankton
P(t) (i.e. a secondary bloom in the summer) provided the growth rate μ2 of T (t), is
large enough. When μ2 is too small, there is no “echo bloom” [see Fig. 5 (Left)]. The
larger μ2, the larger the “echo bloom” appears to be [see Fig. 5 (Middle) and (Right)]
. It seems that with a sufficiently large rate μ2, T does not increase immediately,
because it grows slowly and is out-competed for light by the non-nitrogen fixing
phytoplankton P . Eventually the biomass of T begins to accumulate, but only after
the spring phytoplankton bloom of P begins to crash. T then increases in the mid
to late summer when the growth of P is strongly nutrient-limited. Eventually, as T
blooms, the nutrient level increases due to nitrogen fixation and this stimulates the
growth of P , resulting in the so-called “echo bloom” of P .
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Fig. 3 Bifurcation diagram as m2 varies for system (25) with constant mixed layer depth H = 20. A Hopf
bifurcation and several periodic-doubling bifurcations are shown. The parameters are given in Table 3,
except μ2 = 45.9. The solid curve indicates E3 is stable and the dashed curve that it is unstable. Open
dots indicate the maximum and minimum values of T on unstable periodic orbits and the smaller filled
dots indicate these values on stable periodic orbits. The Hopf bifurcation near m2 = 8.848 is supercritical,
i.e. gives birth to a family of orbitally asymptotically stable periodic orbits that loose stability in a period
doubling bifurcation near m2 = 8.838. Subsequent period doubling bifurcations appear to lead to chaotic
dynamics (see Fig. 4 right)

Fig. 4 Top Time series P(t) (thicker solid curve), T (t) (dashed curve), and N (t) (dash-dotted curve), all
with the scale in mmol m−3. Bottom Orbit in the three dimensional phase plane. Left For m2 = 8.84,
convergence of the orbit is to a periodic orbit. Right For m2 = 8.83, convergence of the orbit appears to be
to a chaotic attractor. All of the other parameters are given in Table 3 except μ2 = 45.9 and H = 20 (as in
Figs. 2 right and 3)
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Fig. 5 Time series for system (25) with parameters taken from Table 3 in the case of seasonally fluctuating
mixed layer depth modelled by H(t) given by (26). Initial conditions used in all three cases were taken
close to E0 as in Boushaba and Pascual (2005): (P(0), T (0), N (0)) = (0.0001, 0.0001, 0.6). Curves used:
H(t) (thin solid piecewise linear curve) with the scale in meters on the right axis); P(t) (thicker solid
curve), T (t) (dashed curve), and N (t) (dash-dotted curve), all with the scale in mmol m−3 on the left axis.
Parameters used are given in Table 3. Onlyμ2 differs in each graph. Left whenμ2 = 0.17, there is no “echo
bloom” for small μ2. Middle μ2 = 0.8. In this case, there is a small “echo bloom” of the phytoplankton,
P(t), following the start of the Trichodesmium bloom T (t). Right μ2 = 1.17. In this case, there is a large
“echo bloom” of the phytoplankton, P(t), again following the start of the Trichodesmium bloom T (t)

5 Conclusion

Weconsidered a simplified aquatic ecosystemmodel involving the interaction between
non-nitrogen-fixing phytoplankton and nitrogen-fixing Trichodesmium. We assumed
that light is required for growth of both populations and that the non-nitrogen fixing
population is also limited by nitrogen. Our model is a generalization of the model
studied by Boushaba and Pascual (2005). The model captures the essential features of
the ecosystem models introduced by Coles et al. (2004), Hood et al. (2001), reproduc-
ing the general characteristics of the observed Trichodesmium phytoplankton biomass
distribution and can generate a secondary echo bloom when the depth of the water
column is assumed to fluctuate seasonally.

We summarized our analytical results for the existence and stability of the equi-
librium solutions of our general model in Table 1 and proved that there is uniform
persistence of both phytoplankton populations whenever the coexistence equilibrium
E3 exists. When the recycling rate of the nitrogen fixing population T is positive,
(i.e, ξ2 > 0) Case IV in Table 1 can occur. In this case, there is competitor-mediated
coexistence, i.e. parameters are such that P cannot survive in the absence of T , but
does survive when it is present. We then showed that varying the loss rates, a sum of
species specific death rates and sinking rates, moves the dynamics between the differ-
ent cases. According to Table 1, it is clear that G(0, 0), the local light averaged over
the mixed layer of maximum depth H in the absence of all phytoplankton, plays a key
role in determining which populations of phytoplankton can survive. More precisely,
it is the relative values of G(0, 0) and the ratios ei that are proportional to the loss
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rates mi and inversely proportional to either the maximal growth rates or the growth
rates at certain concentrations of the limiting nutrient, without the inhibitory effect of
phytoplankton density.

Using numerical techniques, we also showed that even in the case that the mixed
layer is assumed to have constant depth, Hopf bifurcation results in intrinsic oscil-
latory behavior and there are subsequent period doubling bifurcations that appear to
led to chaotic dynamics. Finally we allowed the mixed layer depth to vary season-
ally and showed that the maximal growth rate of the nitrogen fixing phytoplankton,
Trichodesmium, μ2, needs to be large enough in order for echo blooms to occur.

There are some obvious limitations in the model. For example, we assume that
turbulent mixing is strong enough to produce a homogeneous distribution of biomass
and nutrient in the mixed layer, allowing us to use a system of ordinary differential
equations to model the system rather than a system of partial differential equations.
We also ignore environmental conditions such as wind, that it have been demonstrated
to be a driving force for promoting the growth of Trichodesmium (see Bell et al. 1999).
Hence, we do not expect our simplified model to capture the precise dynamics of a
real complex plankton system. However, we have demonstrated the rich dynamics
and likely difficulty in predicting phytoplankton blooms that one might expect if an
aquatic system includes nitrogen fixing and non-nitrogen fixing phytoplankton that
both require light for growth.

Acknowledgments We thank the referees for their suggestions that resulted in improvements of the
manuscript.

Appendix A: Local stability calculations for system (4a, 4b, 4c)

Let GP (P, T ) := ∂
∂P G(P, T ) and GT (P, T ) := ∂

∂T G(P, T ). The Jacobian of the
vector field of (4a, 4b, 4c) is given by:

J (P, T, N )

=
⎡
⎣ j11(P, T, N ) μ1PGT (P, T )U (N ) j13(P, T, N )

μ2TGP (P, T ) μ2(G(P, T ) + TGT (P, T )) − m2 0
j31(P, T, N ) −μ1PGT (P, T )U (N ) + ξ2m2 −DH − j13(P, T, N )

⎤
⎦,

where jik(P, T, N ) denotes the ikth component of J (P, T, N ). In particular,

j11(P, T, N ) = μ1U (N )(G(P, T ) + PGP (P, T )) − m1

j13(P, T, N ) = μ1PG(P, T )U ′(N )

j31(P, T, N ) = −μ1U (N )(PGP (P, T ) + G(P, T )) + ξ1m1

Therefore, to determine the stability of the washout steady-state consider,

J (E0) =
⎡
⎢⎣

μ1G(0, 0)U (N 0) − m1 0 0

0 μ2G(0, 0) − m2 0

−μ1G(0, 0)U (N 0) + ξ1m1 ξ2m2 −DH

⎤
⎥⎦ .
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Since the eigenvalues of this matrix lie along the diagonal, it follows that E0 is locally

asymptotically stable if G(0, 0) < min

{
m1

μ1U (N 0)
,
m2

μ2

}
, and unstable when the

inequality is reversed.
Next we consider the stability of E1.

J (E1) =

⎡
⎢⎢⎣

j11(P∗
1 , 0, N∗

1 ) μ1P∗
1 GT (P∗

1 , 0)U (N∗
1 ) μ1P∗

1 G(P∗
1 , 0)U ′(N∗

1 )

0 μ2G(P∗
1 , 0) − m2 0

j31(P∗
1 , 0, N∗

1 ) j32(P∗
1 , 0, N∗

1 ) −DH − μ1P∗
1 G(P∗

1 , 0)U ′(N∗
1 )

⎤
⎥⎥⎦ ,

where

j11(P
∗
1 , 0, N∗

1 ) = μ1P
∗
1U (N∗

1 )GP (P∗
1 , 0) < 0,

j31(P
∗
1 , 0, N∗

1 ) = −μ1U (N∗
1 )(P∗

1 GP (P∗
1 , 0) + G(P∗

1 , 0)) + ξ1m1

j32(P
∗
1 , 0, N∗

1 ) = −μ1P
∗
1 GT (P∗

1 , 0)U (N∗
1 ) + ξ2m2

The eigenvalues of J (E1) are given by the roots of the characteristic equation,


 = (μ2G(P∗
1 , 0) − m2 − λ)(λ2 + a1λ + a0) = 0.

where a1 = DH+μ1P∗
1 G(P∗

1 , 0)U ′(N∗
1 )− j11(P∗

1 , 0, N∗
1 ) > 0, since j11(P∗

1 , 0, N∗
1 )

< 0, and

a0 = − j11(P
∗
1 , 0, N∗

1 )(DH + μ1P
∗
1 G(P∗

1 , 0)U ′(N∗
1 ))

− j31(P
∗
1 , 0, N∗

1 )μ1P
∗
1 G(P∗

1 , 0)U ′(N∗
1 )

= −μ1P
∗
1 G(P∗

1 , 0)U ′(N∗
1 )( j11(P

∗
1 , 0, N∗

1 ) + j31(P
∗
1 , 0, N∗

1 ))

− j11(P
∗
1 , 0, N∗

1 )DH

= −μ1P
∗
1 G(P∗

1 , 0)U ′(N∗
1 )(−μ1G(P∗

1 , 0)U (N∗
1 ) + ξ1m1) − j11(P

∗
1 , 0, N∗

1 )DH

= μ1P
∗
1 G(P∗

1 , 0)U ′(N∗
1 )(1 − ξ1)m1 − j11(P

∗
1 , 0, N∗

1 )DH > 0,

using the fact that at E1, m1 = μ1G(P∗
1 , 0)U (N∗

1 ). Therefore, by the Routh-
Hurwicz criterion, both roots of the quadratic term have negative real parts. Hence,
when E1 exists, i.e. when (7) holds, then it is asymptotically stable when G(P∗

1 , 0) <
m2
μ2

, and unstable if this inequality is reversed.
Now, consider the stability of E2.

J (E2) =
[

μ1G(0, T ∗
2 )U (N∗

2 ) − m1 0 0

μ2T
∗
2 GP (0, T ∗

2 ) μ2T
∗
2 GT (0, T ∗

2 ) 0

−μ1G(0, T ∗
2 )U (N∗

2 ) + ξ1m1 ξ2m2 −DH

]
. The eigenvalues lie

upon the diagonal of this lower triangular matrix. Since GT < 0, two of them are
always negative. Therefore, when E2 exists, i.e. (11) holds, then it is locally asymp-
totically stable if μ1G(0, T ∗

2 )U (N∗
2 ) − m1 < 0, and unstable when this inequality is

reversed.
Finally we consider the stability of E3. Recall that in this case, U (N∗) = ξ and

G(P∗, T ∗) = m2
μ2

. Consider
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J (E3) =

⎡
⎢⎢⎣

μ2m1
m2

P∗GP (P∗, T ∗) μ2m1
m2

P∗GT (P∗, T ∗) μ1m2
μ2

P∗U ′(N∗)

μ2T ∗GP (P∗, T ∗) μ2T ∗GT (P∗, T ∗) 0

j31(P∗, T ∗, N∗) −μ2m1
m2

P∗GT (P∗, T ∗) + ξ2m2 −DH − μ1m2
μ2

P∗U ′(N∗)

⎤
⎥⎥⎦ ,

where

j31(P
∗, T ∗, N∗) = −(1 − ξ1)m1 − μ2m1

m2
P∗GP (P∗, T ∗).

The characteristic equation is a 3rd-order polynomial of the form


(λ) = λ3 + d2λ
2 + d1λ + d0 = 0 ,

where with the help of the software package Maple,

d0 = −μ1m2T
∗P∗U ′(N∗)

[
m2ξ2GP (P∗, T ∗) + m1(1 − ξ1)GT (P∗, T ∗)

]
> 0,

d1 = − 1

μ2m2

[
m2μ2T

∗GT (P∗, T ∗)(P∗U ′(N∗)m2μ1 + DHμ2)

+P∗GP (P∗, T ∗)DHm1μ
2
2 − (1 − ξ1)m1m

2
2μ1P

∗U ′(N∗)
]

> 0,

d2 = 1

μ2m2

[
−μ2

2(m1P
∗GP (P∗, T∗) + m2T

∗GT (P∗, T∗))

+m2(m2μ1P
∗U ′(N∗) + μ2DH )

]
> 0.

By the Routh-Hurwicz criterion, all roots of 
(λ) = 0 have negative real parts if and
only if in addition d1d2 − d0 > 0.

d1d2 − d0

= 1

μ2
2m

2
2

[
GP (P∗, T ∗)P∗U ′(N∗)m2

2μ1μ
2
2

×
{
T ∗m2

2ξ2 − P∗m2
1(1 − ξ1) − P∗DHm1

}

+GP (P∗, T ∗)GT (P∗, T ∗)P∗2T ∗U ′(N∗)m1m
2
2μ1μ

3
2

+DH P∗2G2
P (P∗, T ∗)m2

1μ
4
2 + 2DHGP (P∗, T ∗)GT (P∗, T ∗)P∗T ∗m1m2μ

4
2

+DHG
2
T (P∗, T ∗)T ∗2m2

2μ
4
2 − GT (P∗, T ∗)P∗2T ∗(U ′(N∗))2m4

2μ
2
1μ2

+P∗2(U ′(N∗))2m1m
4
2μ

2
1(1 − ξ1) − 2DHGT (P∗, T ∗)P∗T ∗U ′(N∗)m3

2μ1μ
2
2

+DH P∗U ′(N∗)m1m
3
2μ1μ2(1 − ξ1) − D2

HGP (P∗, T ∗)P∗m1m2μ
3
2

−D2
HGT (P∗, T ∗)T ∗m2

2μ
3
2 + G2

T (P∗, T ∗)P∗T ∗2U ′(N∗)m3
2μ1μ

3
2

]
. (27)

Note that all the terms in d1d2 − d0 are positive except the term related to the first
one in the curly brackets. If the term in curly brackets is less than or equal to zero, then
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d1d2 − d0 > 0. If ξ2 = 0, this is always the case. If ξ2 > 0, we explore this further,
considering the two cases in Theorem 5 separately.

In case 1., N∗ ≤ N 0, and P∗ = (m2ξ2T ∗ + DH (N 0 − N∗))/(m1(1 − ξ1)).
Substituting this for P∗ in the term in curly brackets yields,

−
{
m2ξ2T

∗
(

(m1 − m2) + DH

1 − ξ1

)
+ DH (N 0 − N∗)

(
m1 + DH

1 − ξ1

)}
.

Therefore, in this case
(m1 − m2)(1 − ξ1) + DH ≥ 0, (28)

is sufficient to ensure the local asymptotic stability of E3.
In case 2. of Theorem 5, N∗ ≥ N 0, and T ∗ = (P∗m1(1 − ξ1) + DH (N∗ −

N 0))/(m2ξ2). Substituting this for T ∗ in the term in curly brackets yields,

−
{
m1P

∗((m1 − m2)(1 − ξ1) + DH ) + DHm2(N
∗ − N 0)

}
.

Again, it follows that (28) is sufficient to ensure that d1d2 − d0 > 0, and hence E3 is
locally asymptotically stable when (28) holds.

Appendix B: Proof (5) satisfies A(i)

Proof It is easy to see that G(P, T ) > 0 and limP→∞ G(P, 0) = 0, limT→∞
G(0, T ) = 0. First we show that to prove that

∂G

∂P
< 0 and

∂G

∂T
< 0, it is equivalent

to prove that F ′(x) < 0 where

F(x) = − ln(1 + A(e−x − 1))

x
,

0 < A = Iin
Is + Iin

< 1 is a constant, and x = (kbg + k1P + k2T )H . In fact,

G(P, T ) =
ln

(
Is + Iin

Is + Iine−x

)

x
=

ln

⎛
⎜⎜⎝ 1

1 + Iin
Is + Iin

(e−x − 1)

⎞
⎟⎟⎠

x

= − ln(1 + A(e−x − 1))

x
= F(x),

and so 0 < 1 + A(e−x − 1) < 1. Therefore,

∂G

∂P
= F ′(x) ∂x

∂P
= k1HF ′(x) and

∂G

∂T
= F ′(x) ∂x

∂T
= k2HF ′(x).
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Since k1, k2, and H are all positive constants, it follows that, if F ′(x) < 0 for x > 0,

then
∂G

∂P
< 0 and

∂G

∂T
< 0 for P ≥ 0 and T ≥ 0.

Next, we show F ′(x) < 0 for x > 0. Since

F ′(x) = x Ae−x + [1 + A(e−x − 1)] ln[1 + A(e−x − 1)]
x2(1 + A(e−x − 1))

,

and A < 1 implies that the denominator is positive, it is enough to show that the
numerator,

h(x) = x Ae−x + [1 + A(e−x − 1)] ln[1 + A(e−x − 1)] < 0.

Now,

h′(x) = −Ae−x {x + ln[1 + A(e−x − 1)]} = −Ae−x g(x),

where g(x) = x + ln[1 + A(e−x − 1)]. Since h(0) = 0, it remains to show that

h′(x) < 0 for all x > 0. Since g(0) = 0 and g′(x) = 1 − A

1 + A(e−x − 1)
> 0, because

0 < A < 1 and 1 + A(e−x − 1) > 0, g(x) is strictly increasing for all x > 0.
Therefore, h′(x) < 0 for all x > 0, and the result follows. �	
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