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Abstract Transport models of growth hormones can be used to reproduce the hor-
mone accumulations that occur in plant organs. Mostly, these accumulation patterns
are calculated using time step methods, even though only the resulting steady state pat-
terns of the model are of interest. We examine the steady state solutions of the hormone
transport model of Smith et al. (Proc Natl Acad Sci USA 103(5):1301-1306, 2006)
for a one-dimensional row of plant cells. We search for the steady state solutions as
a function of three of the model parameters by using numerical continuation methods
and bifurcation analysis. These methods are more adequate for solving steady state
problems than time step methods. We discuss a trivial solution where the concentra-
tions of hormones are equal in all cells and examine its stability region. We identify
two generic bifurcation scenarios through which the trivial solution loses its stability.
The trivial solution becomes either a steady state pattern with regular spaced peaks or
a pattern where the concentration is periodic in time.
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1 Introduction
1.1 Biological background

For centuries, the formation of well-defined patterns in plants, such as the orienta-
tion and shape of leaves, their venation patterns, the spatial distribution of hairs and
stomata, the early embryonic development patterns and the branching patterns in both
root systems and treetops, has intrigued many scientists. Experimental research has
identified a number of molecular components that play a major role in several of
these pattern formation processes. One of them is the plant hormone auxin, and more
specifically the auxin molecule Indol-3-Acetic Acid (IAA). Experiments have shown
that the active directional transport, which leads to accumulation spots of the auxin
hormone, plays a central part in the pattern formation (Scarpella et al. 2006; Benkova
et al. 2003; Bilsborough et al. 2011).

Based on such experimental evidence, Reinhardt et al. (2003) developed a concep-
tual model that describes the auxin transport through the cells. Smith and collaborators
then constructed a computational simulation model (Smith et al. 2006) incorporating
the experimental evidence that the transport of the auxin molecule TAA is driven by a
pumping mechanism that is mediated by PIN1 proteins located at the cell membrane
in addition to diffusion (Palme and Gilweiler 1999). Therefore, Smith and collab-
orators modeled the transport of the IAA hormone through the cells by describing
the simultaneous evolution of the PIN1 protein and the IAA hormone concentrations
over time. Also other computational models were developed based on these molecular
mechanisms identified by Reinhardt et al. For instance Jonsson et al. (2006) proposed
a phyllotaxis model based on the polarized IAA transport. They analyzed a simplified
version of their model that assumes an equal and constant PIN1 concentration in every
cell and membrane. In their simulations they used a linear row of uniform cells with
periodic boundary conditions. The results show that the spacing and the number of
peaks in this simplified model depends on the different parameters. Jonsson and col-
laborators also performed a stability analysis and found an analytical expression for
the eigenvalues, belonging to a solution pattern with equal IAA concentrations. The
eigenvalues are all real and a function of the parameters of the model. They also iden-
tified the parameter threshold where the largest eigenvalue becomes unstable. Beyond
this threshold, all stable solutions will contain IAA peaks.

This paper expands the study of the steady states in the transport of hormones. We
limit ourselves to the study of the IAA distribution in a linear row of uniform cells that
represents, for example, a cross section through a young leaf. We perform a thorough
mathematical exploration of the behavior of the models and how their equations are
solved starting from the basic coupled model of Smith et al. (2006). In contrast to the
analysis of Jonsson et al. on a row of cells with fixed concentration of PIN1, we will
use a coupled model where the PIN1 concentration is allowed to change from cell to
cell. The analysis gives new insights into the spacing of IAA accumulations that form
the basis of vascular development (Scarpella et al. 2006).

The patterns that emerge in a dynamical system are often studied mathematically
through a bifurcation analysis. It relates the stability of the patterns to the parameters
that occur in the systems description. The transitions where the patterns lose their
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stability are bifurcation points. For an overview of the bifurcation analysis of patterns
we refer to the book Hoyle (2006).

The main contribution of the paper is a systematic numerical bifurcation analysis
for the coupled model of Smith et al. (2006) describing the transport of IAA. The
analysis identifies two generic bifurcation scenarios that reappear for various choices
of the parameters of the problem. Through the bifurcation diagrams we identify the
genesis of the patterns that were observed by Smith and collaborators. Furthermore,
we have found a limited parameter range that allows periodic solutions in the sys-
tem. In these solutions, the concentration of IAA of each cell varies periodically over
time. To the knowledge of the authors these results have not appeared in the litera-
ture.

We present our work as follows. In Sect. 1.2 the basic cell polarization and
auxin transport model of Smith et al. (2006), where PIN1 is allowed to change, is
reconstructed. We also introduce a slightly generalized version of the active transport
equation of this model. In the next section, a specific model that will be used in the
simulations is defined. In Smith et al. (2006) the domain roughly correlates to a ring
of cells around an axial plant organ. In subsequent situations we consider a linear row
of cells running from the margin to the midvein of the leaf and we consider zero fluxes
at the boundary of the leaf. We will describe this by using homogeneous Neumann
boundary conditions instead of periodic boundary conditions which is explained in
Sect. 2.1. Also in this section we look at the different parameter values. Similar to
Smith et al., we use time integration to solve the coupled equations of Smith et al.
in Sect. 2.2. Since we are only interested in the steady state solutions, we define in
Sect. 2.3, the corresponding steady state systems of the slightly different equations.
For these steady state models, we define in Sect. 3 a trivial solution and its stability
properties. The stability is dependent on the model parameters and we examine for
which parameter regions the trivial solution is stable. Section 4 contains the techniques
that will be used to solve the models. In particular, we will discuss bifurcation analysis
(4.1) and continuation methods (4.2). Bifurcation analysis reveals the relation between
the stability of a solution and the model parameters and continuation methods calcu-
lates approximate solutions in function of a model parameter. In Sect. 5 we show the
results of our simulations. In Sect. 6 we conclude and give an outlook.

1.2 Description of the mathematical model

Before constructing a compartmental model that describes the concentration of growth
hormones per cell and its transport through a plant organ such as for example a leaf,
its geometry must be specified.

1.2.1 Geometry of the cells

The domain in this work is a regular one dimensional row of cells, as in Fig. 1. Each
cell is labeled and the set of cells is denoted with V. Therefore, for every cell in V,
we can define the neighboring cells, a subset of V. For example, N; = {i — 1,i + 1}
is the set of neighboring cells of cell i. Further every cell consists of a number of cell
walls. The length of a cell wall between cell i and cell j is denoted with [;; = [;;.
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1282 D. Draelants et al.

Fig. 1 The one-dimensional domain, a row of regular square cells from 1 to n

The one dimensional domain in Fig. 1 represents the 1D geometry of a group of cells
in a part of a plant organ at a certain moment in time. In advanced models this geometry
changes over time because cell walls grow and cells divide (Smith et al. 2006), but in
this paper we look at the basic, coupled cell polarization and auxin transport model
of Smith et al. and the geometry is assumed to be static. As a consequence the row of
cells is fixed. The length of the cell wall is taken to be the length unit. As a result the
volume of a cell is also the unit volume.

1.2.2 Transport of growth hormones

For this geometry it is now possible to formulate a model for the transport through the
cells. We will write down with a concise mathematical notation the coupled equations
of Smith et al. (2006) applied to a section across a leaf with the geometry specified
above. Subsequently we introduce a slight generalization of the active transport term
in the equation.

In every cell i two substances play an important role in the model:

— The concentration of proteins PINT1 in cell i, which is time dependent, is denoted
as p;(t) € RT and is measured in micromolar (uM), i.e 10~ mol/dm?> (Bayer et
al. 2009).

— The concentration of the hormone IAA in cell i, also known as auxin, is also time
dependent and is denoted as a; (t) € RT. Again in units of M.

The model describes the evolution of these concentrations in each cell. This evolution
depends in a non-linear way on the concentrations of the neighboring cells. The value
of p; (t) is determined by the production and decay of PIN1. Its time evolution for
each cell i € V is modeled by

dp; (t) Penvg T Pendi ()
= - i (1), 1
dr 1+ ke pi (1) e Pi (1) (D

where ppy, € R is the base production of PIN1 proteins, measured in xM/h and
oen € RT is a coefficient capturing the up-regulation of PIN1 production by auxin,
measured per hour, k,y € R™ is the saturation coefficient of the PIN1 production,
which has units of 1/uM, and pmy € RY is the PINI decay constant, which has
units of 1/h. This means that the evolution of p; (#) in time depends strictly on the
concentration in the cell itself.

The concentration of TAA in a cell depends not only on the production and the
decay of IAA in the cell. The change of g; (¢) is also determined by diffusion (passive
transport) and active transport of IAA between the cells. The change over time of the
concentration of IAA is modeled by the equation
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dai(1) PIAA
= — (1) — D (1) —a; (1
G T T oaa @ Mmad (O Z (ai (1) = aj (1)
JeN;
+ Z (ActiveTransport;_,; — ActiveTransport;_, ;) , )

JeN:

where piaa € RT is the JAA production coefficient which is measured in uM per
hour, kjaa € RT is the coefficient which controls the saturation of IAA production
and has units of 1/uM, uaa € R7 is the IAA decay constant and D € RY is the
TAA diffusion coefficient, both measured per hour. The active transport depends on
the presence of PIN1 denoted by p; and is modeled by

3)

ActiveTransport; . . =T ,
port;_, ; (Zke./\/} Lixexp(car (1) ] Kpm + KTa; (l‘)2

pi (t) lijexp (ca;j (1)) ) ai (1)

where T € R is a polar IAA transport coefficient expressed per hour, ¢ € R* in units
of 1/uM, controls the extent to which the PIN1 protein distribution is affected by the
neighboring cells , Ky € R is the pseudo Michaelis-Menten constant, measured in
uM? and k7 € RY is an IAA transport saturation coefficient which is dimensionless.
From Eq. (2) we know that the evolution of «; (#) depends only on itself, the first and
the second nearest neighbors of cell i. Since we can specify the neighbors for every
cell, the second nearest neighbors can be easily determined. For example the second
neighbors of cell i are all elements in | JeN; Nj. Remark that because the length of
each cell wall is taken to be the same and it appears both in the numerator as in the
denominator, it cancels from the equation.

Equations (1), (2) and (3) describe the basic coupled model of Smith et al. that has
been used to study the transport of hormones in the Arabidopsis shoot apex. It differs
mainly from other transport models by the active transport term. Smith et al. uses a
quadratic dependence to describe the flux on the IAA concentrations instead of a linear
dependence. Further they introduce an exponential dependence of the localization of
PIN1 on the concentration of IAA. Therefore we will also consider two other models.
One where the active transport is modeled with a linear dependence to describe the
flux on the IAA concentration

“)

() exp (ca; (t (t
ActiveTransport,-_)jo( pi () exp ( ./())) a; (1)

D ken; exp (cag (1)) ) Km + kraj (1)’

and one model without the exponential dependence of the localization of PIN1 on the
concentration of IAA

(&)

2
() a;j(t i (t
ActiveTransport;_, ; = T( pi (1) a; ) ) @ ()

oken; @ (1) ) Km + kraj ()%

The three different equations that model the active transport (Egs. (3), (4), (5)) can be
combined in one generalized equation
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Fig. 2 Simulation results of
Smith et al. (2006) for a one
dimensional row of 50 cells with
periodic boundary conditions.
The shades of green show a
difference in the IAA
concentration. (figure
reproduced from Smith et al.
2006) (color figure online)

exp (caj (1))

. 0,T .
ActiveTransport,” = Tp; (t) (a) ZkeNi exp (cax ()

_ aj (1) ai ()"
e 2 keN; Gk (l)) Ky + kraj (6 ©

Now the dimension of Ky, the pseudo Michaelis—Menten constant, is dependent on
the value of . The dimension is equal to uM*. For @ = 1 and t = 2, (1), (2) and (6)
describe the equations of Smith et al. (2000) if the length of each cell wall is equal to
one.

In Smith et al. (2006) a row of 50 equal sized cells with periodic boundary condi-
tions was investigated. The results of the time evolution, starting from an initially flat
solution with a small amount of noise to break symmetry, showed the emergence of a
pattern in the ITAA concentrations (Fig. 2). Some cells have a very high concentration
of IAA. It was found that the peaks in a pattern are equally spaced and become more
prominent for an increasing IAA transport coefficient T.

2 The simulation problem
2.1 Domain, boundary conditions and parameters

In this paper we analyze the solutions of Egs. (1) and (2), for a one dimensional file
of equal sized square cells. We assume that this file of cells represents a part of a leaf
from the left margin to the midvein. This assumption is necessary in order to specify
the boundary condition. Other parts of plant organs can give rise to other boundary
conditions which will result in a small change in the model.

To provide the boundary conditions, we used ghost cells, fictitious cells that are used
to implement the boundary conditions, a technique frequently used in discretizations
of partial differential equations. Two ghost cells are used at each end of the domain,
since the model relates each cell with two cells at the left and the right (Fig. 3).
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Fig. 3 The one-dimensional model can be seen as a row of cells cut out of a leaf with equal sized square
cells. In the first step we represent the leaf as a two dimensional squared grid of equal sized square cells.
The second arrow indicates that we only consider the part from the left margin till the midvein. Here in
each cell at the boundary, the direction of the IAA fluxes is indicated. In the third step a horizontal row of
inner cells with, at each side two boundary cells is cut out of the domain. In the last step this domain is
enrolled so it forms a one dimensional file of equal sized square cells. The two boundary cells at each side
of the domain are the ghost cells

The n interior cells are labeled 1 to n. The ghost cells are cells —1 and 0 at the
left of the domain and cells #n 4+ 1 and n + 2 at the right. The concentration of the
TAA hormone in the two ghost cells on each side are chosen to describe the influx
at the boundary of the leaf and the efflux at the vein. The IAA concentration then
changes linearly at the boundaries as if Neumann boundary conditions are applied.
We assume zero-flux boundary conditions. This means that the boundary conditions
become

a1 (t)=ay(t) and ap(t) =ay (1),
any1 () =a, (t) and apy2 () =ay, (1) .

(N
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Table 1 Values of the parameters of Eqgs. (1)-(3) used in the simulations

Symbol Description Value Unit
M1 M2 M3
c Controls PIN distribution 1.0990 1.099 1.099 1/uM
KpIN PIN saturation coefficient 1.000 1.000 1.000 1/uM
KT Transport saturation coefficient 1.000 1.000 1.000
KIAA TAA saturation coefficient 1.000 1.000 1.000 1/uM
PpINg Base production of PIN 0.000 0.000 0.000 uM/h
PrPIN PIN production coefficient 1.000 1.000 1.000 1/h
PN PIN decay coefficient 0.100 0.100 0.100 1/h
LIAA TAA decay coefficient 0.100 0.100 0.100 1/h
PIAA TAA production coefficient 1.500 0.750 0.500 uM/h
Km Pseudo Michaelis—Menten constant 1.000 1.000 1.000 ﬂMZ
D TAA diffusion coefficient 1.000 1.000 1.000 1/h
T TAA transport coefficient 3.500 3.500 3.500 1/h

The parameter values of M2 are found in Smith et al. (2006)

The value of pg(¢#) and p,41 (t) in the ghost cells is determined by Eq. (1)
that couples it to the value of a; () in the ghost cell. Note that p_; (f) and
Pn+2 () do not appear in the problem since Eq. (3) does not require it. Together
with an initial condition, the problem is transformed in an initial value prob-
lem that we can solve numerically with a time step method. Remark that these
homogeneous Neumann boundary conditions are different from periodic bound-
ary conditions. The concentrations in the cells on the left side of the domain can
indeed be different from the concentrations in the cells on the right side of the
domain.

Equations (1), (2) and (3) contain 11 parameters. A short description can be found
in table 1 and further details can be found in Smith et al. (2006). The values of
these parameters must be real and positive. For the simulations in this paper we
used three different parameter sets, M1, M2 and M3. Parameter set M2 corresponds
with the values used by Smith et al. (2006). Parameter set M1 and M3 contain the
same values for the parameters as set M2 except for the IAA production coeffi-
cient. The value of this parameter is higher in parameter set M1 and lower in set
M3. Remark that in the more general active transport equation (Eq. (6)) the units of
the parameter Ky are dependent of the parameter 7. When t is equal to one, Ky
is the Michaelis—Menten constant and has units uM. In general Ky is measured in
73.% &

2.2 Time integration

Similar to Smith et al. (2006), we can solve the initial value problem of Smith and
collaborators with numerical integration. Analysis of the eigenvalues of the Jacobian
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IAA concentration

. 5
cell index time

Fig. 4 The time evolution of the solution of Egs. (1), (2) and (3) for a row of 20 cells with zero Neumann
boundary condition and parameter set M1. The initial condition is given by Eq. (8) and we used RK4 for
numerical integration

shows that they are mostly located along the negative real axis with some small complex
conjugate pairs of outliers at the left of the imaginary axis. This suggests that the fourth
order Runge-Kutta method (Hairer et al. 2009) with time step Az = 0.01 results in a
stable method to integrate the equations. In Fig. 4 the time evolution is shown from
t = 0tot = 10. The domain contains 20 cells plus 4 ghost cells where we assume
zero Neumann boundary conditions. The parameter values of set M1 are used and the
initial value for the concentration is

pi(t=0)=54 and q;(t =0) =34, )

where a small perturbation 0.2 sin ((5 (i + 2) ) /24) fori = 1, ..., 20 was added to
it to break symmetry. Any other initial state nearby will lead to the same long term
solution.

Figure 4 shows the development of a pattern in the concentration of IAA. After a
certain time the pattern arrives in a stable steady state. For the row of 20 cells a single
peak with a high IAA concentration is formed.

2.3 Steady state problem

Rather than evolving the system in time, we can calculate the steady state solutions
directly. We rewrite equations (1), (2) and (3) in order to obtain the steady state
equations for this specific geometry and boundary conditions. The steady state problem
becomes:
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_ peNgtPRNG ) . .

0 = Tomp |~ HewDi with i =0,1,...,n,n+1
— PIAA . . . . .

0 = Thaana,  MIAAGE — D(a; —ai—1) —D(ai — ai+1)

2
4T pi—1exp(ca;) 41
exp(caj—2)+exp(ca;) ) Kytwra?

_ T( pi exp(cai—1) ) a?

L
exp(cai-1)+exp(cair1) | Ky+rra?
2
Pi+1exp(ca;) dit1
+T (GXP(C af)+exp(cai+z)) Kwutxra? )

2
i i 4
—T( piexp(cdit1) ) ,

exp(cai-1)+exp(cai+) | Ku+rraf, |

with i =1,...,n

a_1=a; and ap=a

|  dn+1 = an and au42 = an,

where the indices 0 and 7 + 1 in the first equation express the coupling of p; to @; in
the first ghost cells. This system can be written as the system of equations

F (U, =0, (10)

where F : Rt — R? : (U,A) — F (U, 1) with n the number of cells and
m the number of parameters. U is a 2n dimensional solution vector of the problem
that contains both the p and a steady state variables and A € R™ denotes the set of
parameters.

For the Egs. (1) and (2) with active transport equations (4), (5) or (6) the steady
state problem can be obtained in the same way.

3 The trivial solution

In this section we search for a trivial solution of system (9), a solution that can be
calculated analytically and that will be used as a starting point for the numerical
continuation in Sect. 5.

If we assume that the solution is homogeneous then the values of p and a are the
same for all cells so that

pi=pj and a; =a; Vi,j=-1,...,n+2. 1n

The system (9) now reduces to

0— oA (12)

I+Kiaaai

+ a; .
O:MO—W—MPINm fori =0,...,n+1
— UIAAG; fori =1,...,n,

and

a1 =ap=ay; and da,4| = ay4+2 = ay. (13)
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Fig.5 The concentration of IAA in the trivial solution as a function of the IAA production coefficient pyp A -
Each cell has the same concentration. However, for large pjaa this solution becomes unstable. Stability is
calculated for Eq. (9) and a row of 20 cells. The other parameters are taken from Table 1

Because p; and a; are real positive numbers, we find a unique solution that is given
by

-1 +\/1 +4kpin (/OPINO +popiNa; ) / HpN

pi = o ; (14)
a = —1+/T+4K1AA PIAA [ ILIAA
L 2K1AA ’
withi = —1, ..., n + 2. This is the trivial solution of the system. Note that the same

trivial solution is obtained for the models with active transport equation (4), (5) or
(6). From Eq. (12) we know that for a certain parameter set, there is only one trivial
homogeneous solution. By formula (14) it is easy to calculate this trivial solution for
different parameter values. Figure 5 shows the concentration of IAA in one cell (cell
number 6) versus the parameter pjaa . Because the solution is homogeneous, the trivial
solution curve would be the same for every cell and is independent of the number of
cells. Figure 5 denotes also the trivial solution for parameter set M1, M2 and M3 with
a square.

3.1 Stability of the trivial solution

The value of the IAA concentration in the trivial solution is independent of the JAA
diffusion coefficient D and the TAA transport coefficient T. Furthermore, it does not
depend on the type of model for the active transport. Any choice of @ or t yields
to the same trivial solution. However, the stability depends in a sensitive way on the

@ Springer



1290 D. Draelants et al.

diffusion and transport coefficients and on the model of the active transport. Although
expression (14) for the trivial solution is readily obtained, it is not easy to determine
the stability of this solution. The Jacobian matrix of the coupled system (9) for a finite
size and Neumann boundary conditions is not trivial.

For an infinite domain or for a finite domain with periodic boundary con-
ditions, the stability around the trivial solution could possibly be calculated by
a Fourier analysis. However, we are also interested in the stability around the
solutions with peaks with high concentration where a Fourier analysis becomes
impossible.

The stability for a finite system can, however, easily be calculated by numeri-
cal means starting from the analytical Jacobian or from a numerical approximation.
Indeed, the j-th column of J (U, 1) is J(U, L)e; where e; is the unit vector with the
Jj-th component equal to 1 and the other components equal to 0. The column is then
approximated by central difference

FU +e€ej,d) — F(U—e€ej, )

J(U, Me; = >

15)

where ¢ is taken of the order of 10~7 (Kelley 1995). Once an approximation to the
Jacobian is obtained, its eigenvalues can be calculated numerically. This numerical
approach can also be used to study the stability of other solutions.

The stability of the trivial solution of Eq. (9) for a row of 20 cells is shown in
Fig. 5. For smaller values of pjaa the eigenvalues of the trivial solutions lie in the
left half-plane of the complex plane. Therefore these stable solutions are drawn with
a full line in Fig. 5. For larger values of pjaa, at least one eigenvalue lies in the
right half plane and so the trivial solution is unstable. This is indicated with a dotted
line.

Also for other parameter values we can calculate the stability of the trivial solution.
In each plot on Fig. 6 two parameter values are varied. The other parameter values
are taken as in parameter set M2. The first three figures (6a—c) correspond with the
stability region for Eq. (9) (i.e. the basic coupled model of Smith et al. (2006)) and the
last three figures (6d—f) represent the stability regions for the steady state problem with
a modified active transport equation (4). These plots show where the trivial solution
is stable (marked in gray) for a row of 20 cells. For example, Fig. 6a shows that
very small values of praa give a stable trivial solution for almost every value of T
in the original model. All other values of pjaa give an unstable trivial solution if T
is not too small. Further we find that when the active transport is modeled with a
linear dependence on the IAA concentration, the shape of the stability region of the
trivial solution remains approximately the same but it is much smaller than with a
quadratic dependency (compare for example Fig. 6a and Fig. 6d). For both models
we find that increasing the number of cells, leads to approximately the same shape
of the stable region of the trivial solution—it only gets slightly smaller. Applying
the model without the exponential dependence of the localization of PIN1 on the
concentration of IAA results in a stable trivial solution for the entire tested range of
parameters.
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Fig. 6 Stable (marked in gray) and unstable region of the trivial solution for a row of 20 cells and different
choices of the parameters pjaa (IAA production coefficient), D (IAA diffusion coefficient) and 7 (IAA
transport coefficient). Other parameters are taken from parameter set M2. The first three figures (a—c) display
the stability regions for the model with active transport equation (3), the last three figures (d—f) for the model
with active transport equation (4)

4 Methods
4.1 Bifurcation analysis

The study of the relation between the stability of a solution and the parameters of
the corresponding dynamical system is known as bifurcation analysis (Seydel 1994).
Such an analysis identifies the stable and unstable solutions and the bifurcation points
that mark the transitions between them. This is biologically relevant since it will allow
us to predict the patterns that emerge in the time evolution as the parameters of the
model are changed. A bifurcation point is a solution (U;, A;) of system (10) where
the number of solutions changes when A passes A;. In this article there are several
types of bifurcation points such as branch points, limit points and Hopf bifurcation
points that will play a role. A branch point is a bifurcation point where two or more
branches with distinct tangents intersect. A limit point, also called a turning point,
is a point where, locally, no solutions exist on one side of the limit point and two
solutions on the other side. A Hopf bifurcation is a transition where a periodic orbit
appears and branch points and limit points are both bifurcation points among steady
state solutions. For complete review of their properties we refer to Seydel (1994). The
analysis usually leads to a bifurcation diagram that highlights the connections between
stable and unstable branches as the parameters change. It is useful to track all these
solution branches that emerge, split or end in a bifurcation point. This can be done
with the help of numerical continuation methods.
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4.2 Continuation methods

The system of equations (10) is a smooth map and we know that 0 € Range (F'). Fol-
lowing the implicit function theorem we know that for a regular point xo = (Up, Ao) €
R2ZvHm of F that satisfies F (xg) = 0, the solution set F~! (0) can be locally para-
metrized about xo with respect to some parameter s. This means that the system of
equations F (U, A(s)) = 0 defines an implicit curve U(A(s)) where A(s) : R — R™
is any parametric curve in the R” (Allgower and Georg 1994). The idea of continu-
ation methods is to find a curve ¢ of approximate solutions U of the system in func-
tion of the parameter A(s). To construct such a curve of subsequent solution points
x; = (U;, ;) = (U;, A(s;)), continuation methods use a starting point xo = (Ug, A¢),
a solution of system (10), along with an initial continuation direction (Krauskopf et
al. 2007). This starting point is typically a trivial solution. An important family of the
continuation methods are the predictor-corrector methods such as pseudo-arc-length
continuation. The idea of the algorithm is to first predict a new solution point. In the
corrector step, this predicted point is the start value for an iterative method that will
approximate the solution to a given tolerance. For the pseudo-arc-length, the predictor
step uses the tangent vector to the curve at a solution point and a given step size to
predict a guess for the next solution point on the curve. The corrector step improves
the guess with Newton iterations.

Numerical continuation is available in AUTO (Doedel et al. 1997), LOCA part of
Trilinos (Salinger et al. 2005), PyDS (Clewley et al. 2007) and others. These libraries
can often also identify the bifurcations that occur along the continued curve and some
of them, such as AUTO can automatically switch between branches at bifurcation
points.

5 Results

This section presents several examples that highlight specific properties of the dynam-
ics of the model. In the first three examples we give, for a file of 20 cells, the numerical
bifurcation analysis of Eq. (9) with respectively parameter sets M1, M2 and M3. In the
fourth example, we enlarge the system and study now a file of 100 cells with parameter
set M1 instead of 20 cells. In the last two examples we investigate the model with a
generalized equation for the active transport. In Example 5, we look at the influence of
the parameter t on the bifurcation scheme found in Example 1. Finally in Example 6
we investigate the influence of the parameter w on the stability.

In Examples 1 to 5 the IAA transport coefficient T is the continuation parameter.
We have chosen T as the continuation parameter similar to the one-dimensional sim-
ulations of Smith et al. (2006). Also Jonsson et al. (2006) investigated the influence
of the IAA transport coefficient T in their simple model by changing the ratio D/TP,
with P the fixed value for PIN1. In Example 6 we use w as continuation parameter.

Each time we choose to display a bifurcation diagram that depicts the IAA concen-
tration in cell number 6 versus the continuation parameter. Alternative choices for the
measure on the y-axis (e.g. a different cell) would be equally valid.
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Fig. 7 a The bifurcation diagram of Example 1 (steady state equation (9)) for a row of 20 cells with the
IAA concentration in cell number 6 versus the continuation parameter T (IAA transport coefficient). Other
parameters are taken from M1. BP denotes a branch point and LP a limit point. The stars mark the places of
the figures displayed below. b—g On these figures the IAA concentration in the whole domain is displayed
corresponding with the stars marked on a

We will find that the trivial solution loses its stability through either a branch point
or a Hopf bifurcation. The results also show the effect of the quadratic dependence in
comparison with the linear dependence to describe the flux on the IAA concentration.

Example 1 This example illustrates the first generic scenario that is encountered when
the trivial solution loses its stability. The results of the bifurcation analysis for Eq. (9)
and parameter set M1 are shown in Fig. 7. Figure 7a shows the bifurcation diagram
that depicts the concentration of IAA in cell number 6 versus the parameter T. The
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other plots in Fig. 7 show the steady state IAA patterns in all cells for the specific
places indicated with labels in the bifurcation diagram.

The trivial solution curve is the starting point of the continuation. It is the flat
horizontal line in the bifurcation diagram. When the parameter T becomes larger than
a critical value (T = 0.8983) , the trivial solution loses its stability at a branch point.
It was found by calculating for every solution (U;, A;) on the branch, the eigenvalues
of the augmented Jacobian matrix defined as

Jaug =[Jul/r]. (16)

If the Jacobian Jy is singular and the rank of the augmented Jacobian is still smaller
than 2n, then the solution point (U;, A;) is a branch point. This means that there exist
an eigenvalue u (A;) of the Jacobian which is equal to zero. Inserted into a graph, there
is a path of an eigenvalue of the solution points corresponding to A close to A;, that
crosses the imaginary axis at the real axis when A = X;. In the branch point on Fig. 7
there is an exchange of stability to another branch, also shown in the diagram. There
are two stable parts on this other solution branch with patterns. When the IA A transport
coefficient T is large, the stable solution pattern on this branch consist of one big peak
(Fig. 7c). The other stable part on this branch appears in a very limited range where T is
smaller. For example solution 4 is such a stable pattern and it has two small variations
(Fig. 7e). The pattern in Fig. 7c is the same pattern that was obtained by numerical
integration with the fourth order Runge-Kutta in Fig. 4 as discussed in Sect. 2.2. We
thus found a connection between the trivial flat solution and the numerical solution
with peaks.

Example 2 Here we illustrate a second scenario in which the trivial solution loses
its stability. It describes the results of the bifurcation analysis for the model with
parameter set M2 that Smith et al. used in their publication (Smith et al. 2006).
It differs from the parameter set M1 by a lower production coefficient of IAA, p1aa.
In the previous example, the stability was lost in a branch point. Now, we find that
the stability is lost through a Hopf bifurcation where the equilibrium transitions into
a periodic orbit. Looking at the eigenvalues of the Jacobian in this Hopf point, there
is a pair of eigenvalues that satisfies

n(A) = iB. (17)

If we draw a trajectory of the eigenvalues of solution points with A close to A;, we see
that there are two complex conjugated eigenvalues different from zero that cross the
imaginary axis when A = ;.

Figure 8a shows the bifurcation diagram depicting again the concentration of IAA
in cell 6 versus the continuation parameter T for the same model as in Example 1,
but now for parameter set M2. In this situation, the stability of the trivial solution
is lost in a Hopf point at T =3.3113. The branch that emerges from this Hopf point,
shows the maximal and minimal TAA concentration over the orbit for each choice of
parameter T. All the solutions on this branch are unstable and therefore we only have

@ Springer



Pattern formation in an auxin transport model 1295

bifurcation diagram

4.0
3.5¢ 1
©
Y 3ot |
£
c
S 257 1
= * Hl.oooociimiae oBP2._ .
b=} e
c 20t 1
@
|9}
C
S 1st
<
<
1.0+
0.5k N E
0 1 2 3 4 5 6 7
T
(a) Bifurcation Diagram
solution pattern solution pattern solution pattern
S 12 S 12 S 12
g 10 £ 10 g 10
g ° g ° g ®
c 6 c 6 c 6
9] 9] I}
o 4 o 4 o 4
2 E E g
0 5 10 15 0 5 10 15 0 5 10 15
cell index cell index cell index
(b) Solution 1 (¢) Solution 2 (d) Solution 3

Fig. 8 a The bifurcation diagram of Example 2 (steady state equation (9)) for a row of 20 cells with the
TAA concentration in cell number 6 versus the continuation parameter T (IAA transport coefficient). Other
parameters are taken from M2. The stars mark the places of the figures displayed below. The dotted line
through point H1 shows the maximal and minimal value of the IAA concentration in cell number 6 of the
periodic solution for each choice of the parameter T. H and BP denote respectively a Hopf point and a
branch point. b—d On these figures the IAA concentration in the whole domain is displayed corresponding
with the stars marked on a

unstable periodic solutions. Further, also another steady state branch, different from
the trivial solution branch, is displayed. This branch intersects with the trivial solution
branch at a branch point (T = 5.4047). Around this branch point, all solutions are
unstable. However, when we follow this new branch, we encounter another Hopf point
where we now gain stability. The pattern of these stable solutions consist of one single
big peak in the middle of the domain (see Fig. 8d).

Example 3 This example illustrates that there are stable orbits beyond the Hopf bifur-
cation point for some particular choices of the parameters. For the third example para-
meter set M3 is used that differs from sets M1 and M2 in the production coefficient
of TAA. It is smaller than in set M2. Again Eq. (9) is solved.

The resulting bifurcation diagram is shown in Fig. 9. As in Example 2, the stability
of the trivial solution is lost in a Hopf point (T=22.7384). However, in contrast with
this previous example, the periodic solution branch that intersects with the trivial
solution branch in this point contains stable periodic solutions. Figure 10 shows, in

@ Springer



1296 D. Draelants et al.

bifurcation diagram

2.0 T T T T
19} P
© /
o
o)
£ 18¢L HY .. 1
C
o
S
©
s
2 17t
[}
|9)
c
IS}
v
< 1.6
<
1.5
20 21 22 23 24 25 26 27

T

Fig. 9 Bifurcation diagram of Example 3 where Eq. (9) was solved with parameter set M3. It depicts
the TAA concentration in cell number 6 versus the continuation parameter T (IAA transport coefficient).
H denotes a Hopf point. The stable orbit for T=23.5 is shown on Fig. 10

|AA concentration

5

cell index
0 o

Fig. 10 The time evolution of equations (1), (2) and (3) for a row of 20 cells starting from the initial
value in Eq. (18) and with parameter set M3 but with IAA transport coefficient T=23.5. We used RK4 for
numerical integration. The resulting solution is a periodic solution where the pattern changes from one peak
concentration of IAA in the middle of the domain to a pattern with high concentrations at the boundaries.
The periodic solution corresponds with the solution for T=23.5 on the periodic solution branch in Fig. 9

a three dimensional plot, the stable periodic solution for IAA transport coefficient
T = 23.5 found with RK4 starting from the initial value

pi(0)=1.79 and a;(0) = 3.76, (18)

@ Springer



Pattern formation in an auxin transport model 1297

0.08

0.06
0.04 |
0.02 |

olf

da, (t)/dt

-0.02 +

-0.04

-0.06

-0.08

Fig. 11 The trajectory of the time evolution of Fig. 10 in the (ag (1) , dag () /dt)-plane. We used a row
of 20 cells starting from initial value (18) and parameter set M3 but with IAA transport coefficient T=23.5
and we used RK4 for numerical integration

where a small perturbation 0.02 sin ((5 (i +2) ) /24) fori = 1, ..., 20 was added.
Any other initial state nearby will lead to the same long term solution. We see that the
periodic solution changes in time from a pattern with one peak concentration of IAA
in the middle of the domain to a pattern with two high IAA concentrations at the sides
of the domain. In Fig. 11 we plotted this trajectory in the (ae (¢) , dae (t) /dt)-plane
starting from the initial value in Eq. (18).

Example 4 The previous three examples showed a part of the bifurcation diagrams
for Eq. (9) corresponding with parameter sets M1, M2 and M3, that differ in IAA
production rate, for a one dimensional domain of 20 cells. In this example we look to
arow of 100 cells and use the parameter values of set M 1. In this example, the stability
of the trivial solution is again, as in Example 1, lost at a branch point (T =0.8504) (see
Fig. 12a). The branch that crosses the trivial solution branch in this point is a bit more
complicated. The branch contains 3 different stable parts. The stable part that contains
solution point 2 consists of solutions with a pattern with 8 peaks (see Fig. 12c). Also
the small stable area on the branch that contains solution 3 consists of patterns with
8 peaks, but they are smaller due to the small value of T in this region. We see that
the peaks become higher for an increasing IAA transport coefficient T (compare for
example the patterns in Figs. 12¢ and 12d or in Figs. 12f and 12g). The third stable
part on this solution branch, appears also in a limited range of T. The patterns show
only 7 peaks of high IAA concentration (see Fig. 12e). The patterns on the unstable
part of the branch that contains solutions 5 and 6 also consist of 7 peaks (see Fig. 12f
and 12g)

The other solution branch in Fig. 12a is found by time integration by starting with
the steady state solution of Fig. 4 or the pattern in Fig. 7c copied five times in a
row which rapidly leads to a steady state that can be used as a starting point for the
continuation. We see that this branch is not (directly) linked with the trivial solution
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Fig. 12 a Bifurcation diagram of Example 4 (steady state equation (9)) for a row of 100 cells and parameter
set M1. The diagram shows the IAA concentration in cell number 6 versus the continuation parameter T
(IAA transport coefficient). The unconnected branch is found by time integrating the steady state solution
of Fig. 7c copied five times in a row until a steady state is found. The resulting steady state is then used as
a starting point for the continuation.The stars mark the places of the figures displayed below. b—i On these
figures the IAA concentration in the whole domain is displayed corresponding with the stars marked on a

branch and consists of one stable and one unstable part. On both parts the patterns
consist of 9 high peaks of IAA concentration (see Figs. 12h and 12i).

Figures 7, 8,9 and 12 for Examples 1, 2, 3 and 4 show different bifurcation diagrams
of Eq. (9). In the Examples 1 and 4, where parameter set M1 is used, the stability of
the trivial solution is lost in a branch point. While in the Examples 2 and 3 it is lost in
a Hopf point. We can calculate the type of these bifurcation points for every transition
from stable to unstable for the three dimensional space of the parameters D, T and
p1aA- We found that in the one-dimensional case, for a row of cells, only two different
situations can occur: either the stability of the trivial solution is lost in a Hopf point or
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Fig. 13 Map of types of bifurcation points for Eq. (9) and a row of 20 cells and different choices of the

parameters piaa (IAA production coefficient), D (IAA diffusion coefficient), T (IAA transport coefficient).
Other parameters are taken from Table 1

it is lost in a branch point. Figure 13 shows, for a row of 20 cells and parameter values
from table 1, the stability boundary for the parameters D, T and pjaa. The line also
indicates the corresponding type of bifurcation. For example Fig. 13a shows that for
small values of the production coefficient of IAA the stability of the trivial solution
will be lost in a Hopf point. Indeed, in Example 2 and 3 we found similar results.

Example 5 This example explores the role of the quadratic dependence of the active
transport on the IAA concentration and the bifurcation diagrams will be calculated for
varying exponents . We will use the adapted model with active transport equation (6)
with parameter w equal to one and for different values for parameter r. The results in
Fig. 14 show the concentration of IAA in cell number 6 versus the parameter T for
T =1/2,1,3/2 and 2. In this example we use again parameter set M1 and a row of
20 cells, as in Example 1. For every value of t the same numerical value for Ky is
used but the dimensions are different. The flat branch, on top of the figure, is the trivial
solution branch, which is independent of the value for the exponent t. However, the
stability of this branch depends on 7 and is only shown for 7 = 1/2.

@ Springer



1300 D. Draelants et al.

3.5

25

IAA concentration in cell 6
N

| |
0.5 1 1.5 2 25 3 3.5 4 4.5

0.5 L :

IAA transport coefficient T

Fig. 14 The bifurcation diagrams of Example 5 for a row of 20 cells with the IAA concentration in
cell number 6 versus the continuation parameter T (IAA transport coefficient). The adapted model with
active transport equation (6) is used where the exponent in the active transport (7) is set to different values
(t =2,3/2, 1 and 1/2). The parameter w is set to 1 and the other parameter values are taken from M1

Similarly to Example 1 the trivial solution loses, for each choice of 7, its stability at
a branch point. These points are indicated on the trivial solution branch with a dot for
T equal to 1/2, 1, 3/2 and 2 (left to right in the figure), where the latter is the model
of Smith and co-authors. The larger t, the more the bifurcation point shifts to the
right. Thus the stability of the trivial solution is lost for larger values of the transport
coefficient T. This result corresponds with the result in Sect. 3.1.

The branches that emerge at these points contain steady state solutions with peaks
as described earlier. Note that Fig. 14 only shows the bottom half of the emerging
branches. The branch at the right with T = 2 contains the solutions with peaks for the
model with exponent 2 and is the basic coupled model of Smith et al. This branch is the
same branch as in Fig. 7a. For other choices of the exponents the figure is qualitatively
the same. Only the stability changes slightly. When 7 is smaller the range of the IAA
transport coefficients T where the solution branch is stable becomes smaller.

We have also found that the spacing between the peaks hardly changes if t is
changed in a continuous way.

So we conclude that although the solution patterns are almost the same, the stability
of the branch is different for different values of . Therefore for large T, the models
predict different patterns.

Example 6 This example explores the influence of the exponential dependence of the
localization of PIN1 on the concentration of IAA. We change, in a continuous way,
the parameter w in the active transport equation (6). Figure 15 shows the bifurcation
diagram that depicts the concentration of IAA in cell number 6 versus the parameter
o for parameter set M1 and a row of 20 cells. Again the flat branch represents the
trivial solution that is independent of the parameter w. When w is equal to zero, the
active transport equation is equal to Eq. (5) and here the trivial solution is stable
(see also in Sect. 3.1). When w increases, and the model transitions into the basic
coupled model of Smith et al., the trivial solution becomes unstable (at w = 0.5875).
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Fig. 15 The bifurcation diagram of Example 6 for a row of 20 cells, parameter set M1 and active transport
equation (6) with T = 2. The diagram shows the IAA concentration in cell number 6 versus the continuation
parameter w. H and LP denote respectively a Hopf point and a turning point. The flat branch is the trivial
solution, the other branch is found by starting with the steady state solution found in Sect. 2.2 for w = 1

The other branch on this figure contains steady state solutions with peaks. For w
equal to one, the solution corresponds with the steady state solution in Fig. 4. When w
becomes smaller, the solution with peaks loses its stability in a Hopf point (w = 0.666).
The solution with peaks of Fig. 4 in the model with @ = 1 has no corresponding
solution in the model with w = 0. This bifurcation diagram shows only a connection
between the model with w = 0 and w = 1 by the trivial solution. Similar figures are
found for other choices of the IAA transport coefficient 7. Now we only explored
the solution patterns in the model with @ = 0 for one specific parameter set. In
order to draw a general conclusion, we must explore the solution patterns for various
parameters.

6 Conclusion and discussion

This paper explored the model proposed by Smith et al. (2006) for the transport of
TAA in a one-dimensional row of cells. The model describes the evolution of the con-
centration of PIN1 and TAA in each of the cells by a coupled set of non-linear ordinary
differential equations. The change in concentration of IAA in a cell depends only on
PIN1 and TAA concentrations in that cell, its nearest and next-nearest neighbors. This
leads to a sparsely coupled system.

We analyzed the steady state solutions of the system as a function of three of the
eleven parameters in the problem. We have varied the IAA transport coefficient T, the
diffusion coefficient D and the production rate piaa. Furthermore, we introduced a
slight generalization of the active transport equation. The main tool used in the paper
is numerical continuation to generate these solutions starting from a trivial solution of
the system.

The trivial solution is identified as an analytical solution where the concentration
in all the cells is equal. This solution is stable in some region of the parameter space.
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However, changing the parameters, for example, increasing the IAA transport coeffi-
cient T, destroys its stability. In contrast to the uncoupled system studied by Jonsson
et al. (20006), the eigenvalues of the Jacobian of this coupled system can not be eas-
ily analyzed analytically. The Jacobian now has a blocked sparse structure and its
eigenvalues are studied numerically.

In the exploration of the solutions, we identified two generic bifurcation scenarios
through which the trivial solution loses its stability. These scenarios reappear for
different sets of the parameters. In the first scenario, a stable solution can lose its
stability through a branch point, where it becomes a pattern with regular spaced peaks
of high TAA concentration. This solution was already found by Smith and collaborators
by direct numerical simulation. The spacing and the height of the peaks in the pattern
depends on the other parameters of the system.

However, we have found that in the coupled system the trivial state can also lose
it stability through a Hopf bifurcation. In this scenario the Jacobian has two complex
conjugate eigenvalues which become purely imaginary. For a limited parameter range
this leads to stable periodic solutions, where the concentration in the cell changes
periodically over time. However, for another range of parameters these periodic orbits
are unstable and the trivial solution then loses its stability through an unstable orbit.
The steady state solution then falls, beyond a parameter threshold, back to a pattern of
regularly spaced peaks (see Fig. 8). These Hopf bifurcation and the periodic solutions
are not present in the model studied by Jonsson where the PIN1 concentration is kept
constant and all eigenvalues of the Jacobian are real.

These are the only two bifurcation scenarios that we have found at the stability
boundary of the trivial solution for various choices of the eleven parameters in the
model and for an increasing number of cells in the row.

We also explored modifications to the model of the active transport. The quadratic
dependence on the IAA concentration is replaced by a linear dependence. The result-
ing bifurcation diagram shows differences in the stability of the solutions. As a conse-
quence the resulting patterns are different. Replacing the exponential dependence of
the PIN localization on the IAA transport leads to a different dynamical system where
the trivial solution is always stable.

Although the paper studies the steady state solutions of a rather academic model
with a row of equal sized square cells, the authors believe it is a valuable contribution
to our understanding of pattern formation by IAA accumulation since it builds the
foundation for a rigorous bifurcation analysis of the steady state patterns in a two
dimensional array of cells.

As demonstrated by Smith et al. (2006) generalized linear models are a powerful
first step to understand the behavior of the biological system. Such studies can be
complemented by simulations of patterns of higher complexity that more closely
resemble specific biological systems.

Applying the numerical continuation framework to a more general network of
connected (ir)regular shaped cells, requires a Newton—Krylov solver so that the Newton
iteration deals with the non-linearity and the Krylov iteration solves the Jacobian
system exploiting the sparsity. Furthermore the Krylov subspace iteration only requires
the application of the Jacobian to a vector, which avoids the explicit construction of
the Jacobian matrix (Kelley 1995).
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For the two dimensional array of cells, we expect to find a similar trivial solution
that will lose again its stability as the parameters change and turn into regular patterns
of high concentration peaks and time periodic solutions.

In this paper we, essentially re-implemented the same linear file of cells as Smith
et al. (2006), but instead of using wrap-around boundary conditions, we implemented
homogeneous Neumann boundary conditions. In principle it is also possible to inves-
tigate the effect of varying in- and out-flux from the system and performing similar
studies for these inhomogeneous Neumann boundary conditions. However, then there
is no analytically solvable trivial solution.

There are several situations where changing boundary conditions are biologically
relevant. First, in the leaf mesophyll, where a row of cells in which local maxima
may induce new vascular development could be located between margins. These are a
possible source of IAA and emerging veins that drain the IAA (Scarpella et al. 2006),
or at a later stage be surrounded by veins draining locally produced IAA. Second, in
epidermal cells at the shoot apex along a tip to base gradient, where IAA comes in
from the base and is transported to apical positions. And finally, in central linear cell
files in the root, IAA flows from base to tip and in the external layers IAA flows from
the tip to the base leading to IAA gradients (Grieneisen et al. 2007).

We have explored continuation in the Neumann boundary condition and found,
amongst others, s-shaped bifurcation diagrams with double limit points. This leads
to a hysteresis effect in the boundary conditions. These results for the non-zero flux
boundary condition are described in Draelants et al. (2012).

Also for problems with periodic boundary conditions a similar analysis can be per-
formed. There, however, the Jacobian will have a one dimensional null-space associ-
ated with the translation invariance of solutions. This can be regularized by introducing
a phase condition as described by Champneys and Sandstede (2007).

There are still many uncertainties in the current generation of models. Especially the
large number of parameters and the uncertainty in their values is a reason for concern.
By focusing on the qualitative properties of the transitions that appear in the models
rather than on the states for particular choices of the parameters, we hope to understand
more about the possible patterns that appear in real systems. It is valuable to calculate
similar bifurcation diagrams for all the proposed models for IAA transport using the
numerical continuation methods. We could also use homotopy and use a continuous
transformation to go from one model into another model. Numerical continuation can
then follow the solutions from one model into the solutions of another model. This
will allow the comparison of models across a range of parameters and check if they
exhibit qualitatively the same transition if parameters change.

In real plants it is impossible to tune a parameter such as the transport coefficient T
in a continuous way as is done in these calculations. It can only be changed in discrete
steps in a plant by the introduction of, for example, mutations that compromise or
enhance the IA A production or transport. Comparing such experiments with the model
outcome will make it possible to refine the model to give a more realistic description
of the biological system.

The bifurcation analysis on the linear system with zero-influx at the boundaries
yields interesting new insights into the potential behaviors of the biological system.
It is interesting to note that low values of the IAA transport coefficient lead to flat
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distributions of the IAA concentration, whereas high concentrations are required to
establish sharp accumulation peaks.

1-N-naphthylphthalamic acid (NPA) has long been used experimentally as an
inhibitor of IAA efflux. The precise molecular mechanism by which NPA impacts
on TAA transport is still unknown, although several NPA-binding proteins have been
identified (Muday and Delong 2001). Previously, we have assumed that NPA inhibits
the cycling of PIN proteins to the cell membrane (Merks et al. 2007). In terms of
our model, this would relate to a lowering of p,y, and/or ppy Which results in the
formation of lower IAA peaks. Indeed, experimental inhibition of IAA transport with
NPA abolishes the normal narrow accumulation peaks and results in a much flatter
TIAA distribution pattern (Scarpella et al. 2006). Also consistently with the model,
the vam3 mutation that perturbs PIN1 polarization, prevents IAA peaks forming and
inhibits formation of higher order veins (Shirakawa et al. 2009). More recently it was
shown that a mutation in the IAA import carrier LAX2, which inhibits IAA transport
increases the numbers of vascular strand breaks (Péret et al. 2012). This may also be
explained by the model prediction of lower IAA maxima, which could be unable to
fully induce vascular development. Thus, the model behavior appears to be consistent
with physiological treatments and mutations that affect specific model parameters.

The bifurcation analysis also yields interesting new insights into additional potential
behaviors of the biological system. One especially interesting behavior is the oscilla-
tion obtained with a specific set of parameter values (Fig 10). This behavior has to our
knowledge never been observed in the context of leaf development. However, in the
root basal meristem, oscillating IAA concentrations have been observed and related
to the regular induction of laterals along the growing axis of the root (De Smet et al.
2007).

One other characteristic unveiled by the bifurcation analysis is that peaks occur at
very stable distances across the region where a pattern of IAA accumulation peaks
are generated. This implies that in the case of vascular patterning, the initial distance
between veins is relatively stable. This means that observed differences in vascular
density in mature leaves (Dhondt et al. 2011) largely result from differences in subse-
quent development. This is an example of an new hypothesis generated by modeling a
biological process that can be experimentally validated and underlines the importance
of systematic exploration of biologically relevant parameter variations.

It is important to repeat that we have kept the plant geometry fixed in the current
model. It is an open question how the calculations can be extended to include cells to
undergo growth and division.
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