
Vol:.(1234567890)

Abdominal Radiology (2021) 46:4278–4288
https://doi.org/10.1007/s00261-021-03083-y

1 3

KIDNEYS, URETERS, BLADDER, RETROPERITONEUM

Evaluation of radiomics and machine learning in identification 
of aggressive tumor features in renal cell carcinoma (RCC)

Sidharth Gurbani1 · Dane Morgan2 · Varun Jog1 · Leo Dreyfuss3,4 · Mingren Shen2 · Arighno Das3 · E. Jason Abel3 · 
Meghan G. Lubner4 

Received: 28 December 2020 / Revised: 22 March 2021 / Accepted: 31 March 2021 / Published online: 15 April 2021 
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2021

Abstract
Purpose  The purpose of this study was to evaluate the use of CT radiomics features and machine learning analysis to identify 
aggressive tumor features, including high nuclear grade (NG) and sarcomatoid (sarc) features, in large renal cell carcinomas 
(RCCs).
Methods  CT-based volumetric radiomics analysis was performed on non-contrast (NC) and portal venous (PV) phase multi-
detector computed tomography images of large (> 7 cm) untreated RCCs in 141 patients (46W/95M, mean age 60 years). 
Machine learning analysis was applied to the extracted radiomics data to evaluate for association with high NG (grade 
3–4), with multichannel analysis for NG performed in a subset of patients (n = 80). A similar analysis was performed in a 
sarcomatoid rich cohort (n = 43, 31M/12F, mean age 63.7 years) using size-matched non-sarcomatoid controls (n = 49) for 
identification of sarcomatoid change.
Results  The XG Boost Model performed best on the tested data. After manual and machine feature extraction, models con-
sisted of 3, 7, 5, 10 radiomics features for NC sarc, PV sarc, NC NG and PV NG, respectively. The area under the receiver 
operating characteristic curve (AUC) for these models was 0.59, 0.65, 0.69 and 0.58 respectively. The multichannel NG 
model extracted 6 radiomic features using the feature selection strategy and showed an AUC of 0.67.
Conclusions  Statistically significant but weak associations between aggressive tumor features (high nuclear grade, sarco-
matoid features) in large RCC were identified using 3D radiomics and machine learning analysis

Introduction

As the volume of computed tomography (CT) performed 
for a variety of indications continues to increase, the inci-
dence of renal cell carcinoma (RCC) has also continued 
to rise [1–6]. Spatial heterogeneity is a common feature 
of RCC, with multiple studies demonstrating variability 

within tumors with respect to pathologic features, genom-
ics, and RNA/protein expression [7–9]. This heterogeneity 
gives rise to a spectrum of biologic and clinical behaviors, 
with an increasingly less aggressive management approach 
in more indolent disease and nephron sparing approaches in 
cases where intervention is warranted [10–12]. Pathologic 
markers of tumor aggressiveness such as higher nuclear 
grade (NG) or presence of sarcomatoid (sarc) features may 
only be present in a small portion of the tumor but may pro-
foundly impact treatment decisions and prognosis [13–15]. 
These small areas can be challenging to identify on biopsy, 
and although radiomic features provide more global tumor 
assessment and have shown some promise in non-invasively 
capturing and characterizing tumor heterogeneity, some 
aggressive tumor features have remained elusive at imaging 
[9, 16–29]. If aggressive features could be reliably identified 
in advance of surgery, either through more targeted biopsies 
or non-invasive assessment, it could have immediate clinical 
impact on treatment decisions and prognostication. Recently, 
multiple groups have used machine learning analysis applied 
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to radiomics features in an attempt to improve performance 
in identification of aggressive features such as high nuclear 
grade on imaging, with some success [30–36]. Identification 
of sarcomatoid features has remained challenging from CT 
imaging [24]. The purpose of this study is to evaluate the 
use of CT radiomics features and machine learning analysis 
to identify aggressive tumor features, including high nuclear 
grade and sarcomatoid features, in large RCCs. For nuclear 
grade, this would be an attempt to reproduce other groups’ 
results and for sarcomatoid features, to identify an as yet 
unidentified radiomics imaging signature.

Methods

This study was IRB approved and HIPAA compliant.

Patient selection and CT images

The CT images obtained between 2000 and 2013 of 141 
patients (46 women and 95 men, mean age 60 years) with 
large (> 7 cm) RCCs were obtained from the surgical data-
base of the Department of Urology and were retrospectively 
reviewed. All patients in the cohort had a CT scan performed 
before undergoing surgery or receiving any other treatment. 
Subsequent removal of the primary tumor and pathologic 
analysis that included histologic subtyping and nuclear 
grading were performed for all patients. CT texture analysis 
data from these patients were previously analyzed in [19], 
where single-slice analysis was used [19] and a multi-plat-
form radiomics analysis was performed by Dreyfuss et al. in 
2019, where both single-slice and volumetric platforms were 
applied [37]. We specifically targeted large RCCs to increase 
the likelihood that aggressive features would be present.

Analysis of both portal venous phase images (n = 124, 
44 with portal venous phase only) and non-contrast images 
(n = 97; 17 had non-contrast images only, 80 had both non-
contrast and portal venous phase images) were performed. 
74 of 124 portal venous (59.7%) CT examinations were 
performed at institutions other than the study institution. 
All scans were performed using MDCT scanners and the 
imaging parameters were as follows: a tube potential of 
100–140 kV (with 110 of 124 (89.4%) scans using a tube 
potential of 120 kV) and a matrix of 512 × 512 × 16. Most 
CT scans were performed using automated or variable tube 
current, and the slice thickness used for 122 of 125 scans 
was 2–5 mm. Although the non-contrast and portal venous 
analyses were performed separately, a multi-channel analy-
sis of patients who had both datasets was additionally per-
formed. This cohort of 141 patients with large RCCs was 
used in the assessment of imaging features of nuclear grade. 
Patients with nuclear grade of 3–4 were considered high 
grade, while grades 1–2 were considered low grade.

A second sarcomatoid rich dataset was created, using 
CT imaging obtained between 2001 and 2018, including 43 
RCCs with sarcomatoid features (31 M, 12F, mean age 63.7 
years) with 49 size-matched non-sarcomatoid RCCs from 
the nuclear grade cohort above to serve as controls (30 M, 
19F, mean age 64.4 yrs) with extraction of radiomics fea-
tures using the method described above. As with the nuclear 
grade analysis, both non-contrast (n = 28, n = 3 non-contrast 
only) and portal venous phase CT (n = 40, n = 15 pv only, 
n = 25 both pv and non-contrast) images in patients with 
sarcomatoid RCCs were evaluated. Size-matched non-sar-
comatoid controls came from the large RCC nuclear grade 
dataset and had similar distribution of non-contrast and 
portal venous exams (pv n = 49, non-con = 36, both n = 31). 
For a subset of 25 patients in the sarcomatoid cohort, the 
percentage of sarcomatoid features present in the tumor was 
quantified by the surgical pathologist. Additional analysis of 
this subset of patients was performed where a threshold of 
10% sarcomatoid features was applied, and included tumors 
were reanalyzed to see whether higher tumoral fraction of 
aggressive features improved performance of the model. 
This is further detailed under SMOTE analysis.

Radiomics platform

Radiomics features were extracted using Healthmyne Radi-
omic Precision Metrics (https://​www.​healt​hmyne.​com/​radio​
mic-​preci​sion-​metri​cs/, Madison, WI, USA), a server-based 
platform that performs volumetric CT radiomic analysis. 
Healthmyne does not perform a filtration step and analyzes 
unfiltered data. This software extracts over 300 radiomics 
features, including first-order texture features (mean gray-
level intensity, entropy, standard deviation) and second-order 
texture features derived using gray-level co-occurrence 
matrix (GLCM). Second-order metrics allow quantifica-
tion of the spatial relationship between pixels [38]. It also 
extracts a variety of anatomic and morphologic tumor 
descriptors including tumor volume, surface area, spheric-
ity, etc. Some features are locations in the image used to 
calculate distances (long axis, short axis, etc.). These do not 
extract meaningful image data, only reflect coordinates and 
were manually excluded from the analysis (the calculated 
distances from these coordinates reflecting tumor measure-
ments were included).

Region of interest (ROI) selection

The process of ROI selection for the 3-dimensional platform 
(Healthmyne) is as follows. First, the CT scan of interest is 
opened in the platform. The index slice at the level at the 
largest overall transverse tumor diameter is identified. The 
tumor is traced at this level with care to maintain the outer 
margins of the ROI just within the boundaries of the tumor. 

https://www.healthmyne.com/radiomic-precision-metrics/
https://www.healthmyne.com/radiomic-precision-metrics/
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Once the single-slice ROI has been traced, automatic seg-
mentation is performed. During automatic segmentation, the 
entire volume of tumor as seen on cross-sectional CT imag-
ing is automatically segmented by the platform. Following 
automatic segmentation, the user must manually refine the 
tumor boundaries in order to ensure non-tumor tissues are 
excluded from analysis. Once correct tumor margins have 
been verified, the radiomics metrics are extracted. All seg-
mentations were created by a trained medical student under 
the direct supervision of a fellowship trained abdominal 
radiologist with 11 years of experience.

Data processing and cleaning

As discussed above in Radiomics Platform section, an initial 
pass was made through the data with manual exclusion of 
categories that were not extracting meaningful image data 
(coordinates, etc.). The data extracted from the CT scans 
were to the best of our knowledge and resources available, 
and had some missing data. To avoid data loss, we used dif-
ferent imputation methods to fit the data. As we were aware 
of no advantages to more complex methods, when imputa-
tion was needed for a method we chose a simple imputation 
scheme of replacing data for a component in a feature by 
the mean of values of other features, making use of the Sim-
pleImputer package available in scikit-learn [39]. We made 
sure that no data leakage occurred in fitting of the data by 
performing imputation on the training data and transforming 
the test data before prediction. For machine learning meth-
ods with built in imputation schemes we used those schemes.

Data visualization

Before developing any model, we try to get an estimate 
of the data distribution and analyze if there is a clear and 
evident margin of classification. We visualized our data 
to understand the distribution over both the classes on a 
2-dimensional plot using t-SNE (t-distributed Stochas-
tic Neighbor Embedding). This is a non-linear technique 
used for dimensionality reduction of high dimensional data 
and is widely used for cancer detection applications. The 
data were imputed and normalized before transforming 
to 2-dimensional data. The t-SNE plots are shown in the 
Results section.

Machine learning analysis

The goal of our model was to evaluate for association 
between high nuclear grade (grade 3–4) and imaging fea-
tures in our first cohort and between presence/amount of sar-
comatoid features and imaging features in our second cohort. 
For the purpose of our study, we tested our model with gra-
dient boosted trees (implemented in XGBoost (XGB), and 

Random Forest (RF) and Support Vector Machine (SVM) 
(implements in Scikit-learn [39]). The Scikit-learn imple-
mentations of RF and SVM do not allow for missing data 
while XGB has a built in imputation scheme. Therefore, we 
have used data imputation (see Sec. Data Processing and 
Cleaning) on training data for SVM and RF during model 
development. The performance of the models were evaluated 
on six metrics.

1.	 Accuracy: This metric is the fraction of correct predic-
tions made by the model.

2.	 Precision: Also known as positive predictive value, this 
metric gives the fraction of true positive predictions 
among total positive predictions.

3.	 Recall: Also known as sensitivity, gives the fraction of 
true positive predictions among actual positive elements.

4.	 f1_score: This metric is a measure of test’s accuracy and 
is defined as the harmonic mean of precision and recall.

5.	 AUC: Receiver operating characteristic (ROC) curve is 
a graph of true positive rate with false positive rate. This 
is a measure of a classifier’s performance plotted for 
different classification thresholds of the classifier. The 
metric (AUC) is the area under the ROC curved provides 
an aggregate measure of the classifier’s performance

6.	 Geometric mean: To counter a 2-class imbalance in the 
dataset, another metric to determine the classification 
accuracy is the geometric mean score which is just the 
geometric mean of the true positive rate and true nega-
tive rate

We calculate the mean and standard error for these met-
rics using a set of values determined from 20 iterations of 
fivefold cross-validated scores, where each score is deter-
mined for each fold, leading to 100 samples for each statistic 
being used to find mean and standard deviation.

Further, we performed permutation testing to determine the 
statistical significance of the model. We tested the model for 
f1 score averaged over 20 iterations of fivefold cross-valida-
tion and then ran 100 random permutations of the target data 
pairings to input features to estimate the p-value score of the 

Accuracy =
Number of correct predictions

Total number of predictions

Precision =
True positive predictions

True positive predictions + false positive predictions

Recall =
True positive predictions

True positive predictions + false negative predictions

f1 = 2 ⋅
precision ⋅ recall

precision + recall
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model. We observed the mean of the final model score (i.e., 
the f1 score for every run), and mean and standard deviation of 
p-values (which is a measure of fraction of how many random 
permutation runs performed better than the original model) 
over a set of 5 permutation test runs (where each run included 
100 permutations, as noted just above).

Feature ranking and selection strategy

The datasets had a high feature-to-sample ratio so dimensional 
reduction and feature selection were an important step to filter 
out unwanted features. We explored two approaches, including 
our own custom feature ranking algorithm and the algorithm 
used in XGBoost to assign a normalized importance score to 
each of the features.

The evaluation of features was done in two phases. In the 
first phase, or ‘feature ranking phase’, we performed fivefold 
cross-validation on the dataset for 20 times each time with 
a different train-test split. In essence, the model ran for 100 
independent iterations and assigned an importance score 
each time. The feature list was sorted based on the cumula-
tive importance score after 100 runs. In the second phase, or 
‘feature selection phase’, a fivefold CV score averaged over 20 
runs was observed over the entire dataset with just the high-
est ranked feature from phase 1. This was repeated with the 2 
highest ranked features and the average fivefold CV score was 
observed. The average fivefold CV score vs number of features 
was plotted and the list of features for which the best CV score 
was obtained gives us the optimal set of features which we 
used for model optimization later. To avoid data leakage, dur-
ing model assessment this feature ranking and selection was 
performed only for data subsets using nested cross-validation, 
as described below.

Nested cross‑validation

As we are dealing with small datasets, a commonly known 
problem of data leakage often arises and can heavily impact 
or bias the result. To avoid this, we have evaluated the model 
performance using a nested cross-validation approach. We use 
a fivefold loop which forms our ‘outer loop’. The training data 
which forms the ‘inner loop’, in every fold, goes through the 
feature selection strategy described above to give the optimal 
feature list to be used for model optimization. We observe the 
scoring metrics on the test data using this optimal feature list. 
Each fold produces its own feature list and scoring metrics and 
we average the scoring metrics over the 5 folds.

Synthetic minority oversampling technique (SMOTE) 
analysis

For the sarcomatoid rich dataset, the samples included had 
a non-zero percentage of sarcomatoid features. However, a 

concern was that even if sarcomatoid features have an imag-
ing signature it might be overwhelmed by the background 
features of the tumor if only a small percentage of sarcoma-
toid features are present. To address this concern and give 
the modeling the best chance of success, we used a filter on 
the percentage of sarcomatoid features present, taking only 
values with ≥ 10% (this was the median percentage in our 
cohort, n = 25). As many of the samples had a sarcomatoid 
percentage less than 10%, these samples were filtered out, 
causing an imbalance in the samples of each class. We used 
SMOTE on the minority class and performed naive classifi-
cation using XGBoost. To apply SMOTE, it was essential to 
use imputation (using the methods from Sec. Data Process-
ing and Cleaning) before performing classification.

Results

Patient cohorts

Two patient cohorts were evaluated. One was a group of 
141 patients (46 women and 95 men, mean age 60 years) 
with large RCC (mean size 10 ± 3 cm, median 9 cm) who 
underwent non-contrast and/or portal venous phase CT used 
for identification of high nuclear grade (NG). This group 
contained mostly clear cell RCC (n = 118, 84%), with fewer 
non-clear cell (papillary n = 14, chromophobe n = 9). There 
was a slight majority of high grade tumors, (n = 75 nuclear 
grade 3, 4) with 63 low grade (nuclear grade 1, 2) and 3 
tumors not graded (Fig. 1).

The second was a group of 43 patients with RCCs with 
sarcomatoid features (31 M, 12F, mean age 63.7 yrs) who 
underwent non-contrast and/or portal venous phase CT 
with 49 size-matched non-sarcomatoid RCCs from the 
nuclear grade cohort above to serve as controls (30 M, 19F, 
mean age 64.4 yrs). Mean size of the sarcomatoid tumors 
was 9.8 ± 3 cm, median 10 cm; mean size of controls was 
8.7 ± 2 cm, median 9 cm. Sarcomatoid tumors were pre-
dominantly clear cell (n = 35, 81%). A group of 25 tumors 
in the sarcomatoid cohort had an estimate of the percentage 
of tumor with sarcomatoid features. In this subcohort, the 
median was 10% sarcomatoid features, mean 21% ± 26%, 
range 1–90% (Fig. 2).

Classification

We observed that XGB was the best performing classifier 
on each of the datasets when compared with RF and SVM. 
Summary of the classification results with XGB is detailed 
in Table 1. Non-contrast and portal venous phase CT data-
sets from sarcomatoid patients with size-matched controls 
were classified to distinguish the presence of sarcomatoid 
features whereas non-contrast and portal venous phase CT 
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images in patients with large RCCs were classified to dis-
tinguish the presence of high (grade 3–4) nuclear grade 
compared to low (grade 1–2). In the portal venous phase 
large RCC dataset (PV_NG), the model achieved 58% 
accuracy for identification of high nuclear grade, with 69% 
achieved for the non-contrast CT dataset (Noncon_NG). In 

the portal venous phase sarcomatoid data set (PV_Sarc), 
accuracy of 66% was achieved for identifying sarcoma-
toid features compared to size-matched controls. For the 
non-contrast sarcomatoid dataset (Noncon_Sarc), accuracy 
of 60% was obtained. We also tested using multichannel 
analysis on a cohort with patients from both non-contrast 

Fig. 1   Renal Cell carcinoma of increasing nuclear grade in 4 differ-
ent patients from the large RCC nuclear grade cohort. 51-year-old 
male with 7 cm homogeneous renal mass found on PV phase contrast 
enhanced CT (arrow, a), found to be nuclear grade 1 clear cell renal 
cell carcinoma (ccRCC) at tumor resection. He remains alive and dis-
ease free > 93 months later. A heterogeneous 10 cm tumor on CECT 

in a 76-year-old female (arrow, b) was nuclear grade 2 ccRCC, while 
the 12 cm tumor in a 79-year-old female (arrow, c) showed nuclear 
grade 3. An 8 cm left renal mass invading the left psoas on CECT in 
a 67-year-old female (d) was ccRCC, NG 4, and patient died of her 
disease approximately 17 months after surgery

Fig. 2   Renal cell carcinoma with increasing percentage of sarcoma-
toid features in 3 different patients from the sarcomatoid cohort. An 
8 cm infiltrative renal mass on portal venous phase contrast enhanced 
CT (arrow, a) in a 64-year-old male was clear cell renal cell carci-
noma with 10% sarcomatoid features. A different heterogeneous 

8  cm mass with large intratumoral vessels found at CECT (arrow, 
b) in a 76-year-old male was ccRCC with 40% sarcomatoid features. 
A 65-year-old male presented with a 7 cm left renal mass at CECT 
(arrow, c), found to have ccRCC with 90% sarcomatoid features. This 
patient died of his disease within 1 year of diagnosis
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CT and portal venous phase CT datasets and attained an 
accuracy of 67%.

Feature selection

Each dataset had a different number of features and sam-
ples available for feature selection. Among 318 texture 
features for Noncon_Sarc dataset, 463 texture features for 
PV_Sarc dataset, 317 texture features for Noncon_NG 
dataset and 49 features for PV_NG dataset. Those that 
were not clinically relevant (did not describe imaging data) 
were manually excluded leaving 80, 85, 82 and 49 features, 
respectively. Our feature selection strategy then selected 3, 
7, 5 and 10 radiomics features, respectively (Table 2), that 
were sufficient to provide a comparable accuracy to when 

all features were considered together. Our feature selection 
strategy extracted 6 radiomic features on the multichannel 
cohort.

Nested cross‑validation

Results for our fivefold nested CV approach are tabulated 
in Table 3. We found these average scores are compara-
ble to classification results by fivefold CV with XGBoost. 
PV_Sarc dataset was able to achieve 67% accuracy while 
the Noncon_Sarc dataset accuracy was fairly low at 48%. 
Noncon_NG and PV_NG gave similar accuracy of 56% 
and 60%, respectively, while multichannel cohort gave 
56% accuracy.

Table 1   XG Boost Model results without imputation

Noncon non-contrast CT, PV portal venous CT, Sarc sarcomatoid features, NG nuclear grade

Dataset Accuracy Score F1 Score Precision Score Recall Score AUC Score Geometric Mean Score

Noncon_Sarc 0.60 ± 0.81% 0.51 ± 1.42% 0.57 ± 1.78% 0.49 ± 1.71% 0.59 ± 0.87% 0.56 ± 1.3%
PV_Sarc 0.66 ± 0.55% 0.62 ± 0.72% 0.62 ± 0.95% 0.64 ± 0.76% 0.65 ± 0.56% 0.64 ± 0.6%
Noncon_NG 0.69 ± 0.94% 0.71 ± 0.9% 0.72 ± 1.07% 0.71 ± 1.15% 0.69 ± 0.94% 0.67 ± 0.99%
PV_NG 0.58 ± 0.81% 0.60 ± 0.89% 0.61 ± 0.85% 0.60 ± 1.13% 0.58 ± 0.8% 0.57 ± 0.82%
Noncon + PV NG 0.67 ± 0.99% 0.69 ± 1.11% 0.70 ± 1.03% 0.69 ± 1.29% 0.67 ± 1.00% 0.66 ± 1.17%

Table 2   Selected high yield features for each dataset with XGBoost model

Noncon non-contrast CT, PV portal venous CT, Sarc sarcomatoid features, NG nuclear grade, HU Hounsfield units, GLCM gray-level co-occur-
rence matrix, ortho orthogonal, max maximum, Tumor width rad tumor diameter as measured off the images (vs tumor diameter at pathology)

Dataset Noncon_Sarc PV_Sarc Noncon_NG PV_NG Noncon + PV NG

Features 1. Energy HU
2. Energy voxels
3. GLCM Entropy

1. Largest planar diameter
2. Mean deviation voxels
3. Largest ortho diameter
4. Solid volume
5. Sagittal short axis
6. Gender
7. Spherical disproportion

1. Energy HU
2. Skewness HU
3. GLCM row STD
4. Entropy HU
5. Max voxels

1. Volume voxels
2. GLCM homogeneity
3. Compactness
4. Tumor width rad
5. GLCM ASM
6. GLCM COL STD
7. GLCM dissimilarity
8. Energy HU
9. Mean deviation voxels
10. Median voxels

1. Solid volume mL 
(milliliters)

2. Solid volume voxels
3. GLCM dissimilarity
4. Compactness
5. Skewness HU
6. Energy HU

Table 3   Fivefold Nested Cross-
Validation with XGBoost model

Noncon non-contrast CT, PV portal venous CT, Sarc sarcomatoid features, NG nuclear grade

Dataset Accuracy Score F1 Score Precision Score Recall Score AUC Score Geometric 
Mean Score

Noncon_Sarc 0.48 0.30 0.38 0.27 0.45 0.37
PV_Sarc 0.67 0.64 0.64 0.65 0.67 0.66
Noncon_NG 0.56 0.57 0.59 0.57 0.56 0.55
PV_NG 0.60 0.62 0.63 0.63 0.60 0.59
Noncon + PV NG 0.56 0.55 0.61 0.51 0.57 0.55



4284	 Abdominal Radiology (2021) 46:4278–4288

1 3

Permutation tests

The statistical significance of our model predictive ability 
was assessed by performing permutation tests averaged 
over 5 runs. We used f1 score as the metric being assessed. 
The results are shown in Table 4. A low p-value score per-
tains to high significance of the model. Our results show 
that the mean p-value for each of the dataset is less than 
0.10, demonstrating that the predictions are better than 
random with high probability.

t‑SNE plots

The t-SNE plots (t-distributed Stochastic Neighbor 
Embedding) for each dataset can be seen in Fig. 3. As 
we observe each of the datasets, both classes are spread 
across evenly and there is no clear division between them. 
This suggests that the input features are not strongly cor-
related to the aggressiveness of the RCC, consistent with 
the results of machine learning fitting.

SMOTE analysis

For the subgroup of patients in the sarcomatoid data-
base with percentage of sarcomatoid features included 
(n = 25), the median was 10%. We further filtered those 
data samples keeping those with ≥ 10% sarcomatoid fea-
tures to explore if tumors with more sarcomatoid features 
present might be better classified. However, we did not 
observe any improvement in the classification results using 
XGBoost classifier when comparing the full subgroup of 
patients in the sarcomatoid database with percentage of 
sarcomatoid features included and those thresholded with 
≥ 10% sarcomatoid features. The results with SMOTE are 
shown in Table 5.

Table 4   Permutation test scores with XGBoost model

Noncon non-contrast CT, PV portal venous CT, Sarc sarcomatoid fea-
tures, NG nuclear grade

Dataset Mean p-value Standard 
deviation of 
p-value

Average score of 
non-permutated 
data

Noncon_Sarc 0.08 0.04 0.65
PV_Sarc 0.04 0.02 0.62
Noncon_NG 0.04 0.03 0.64
PV_NG 0.10 0.06 0.58
Noncon + PV 

NG
0.08 0.03 0.65

Fig. 3   t-SNE plots. The top panel demonstrates plots for the nuclear 
grade dataset, with blue dots representing high grade tumors (nuclear 
grade 3–4) and red dots low grade on non-con, non-con + pv and 
pv datasets, showing a fairly even spread without clear delineating 

threshold. Similar results are seen in the lower panel for sarcomatoid 
features (blue sarcomatoid features present, red absent) on non-con, 
portal venous and thresholded (10% sarcomatoid features) data
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Discussion

Renal cell carcinoma is a heterogeneous tumor that can con-
tain multiple different nuclear grades or genetic features in 
a single tumor [7]. Even if only a small portion of the tumor 
is grade 4, the overall nuclear grade assigned to the tumor 
will be 4 and that grade will drive treatment decisions and 
patient prognosis. Similarly, even if only a small portion of 
the tumor contains sarcomatoid features, if these features are 
identified prospectively, the identification can profoundly 
impact patient management and these patients are often 
not surgical candidates [14, 15]. However, sometimes these 
small areas may be missed at biopsy due to sampling error, 
and this uncertainty about the reliability of biopsy and the 
presence of aggressive tumor features may make prospec-
tive informed decision making about treatment challenging 
[8, 9, 40].

Global tumor assessment on imaging provides a non-
invasive means for capturing tumor characteristics and 
radiomics features have shown promising associations with 
histopathologic features in RCC. Given the large number of 
radiomics features produced by many software packages, use 
of machine learning analysis can aid in feature extraction 
and robust analysis of feature and model performance. Sev-
eral groups have recently looked specifically at the ability of 
radiomics data evaluated with machine learning to identify 
nuclear grade with some promising results [30, 32–35, 41, 
42]. For example, Bektas et al. looked at a cohort of 54 
clear cell RCCs (ccRCCs), roughly half high grade tumors. 
They used different machine learning classifiers of 279 2D 
texture features extracted from portal venous phase CT. In 
their series, the overall accuracy, sensitivity, specificity (for 
detecting high grade ccRCC) and overall AUC for the best 
model were 85.1%, 91.3%, 80.6% and 86%, respectively 
[30]. He et al. looked at 227 ccRCCs, extracted 14 conven-
tional imaging features manually and 556 texture features 
using a software application, applied machine learning anal-
ysis, and found that the predictive models for high grade 
vs low grade tumors had accuracies ranging from approxi-
mately 90–94% [31].

Identification of sarcomatoid features has been challeng-
ing on CT imaging to date. Schieda et al. looked at a cohort 
of 20 sarcomatoid RCCs matched to 25 ccRCCs and manu-
ally extracted a variety of imaging features including tumor 
size, subjective tumor heterogeneity, tumor margin, presence 
of tumoral calcification and intra and peritumoral vascularity 
among other features. In addition, they extracted a variety of 
texture features. The best performing model combined tex-
tural features and subjective features demonstrated an AUC 
of 0.81 in identification of sarcomatoid features [24]. Meng 
et al. recently looked at a cohort of 29 sarcomatoid RCCs 
using both subjective and radiomics features and found 
widely variable model performance with AUCs ranging 
from 0.77–0.97 [43]. Our cohort of 43 sarcomatoid RCCs is 
one of the larger series to date.

However, even using a similar approach in both our 
cohort of 141 large RCCs and 43 size-matched sarcomatoid 
RCCs, we were unable to reproduce these results. We used 
an extensive feature selection process, applied multiple dif-
ferent machine learning models, tested with fivefold nested 
cross-validation, performed multichannel analysis of both 
non-contrast and pv phase post contrast data, used thresh-
olded analysis of sarcomatoid features where quantitative 
data were available, and performed follow up permutation 
testing. There are several possible explanations for this per-
formance. There is a growing body of literature that a variety 
of imaging parameters unrelated to biologic heterogeneity 
may impact selected radiomic features [44–49]. In addition, 
there is variability in the features extracted and even the 
values produced for the same types of feature depending on 
the software platform used [37]. There have been calls for 
standardization to make such automatically generated fea-
tures a more viable clinical tool [50]. We also note that we 
used a 3D segmentation tool that incorporated the imaging 
features of the entire large tumor. It is possible that if only 
small areas of high nuclear grade or sarcomatoid features 
were present they may have been obscured by the dominant 
imaging features of the rest of the tumor. If other studies 
were more selective about where in the tumor the ROI was 
placed, or if 2D segmentation was used, this may have been 
less of a factor. However, even using a threshold of 10% 
sarcomatoid features to select tumors with a higher percent-
age of sarcomatoid change, our model performance did not 
improve. In a prior analysis using a similar dataset to this 
study and single-slice analysis where only a small portion 
of the tumor was evaluated, only weak associations with 
tumor grade and no association with sarcomatoid features 
were identified.

An additional factor that could play a role is machine 
learning methodology. In particular, unless great care is 
taken, there is risk for data leakage, and the impact of even 
small amounts of data leakage can be significant, depending 
on the sample size and machine learning analysis applied. 

Table 5   Classification results on portal venous phase images from the 
sarcomatoid dataset with SMOTE using 10% threshold of sarcoma-
toid features present with XGBoost model

Metric Scores (%)

Accuracy Score 0.54 ± 1.45
F1 Score 0.36 ± 2.72
Precision Score 0.46 ± 2.75
Recall Score 0.33 ± 2.76
AUC Score 0.54 ± 1.46
Geometric Mean Score 0.41 ± 2.6
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Therefore, very robust and rigorous methodology must be 
used. We ensured once we split the data, none of the strate-
gies including imputation, normalization, feature selection 
and feature ranking were aware of any data point from the 
test data during fitting the model. Only once the model was 
ready, the test data were transformed as the training data 
before observing the prediction results. We note that by 
allowing some data leakage we can significantly improve our 
results. Specifically, if we fit to the whole dataset, obtain a 
ranked list of features, and then optimize the CV score using 
that list (this follows the approach in Sec. Feature Ranking 
and Selection Strategy but with the whole dataset) we obtain 
a 5–7% improvement in the results (see supplemental section 
Table 5). This improvement shows the importance of avoid-
ing data leakage in the analysis.

The features that performed well in our model included 
things that make intuitive sense and are similar to those 
extracted in other series, including things like density, uni-
formity and GLCM features such as entropy as well as size 
metrics. It is possible that a study using more precise radio-
logic pathologic correlation to look directly at the imaging 
features of portions of the tumors known to have aggressive 
features may help better delineate the imaging signature of 
these areas or improve model performance. This is an area 
of investigation that warrants further study.

There are limitations to this study. This is a relatively 
small dataset for this type of analysis, but it is comparable to 
those used in other studies, with this sarcomatoid dataset one 
of the largest analyzed to date. There is some heterogeneity 
to the CT data, but the imaging parameters used to obtain the 
images were within a reasonable range, and data normaliza-
tion was used. Both non-contrast and portal venous phase 
images were separately analyzed and multi-channel analysis 
was performed where the data were available. Portal venous 
phase CT was selected due to wide applicability, but other 
phases of contrast including corticomedullary or delayed 
phase images commonly used in renal imaging were not 
evaluated. Quantification of sarcomatoid features was only 
available in a subset of patients for this study. Finally, patho-
logic features were used as a surrogate for clinical outcomes, 
but this is not the only determinant of outcomes and more 
detailed analysis and modeling using clinical endpoints such 
as survival is ongoing.

Conclusion

Despite use of a robust radiomics platform and highly effec-
tive machine learning models, performance of models for 
identifying aggressive tumor features in RCC (high nuclear 
grade, sarcomatoid features) were quite poor. Our group 
was unable to reproduce results seen by other groups in the 
literature, possibly due to variability in CT data, radiomics 

platforms and machine learning analyses approaches, which 
limits the ability to widely apply these models in clinical 
practice until further standardization is performed. Further 
study using more precise radiologic pathologic correlation 
may be useful in better delineating the imaging signature of 
these aggressive tumor features.
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