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Abstract. The first performance tests of a new fully pro-
grammable blood sampling device for monitoring blood
radioactivity during positron emission tomography
(PET) are described. Blood is withdrawn through 1-mm
internal diameter tubing using an infusion pump which
can be operated at rates varying from 0 to 600 ml/h. Ac-
tivity in blood is measured by a 6-cm-thick bismuth ger-
manate crystal connected to a photomultiplier tube and
multichannel analyser (MCA) which are positioned with-
in 6 cm lead shielding. Positioning of the tubing is an ex-
act and simple procedure. The minimal readout time of
the MCA is 1 s. Two independent energy windows can
be set. Operation of the pump and MCA is fully con-
trolled by a PC, i.e. sampling time, interval time and
pump rate can be varied at any time during the PET scan
by user-defined scripts. A number of characteristics of
the new system were studied, such as sensitivity, dead
time, linearity, effect of background radiation and pump
rate as a function of input pressure. In addition, disper-
sion was measured as a function of pump rate. Finally,
first clinical results were compared with manual sam-
ples. The sensitivity equalled 0.7 and 0.2 cps/Bq for 511-
and 1022-keV 30% energy windows, respectively, and
the system dead time was 500 ns. The system remained
linear within 2% with activity concentrations up to
2.5 MBq/cc. Short-term reproducibility was better than
3% for a 1-h period. Long-term reproducibility was
about 5% (1SD), which was mainly caused by variation
in the diameter of the tubing. If the device was posi-
tioned in such a way that maximum shielding was direct-
ed towards the patient, the effects of background radia-
tion from the patient on the measured activity concentra-
tion for clinically relevant conditions was minimal
(<3%). Pump rate varied with input pressure, but re-
mained constant for a given pressure. Dispersion con-
stants smaller than 0.14 s–1 were observed for pump rates
higher than 300 ml/h, indicating that the system disper-
sion is small. Clinical data showed an excellent agree-
ment to within 3% (1SD) between the results obtained
with the new system and manual samples. With the con-
tinuous blood sampler radioactivity in blood can be mea-
sured accurately during the entire course of the PET

scan. Furthermore, the system is fully programmable al-
lowing adjustment of all parameters during a single PET
scan.
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Introduction

Quantitative analysis of dynamic positron emission to-
mography (PET) data requires accurate measurements
not only of the tissue response curves but also of the in-
put function, usually derived from arterial blood [1]. The
time course of blood radioactivity can be determined ei-
ther using rapid manual sampling [2], preferably in com-
bination with an automated handling system [3], or using
automatic devices [4].

The first main disadvantage of manual sampling is the
limited time resolution with which the samples can be
drawn, e.g. once every 5 s, which limits the accuracy of
data analysis and hampers corrections for delay and dis-
persion during kinetic modelling. Secondly, manual sam-
pling leads to a high workload. To overcome these draw-
backs, Graham and Lewellen developed a system which
automatically collects discrete blood samples with a high
speed of 1 sample per 2 s [4]. The activity in these dis-
crete blood samples is then counted afterwards. Anders-
son and Schneider [3] described a fully automated
system for handling of discrete blood, thereby minimiz-
ing the workload for measuring the activity in whole
blood and plasma samples.

As an alternative to manual sampling, Nelson et al.
[5] developed a non-invasive device for monitoring arte-
rial blood activity in oxygen-15 (half-life = 122 s) water
studies. In this study a probe was positioned near the su-
perior lobe of the lung and the input function was de-
rived from the measured variation of the photon flux.
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Accurate results with the non-invasive monitor were on-
ly obtained after carefully correcting for background ra-
diation and verification of the correct positioning of the
probe. Furthermore, an additional online calibration was
needed. Finally, this system could not be used for radio-
ligand studies, which require blood metabolite analysis.

In order to directly obtain the input function, several
investigators have developed continuous flow-through
detectors [6, 7, 8, 9, 10, 11]. These systems require fewer
personnel and are less error prone. Initially, plastic scin-
tillator flow-through detection systems were applied by
Hutchins et al. [6] and Kanno et al. [8]. Plastic scintilla-
tors are based on the detection of positrons. The dimen-
sion of the scintillator is adjusted in such way that it
matches the range of the emitted positrons, at the same
time minimizing the detection efficiency of 511-keV
photons. Because the range of positrons depends on the
isotope, these systems need to be calibrated for each iso-
tope separately and the detector has a relatively large
variation in geometrical sensitivity.

More recently, several flow-through systems have
been developed based on the detection of annihilation
photons. Nelson et al. [9] developed a flow-through
system based on the detection of the 511-keV photons
using an NaI crystal. Ranicar et al. [10] developed a
system using a bismuth germanate (BGO) crystal and a
peristaltic pump. The detection system was fully auto-
mated using a PC, allowing continuous recording of
blood radioactivity using the 1022-keV sum peak. The
pump, however, was not integrated into this system.
Votaw and Shulman [11] recently described a commer-
cially available system based on coincidence detection.
This system consists of two BGO crystals operating in
coincidence. BGO was used for its high stopping power
and good counting properties. Since background radia-
tion is rejected by coincidence counting, the system can
be provided with minimal shielding and may be placed
in the close vicinity of the patient. Votaw and Shulman
[11] showed that this device had excellent counting char-
acteristics and good sensitivity. The system is commer-
cially available, but a disadvantage is that a syringe
pump must be supplied by the user. In other words, not
all components of the system are fully integrated. In ad-
dition, the measurement of the input function is limited
to about 5 min, depending on the withdrawal speed.

In the present study, the characteristics of a new fully
automated blood sampling device (Veenstra Instruments,
The Netherlands) were measured. The system is based
on the detection of 511-keV annihilation photons using a
BGO crystal, but it is not equipped with coincidence de-
tection. By applying two separate energy windows, data
can be collected in a 511-keV singles peak and in a
1022-keV sum peak, similar to the system of Ranicar et
al. [10]. The main advantage of this system is that opera-
tion of all separate components of the system (detector
and pump) is fully integrated and programmable by the
user, i.e. both detector and pump are operated using a PC

with dedicated software. Sample duration, sample inter-
val and pump rate can be varied during the entire course
of the PET study. The variation of these parameters is
controlled by scripts so that intervention of personnel
during scanning is not required. However, pump opera-
tion can always be manually overruled if required for
safety reasons. Finally, the entire system is commercially
available and can be used as supplied without the need
for installing additional components such as the pump or
for writing software for data acquisition and storage.

Materials and methods

Description of blood sampling device

The automatic blood sampler (Veenstra Instruments) consists of a
detector unit, a pump with a flow detection device, a waste unit
and a PC. The entire system is mounted on a mobile cart. All com-
ponents can be replaced separately in case of failure. In case of
pump failure, however, it should be noted that although use is
made of a commercially available infusion pump, it has been mod-
ified by the manufacturer to guarantee unidirectional flow, i.e. oth-
er infusion pumps cannot be used without this modification. The
present commercial system complies with IEC 601 requirements
regarding electro-mechanical safety, and recently the manufacturer
has applied for CE certification of the system. A schematic draw-
ing of the system is given in Fig. 1a, and a photograph of the sam-
pler is shown in Fig. 1b.

The detector unit (1c) consists of a 6-cm-diameter BGO crystal
which is coupled to a photomultiplier tube (PMT) and multichan-
nel analyser (MCA). Crystal, PMT, MCA and high-voltage power
supply are all positioned within 6-cm lead shielding. A narrow slit
opening of 3 mm is made in both crystal and shielding for easy
and reproducible positioning of the tubing. The MCA can be set to
collect counts with a minimum sample duration of 1 s. During ac-
quisition, counts can be sorted by the MCA into 512, 1024 or
2048 energy channels as selected by the user. Once sample acqui-
sition is completed, the entire spectrum is send to the PC for fur-
ther analysis. At present 1 s is required to send the spectrum to the
PC, thereby limiting the maximum sample rate to 1 sample per
2 s. Apart from the entire spectrum, the MCA also collects counts
within a so-called fast channel. This channel collects all counts
without energy discrimination and has negligible dead time char-
acteristics (<500 ns). Data obtained with the fast channel are used
for dead time correction of the spectrum (see below).

Blood is withdrawn from the patient through 1-mm inner di-
ameter tubing using a peristaltic pump. The pump is equipped
with a flow detection unit, which interrupts operation of the pump
when the flow through the tubing is reduced by more than 30%. In
this case an audible alarm signal is given. The pump is unidirec-
tional, i.e. blood flow towards the patient is not possible. Pump
rates can be varied from 0 to 600 ml/h (0–10 ml/min) in steps of
1 ml/h. Operation of the pump is controlled by the PC, but may al-
ways be overruled manually.

The system is equipped with a PC running under Windows95.
The interface between PC and detector or pump has been realized
through an RS-232 connection. Dedicated software, needed for
operating the detector and pump and for data storage, is provided
by the manufacturer. Sampling duration and interval as well as
pump rate are controlled by the program during the entire study
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period. Furthermore, the program selects the two user-defined en-
ergy windows and the user-defined window widths.

For patient studies a user-defined script must be supplied to the
program. This script is a text file consisting of a sequence of com-
mands. These commands describe sample duration and interval of

the MCA and the pump rate, and indicate when the program has to
collect and process the data. A list of commands and their mean-
ing is given in Table 1. Once the spectrum and fast channel data of
a sample have been acquired by the MCA and transferred to the
PC, the program starts processing these data, i.e. four numbers are
calculated and stored into an output file: (1) total number of
counts in window 1 (e.g. the 511-keV window); (2) total number
of counts in window 2 (e.g. the 1022-keV window); (3) total num-
ber of counts in the entire spectrum, called the output counts; and
(4) number of counts measured within the fast channel, called in-
put counts. In addition, time of acquisition is written to the output
file.

The ratio of output counts and input counts can be used to per-
form a dead time correction of the data in each energy window.
The dead time-corrected number of counts, Win1,2

Dtcorr, is given
by:

Win1,2
Dtcorr = Win1,2 × IC/OC. (1)

where Win1,2 equals the number of counts in window 1 or 2, IC
equals the number of input counts and OC equals the number of
output counts. This relation can be easily understood. The fast
channel collects all counts without energy discrimination and with
essentially no dead time losses. In fact, the system software cor-
rects for the 500 ns dead time of the fast channel using a paralysa-
ble model. The input counts therefore represent the total number
of counts which would have been measured in the spectrum if the
MCA had no dead time. The output counts are obtained by sum-
ming the entire spectrum, which suffers from MCA dead time
losses. The ratio of input to output counts therefore equals the
dead time correction required for the MCA spectrum. This correc-
tion can be performed online and offline.

Clinical use

For daily clinical routine use, a number of tests are performed in
order to assure correct operation of the system. First, every morn-
ing an energy spectrum is acquired using a germanium-68 needle
source. This is used to verify the position of both 511- and 
1022-keV peaks. When a shift of the spectrum is observed, the
spectrum can be adjusted by changing either the energy windows
or the high voltage. To date, after 2 years of operation, adjustment
was only required in the event of large room temperature variation
or high humidity, i.e. when the system was used in a laboratory
environment. Under normal clinical conditions (air-conditioned
scanning room), however, the system has been stable over periods
of 2 months. A second test is performed to verify the communica-
tion of both MCA and pump with the PC. As the setup time of the
MCA is approximately 20 s, communication between MCA and
PC may be disturbed when a measurement is started within 20 s
after switching on the system. Therefore, a dry run is performed
immediately prior to each patient study to check communication
of MCA and pump with the PC. To date the system has worked
correctly, provided the 20-s initialization period of the MCA is ob-
served. Whenever communication errors occur, patient measure-
ments may proceed simply by resetting the system.

For patient measurements the system is placed directly next to
the scanner bed, allowing the use of short tubing of less than
50 cm between patient and detector unit. Because no shielding is
present in front of the slit opening of the detector, the system is
positioned in such a way that the direction of the slit is parallel to
the patient longitudinal axis, thereby avoiding direct exposure of
the BGO crystal from background radiation originating from the
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Fig. 1. a Schematic drawing of the system indicating various parts
of the automatic blood sampling device. b Photograph of the sam-
pler. c Close-up photograph of the detector, showing simple and
exact positioning of tubing in the slit opening of the detector



patient. After carefully positioning the system and connecting to
the patient, a script is executed to start the measurement. A limita-
tion of the present software is that all measurement scripts have to
be edited by the user. In order to store the data the first line of the
measurement script, indicating the output data file, needs to be ed-
ited to indicate a specific output file name, as indicated in Table 1.
Because this procedure is error prone and may result in loss of old
data, additional in-house software was developed to generate pa-
tient-specific measurement scripts and output files.

A typical script would consist of 1-s samples during the first
5 min, followed by 2-s samples from 5 to 10 min, 5-s samples
from 10 to 30 min and 10- to 30-s samples from 30 min onwards.
The pump rate is usually set to 300 ml/h (5 ml/min) during the
first 5 min and is then adjusted automatically to 100 ml/h after-
wards. Manual samples are taken at set times immediately behind
the detector. These samples are used for calibration purposes, for
estimation of whole blood to plasma ratios, and for metabolite
analysis as described previously [3, 12]. After each sample, the
tubing is flushed with heparinized saline to prevent clotting. These
flushing periods are also used to check whether the detector count
rate has gone to zero, i.e. as a quality control procedure for the
presence of activity sticking to the tube wall [12]. During manual
sampling, pump operation is temporarily interrupted by the user,
but is controlled again by the PC afterwards. All data, i.e. the
number of counts in the first (511-keV) and second (1022-keV)
energy windows, the total number of counts in the spectrum and
the fast channel data or input counts, are stored in an output file
together with acquisition time, sample duration and dead time cor-
rection factor. Calibration and decay correction and correction for
sample duration need to be applied afterwards to convert counts
per sample to activity concentration. To overcome these limita-
tions additional software was developed to automatically format
the data file, to apply calibration factors and decay and dead time
correction, and to take sample duration into account. The need to
write additional software by the user is a limitation of the current
(prototype) system. It is expected, however, that various modifica-
tions described here will be incorporated in the next release of the
system software.

For patient studies, dead time correction is performed offline.
With low activity concentrations and for short sample durations,
the number of counts collected in each energy window and the fast
channel can be small (e.g. <100). Using the dead time correction

as given with Eq. 1 will then result in an increased uncertainty,
while for low activity concentrations (<300 kBq/cc), dead time
may be neglected. Therefore, dead time correction using Eq. 1 is
applied when the number of counts collected in the fast channel
exceeds 3,000. By using such a limit, dead time correction with
Eq. 1 is performed only when the activity concentration in blood
is higher than 60 kBq/cc for a 1-s sample. In order to apply this
approach it is necessary to perform the dead time correction off-
line.

Measurements

First, a number of characteristics of the detector unit were studied:
linearity and/or dead time characteristics, accuracy of dead time
correction, linearity with sample duration, sensitivity, short- and
long-term reproducibility, effects of background radiation. Next,
operation of the pump, i.e. linearity of pump rate as a function of
defined pump rate and input pressure was determined. Subse-
quently, the dispersion of the system was measured as a function
of pump rate. Finally, first clinical results were compared with
manual samples. All measurements were performed with 30% en-
ergy windows around both the 511-keV and 1022-keV sum peaks.

Detector characteristics. To measure linearity with activity con-
centration and dead time characteristics of the detector, the 1-mm
inner diameter tube was filled with a high activity concentration of
20 MBq/cc fluorine-18 fluorodeoxyglucose (18F-FDG) (half-life of
18F=110 min) and positioned within the slit opening of the detector.
This activity concentration was about 40 times higher than normal-
ly encountered during patient measurements (<500 kBq/cc). Sam-
ples were acquired during a period of 36 h. Sample duration was
set to 10 min in order to collect a sufficient number of counts at
the end of the measurement period. Samples were taken at 20-min
intervals. The entire measurement was performed twice, with and
without online dead time correction, in order to validate the online
correction procedure as implemented by the manufacturer. The re-
sponse of the system at low activities was used to estimate the
sensitivity of the detector.

As electronically controlling and reading out the MCA may re-
quire some overhead time, the linearity of the system with sample
duration was investigated. For this measurement the tube was
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Table 1. Script commands and
their meanings Script command Meaning of command

OPEN_REPORT “filename” Opens an output file
REPORT_COMMENT “xx” Writes “xx” to output file
MCA_PARAMETERS Writes the MCA parameters, such as HV settings, to output file
SET_TOTAL_ML Sets maximum volume to be pumped
START_PUMP xx Starts pump with pump rate xx ml/h
STOP_PUMP Stops the pump
DATE_TIME Writes date and time to output file
SAMPLE xx Acquires a sample during xx s
GET_SPECTRUM Sends spectrum data from MCA to PC
READ_WINDOW 1,2 Calculates number of counts within window 1,2
STORE_RESULT Writes data of window 1,2 to output file
DEAD_TIME_DATA Writes info about dead time corrections to output file
WAIT xx Pauses readout of MCA during xx ms
PROMPT “xx” Shows dialog box with message “xx”,

press OK to continue measurement
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Fig. 2a, b. Setup of shielding experiment showing the positions of
a 37 MBq 18F source (⊗ ) relative to the detector unit. a The back-
ground source was positioned at 0, 50 or 100 cm from the detector
both in front of and perpendicular to the slit opening. b The back-
ground source was positioned in front of and 15 cm below the slit
opening.

filled with an activity concentration of about 60 kBq/cc 18F-FDG.
The measurement procedure started with 100 samples of 1 s dura-
tion, followed with 50 samples of 2 s, 50 samples of 5 s, 50 sam-
ples of 10 s and 10 samples of 30 s. This range of sample dura-
tions covers the clinically applied range. The effects of sample du-
ration on the acquired data were determined by comparing the av-
erage value for each sample duration after (online) dead time and
(offline) decay correction.

Short-term reproducibility was assessed by collecting ten sam-
ples of 10 s duration during a period of 1 h. The 1-mm inner diam-
eter tube was filled with a high activity concentration of
100 kBq/cc 18F solution for statistical reasons. Results were com-
pared after dead time and decay correction. Long-term reproduc-
ibility was determined by measuring the response of the detector
with a 60-s sample every 2 weeks using a “calibration” 18F solution
(calibration of the blood sampling device is part of the routine cali-
bration procedure also including PET scanner, dose calibrators and
well counters). Manual samples were also taken from the 18F solu-
tion and measured with a well counter to determine the exact activ-
ity concentration of the solution. Calibration factors for the 511-
and 1022-keV windows are defined as the ratio between the activi-
ty concentration (Bq/cc) and the cps per energy window, again af-
ter dead time and decay correction. The variation of the calibration
factor over time is used as a measure for long-term reproducibility.
An alternative would be the use of a 68Ge source for assessment of
long-term reproducibility. However, because the diameter of the
needle source was too large to fit within the slit opening of the de-
tector, it could not be used for the latter purpose. The daily verifi-
cation of the absence of drift of the energy spectrum was not ham-
pered by the 68Ge source size as it was placed directly on top of the
detector, allowing the acquisition of an energy spectrum containing
both a (singles) 511-keV and a (randoms) 1022-keV peak.

The BGO crystal and PMT are shielded with approximately
6 cm lead. Because data are not acquired with coincidence detec-
tion, large effects of background radiation may still be expected for
the 511-keV window data. To determine the effects of background
radiation, a 37 MBq 18F source was positioned at several locations
in relation to the detector unit as indicated in Fig. 2, varying both
distance and position with respect to slit opening, and with no ac-
tivity present in the tubing. For each position the number of counts
within the 511- and 1022-keV windows was measured with 5-min
samples. To estimate the relative effect of background radiation,
the experiment was repeated with a 100 kBq/cc 18F solution within
the tube. In addition to these experiments, the effect of background
radiation during a dynamic 18F-FDG brain scan was also measured.
During this latter experiment the tubing was not connected to the
patient, i.e. no arterial blood was withdrawn.

Pump characteristics. The blood sampler is equipped with a peri-
staltic infusion pump, which is now used to withdraw blood from
the patient. Because the pump is developed to infuse liquid into
the patient rather than to withdraw arterial blood from the patient,
correct operation of the pump under these different conditions
needs to be validated. Normally the infusion bag is positioned
about 50 cm above the infusion pump. It can therefore be expected
that the pump is developed to operate correctly for the indicated
pump rate when the input pressure equals 37 mmHg.

To determine the effect of input pressure on pump operation,
the 1-mm inner diameter tube was connected to a 2-m infusion
line (approximately 3 mm inner diameter) and a 250-ml syringe.
Tube, infusion line and syringe were filled with water. By varying
the height between syringe and pump the input pressure to the
pump was varied. The actual pump rate was determined by col-

lecting the water at the end of the narrow tube into a beaker and
measuring the weight of the pumped volume every minute during
a period of 10 min. A schematic drawing of this experiment is giv-
en in Fig. 3. Input pressures of 0, 50 and 100 mmHg (0, 67 and
135 cm H2O) were applied and pump operation was tested for
pump rates of 50, 100 and 300 ml/h.

Dispersion. Dispersion was measured as the response to both a
step-up and a step-down function of the activity concentration us-
ing both blood and water, using the procedure described by Votaw
and Shulman [11]. Assuming that dispersion can be modelled with
a single exponential function, both Votaw and Shulman and Iida et
al. [13] showed that the dispersion constant can be determined by
measuring the response of the system to a step-up or step-down
function of the activity concentration. The dispersion function has
been described extensively in the literature [13, 14, 15]; therefore
here only the measurement procedure is given.

A step-up function was created by withdrawing non-radioac-
tive blood or water from a beaker and, once the beaker was almost
empty, by adding quickly a relatively large volume of blood or
water with a high activity concentration to the beaker. The step-

Fig. 3. Setup for pump rate measurement. Input pressure was var-
ied by changing the height of the water column relative to the
pump. A water column of 135 cm corresponds to an input pressure
of 100 mmHg. The total pumped volume was determined by mea-
suring the weight of water pumped into a beaker (as a function of
time)



down function was obtained by following the reciprocal proce-
dure. During these experiments samples of 1 s duration were mea-
sured continuously and pump rates of 50, 100 and 300 ml/h were
applied. Results were fitted using a single exponential function as
described by Iida et al. [13].

First clinical measurements. First clinical results with the blood
sampler were obtained for five dynamic 18F-FDG and two carbon-
11 flumazenil studies, which were carried out within ongoing clini-
cal protocols, i.e. these studies have been approved by the medical
ethics committee of the University Hospital Vrije Universiteit, Ams-
terdam, The Netherlands. Five manual samples were taken at ap-
proximately 5, 10, 20, 30 and 50 min after the start of the PET scan.
These samples were measured in a well counter. The sampler curve
was corrected for dead time and decay and then calibrated. The cor-
rected sampler curve was then compared with manual samples.

Results and discussion

Detector characteristics

In Fig. 4a results of the linearity experiment without
dead time correction are shown. It was found that the
number of counts collected in the fast channel, the input
counts, was linear to within 2% with activity concentra-
tions up to 10 MBq/cc, which is well beyond the clini-
cally relevant range (0–500 kBq/cc). Data obtained with
both energy windows were linear with activity concen-
trations up to 300 kBq/cc, which would be an insuffi-
cient range for clinical studies. Data acquired within the
511-keV energy window showed a maximum count rate
of 9.3 kHz at an activity concentration of 1.9 MBq/cc. At
higher activity concentrations the count rate measured
within this energy window decreased owing to increas-
ing dead time. For the 1022-keV data no maximum
count rate was found as its signal continuously increased
with activity in a non-linear manner. The 511-keV data
suggest that the dead time characteristics of the MCA
can be described by the paralysable model. Figure 4b
shows the results obtained when the data collected in
both energy windows were corrected for dead time using
the fast channel approach and Eq. 1. Using this correc-
tion, linearity of the signals of both energy windows re-
mained within 2% up to activity concentrations of

2.5 MBq/cc. At activity concentrations higher than
2.5 MBq/cc, the dead time correction based on the input
counts failed, although the data of the fast channel were
still linear with activity concentration. This was caused
by deterioration of the measured spectrum due to the ef-
fects of pulse pile-up and overflow of the MCA. The lat-
ter effect also explains the continuous but non-linear in-
crease in the 1022-keV signal with activity, because the
deterioration occurred mainly at the higher energy chan-
nels (>700 keV). Since deterioration of the spectrum oc-
curred at activity concentrations higher than those nor-
mally encountered in patient studies (<500 kBq), it can
be concluded that the linearity of the system is sufficient
for clinical applications provided dead time correction
using the fast channel approach is applied.

At low activities the sensitivity of the detector (with-
out dead time correction) equalled 0.023 cps/Bq per cc
and 0.0067 cps/Bq per cc for the 511- and 1022-keV
peaks, respectively. Assuming that the detector “sees”
only 6 cm of the 1-mm inner diameter tubing, the sensi-
tivity equalled 0.70 cps/Bq and 0.20 cps/Bq for both en-
ergy windows. The ratio of the sensitivities of the 511-
and 1022-keV windows was equal to about 3.4 in the ab-
sence of background radiation. This ratio can be used to
validate the accuracy of the collected data during patient
studies, as will be discussed later.

The average number of counts collected within both
energy windows and the fast channel as a function of the
sample duration after dead time correction remained
constant to within 1.5% for each sample duration. There-
fore, overhead and processing time of the MCA may be
neglected and does not have any effects on the response
of the system.

Measurements of short- and long-term reproducibility
indicated that the short-term reproducibility was within
3%, i.e. the number of counts of ten samples, each of
10 s, measured within a 1-h period did not differ by more
than 3% using the same tubing. Poisson statistics could
account for about 1.5% of this 3% deviation. Long-term
reproducibility was estimated to be within 5% (1SD)
based on the variation of the calibration factor over a pe-
riod of 3 months. The observed long-term reproducibility
of 5% (1SD) seems rather poor. However, measurements
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Fig. 4. Linearity of the 1022-
keV (grey curve) and 511-keV
(solid black curve) windows
and the fast channel (upper dot-
ted curve) with activity concen-
tration measured a without
dead time correction and b with
online dead time correction.
cps, Counts per second



of long-term reproducibility were performed with differ-
ent tubing sets and, therefore, were affected by possible
variation of the inner diameter of the tubing. To assess
this possibility the variation of the detector response for
ten tubing sets each filled with an equal 18F solution was
studied. In this experiment. two out of the ten tubing sets
showed a deviation of more than 5% (compared with the
average of remaining eight tubing sets) in detector re-
sponse, which is explained by variance in detected vol-
ume due to variation of the inner diameter of the tubing.
It should be noted that detector response also appeared to
be affected by room temperature. In practice, this is a
minor problem as the system is used in a temperature-
controlled scanning room. Nevertheless, due to possible
effects of variation of tubing diameter, for accurate clini-
cal studies, additional manual samples should be taken
for online calibration. The remaining short-term repro-
ducibility (<3%) is sufficient to accurately measure the
blood radioactivity concentration in clinical studies.

Table 2 presents data of the shielding experiment. It
can be seen that at position 1, i.e. directly in front of the
slit opening of the detector, the number of counts in the
511-keV window was significantly higher than at other
positions. Although this effect was much smaller for the
1022-keV window, it was still present. Similar results
were found when the tubing was filled with 100 kBq/cc
18F solution (4th and 5th columns). Since data in Table 2
were not corrected for dead time, the cps values with ac-
tivity in the detector (columns 4 and 5) and with the
background source at position 1 are similar to those giv-
en in the second and third columns. Data collected with-
in the 1022-keV sum peak are based on simultaneous de-
tection of two 511-keV photons so that it can be expect-
ed that this energy window is less sensitive for back-
ground radiation than the 511-keV window.

Measurement of background radiation without con-
necting the tube to a patient showed an average count rate
of 55 cps in the 511-keV window and 2 cps in the 1022-
keV window. On average, minimum count rates during
measurement of the input function equal 250 and 75 cps in
the 511- and 1022-keV windows, respectively. Back-
ground radiation (from the patient) might increase the sig-
nal of the 511-keV window up to about 20%, while the ef-
fect of background radiation on data collected within the
1022-keV window remains within 3%. These results indi-
cate that the accuracy of the 511-keV data should always
be validated using the ratio between data of both win-
dows. Because only the 511-keV window is sensitive for
background radiation, a constant ratio indicates that back-
ground radiation is minimal and that data of both 511- and
1022-keV windows can be combined to improve statisti-
cal accuracy. When a high background source is present
during sampling, the 511-keV data should be discarded.

Additional shielding within and in front of the slit
openings, which would further reduce the contribution of
background radiation, is presently under development by
the manufacturer. A maze-like arrangement of the slit
would be preferable, but would require major modifica-
tion of the detector’s design. An alternative solution
might be to tape the tubing to the detector casing, thereby
removing direct exposure of the BGO crystal from those
portions of the tubing located directly next to the detector.
However, even with these adjustments, users should care-
fully validate whether effects of background radiation
may be neglected. It should be noted that radiation from
the patient might make a considerable contribution to the
background radiation in the 511-keV energy window.

Pump characteristics

Operation of pump as a function of input pressure and
pump rate is presented in Fig. 5. Best agreement between
indicated and measured pump rate occurred with an input
pressure corresponding to a water column of 50 cm. Mea-
sured pump rate was approximately 10% smaller than the
indicated pump rate at 0 input pressure and about 5% larg-
er at an input pressure resulting from a water column of
135 cm height. As infusion pumps are designed to pump
infusion fluid from a bag which is usually positioned
50 cm above the pump, the good agreement between mea-
sured and set pump rate for this situation is clear. More
importantly, within each experimental setup operation of
the pump did not vary, as can be derived from the curves
in Fig. 5. The measured pump characteristics therefore in-
dicate that under clinical conditions the pump rate may
vary between patients (due to variation of input pressure)
but that it remains constant within a patient study. There-
fore, it can be concluded that the pump is suitable for its
current application as a small but constant deviation be-
tween indicated and actual pump rate does not have an ef-
fect on the shape of the measured input function.
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Table 2. Effects of a 37 MBq 18F background source on the mea-
sured count rate with and without activity in the detector for vari-
ous locations relative to the detector

Position Cps 511 Cps 1022 Cps 511 CPS 1022
index keV keV keV keV

No activity No activity

1 2,312 450 2,113 437
2 933 0.7 1,300 396
3 185 0.2 1,215 391
4 150 4.3 1,445 433
5 65 0.3 1,281 408
6 21 0.1 1,242 399
7 1.6 0.3 1,180 395
8 37 0.2 1,182 393

Position index corresponds with that shown in Fig. 2. The second
and third columns present data obtained without activity (no activ-
ity) in the tubing, while the fourth and fifth columns show data ob-
tained with 100 kBq/cc in the tubing
Cps, Counts per second



Dispersion

In Fig. 6a and 6b, typical response curves of the disper-
sion measurement using blood are shown. The results ob-
tained by fitting the response curves to a mono-exponen-
tial function are summarized in Table 3. These data indi-
cate that the variation of the dispersion constant with
pump rate was similar for both water and blood. Lower
dispersion constants were found for blood, owing to the

higher viscosity of blood compared with water. The dis-
crepancy of the dispersion constants between the step-up
and step-down measurements at higher flow rate is not
understood, but may be caused by sticking of FDG to the
tubing wall. With increasing pump rate the value of the
dispersion constant increased, indicating that a high pump
rate (300 ml/h or more) should be used to minimize the
effect of dispersion at the beginning of a patient study
when blood activity concentration varies strongly. At
pump rates greater than 300 ml/h the dispersion constant
is smaller than 7 s for both blood and water. The disper-
sion constant of 3.3 s at 600 ml/h is slightly larger than
the dispersion constant of 1.9 s found for the Pico-count
system, described by Votaw et al. [11]. In clinical prac-
tice, pump rates are usually set to 300 ml/h during the
first 5 min of the measurement to minimize dispersion
when blood radioactivity is changing rapidly. Because
blood radioactivity varies slowly after 5 min, effects of
dispersion are minimal and the pump rate can be set to
100 ml/h to limit the total amount of blood withdrawn
from the patient. Pump rates lower than 100 ml/h should
not be used to prevent clotting of blood within the tubing. 

First clinical results

Clinical results were obtained for five patients injected
with 370 MBq (10 mCi) 18F-FDG and for two patients
injected with 370 MBq (10 mCi) 11C-flumazenil. Fig-
ure 7 shows the input function of an 18F-FDG study mea-
sured with the sampler using both energy windows and
the data obtained with manual samples. These figures
demonstrate that data collected within both energy win-
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Fig. 5. Pump volume as a function of time for various pump rates
(50, 100, 200 and 300 ml/h). Input pressures resulting from a wa-
ter column height of 0 cm (dashed line), 65 cm (solid black line)
and 135 cm (grey line) are presented

Fig. 6. Typical response curves of the detector following a a step-
down and b a step-up change in activity concentration of blood in
the tubing for various pump rates. In a the upper curve was obtained
with a pump rate of 50 ml/h, while in b the upper curve was acquired
with a 600 ml/h pump rate. In each figure the equation of the disper-
sion response used to obtain the dispersion constants is presented

Table 3. Dispersion constants
measured with water and blood
according to a step-up or step-
down change of activity in the
tubing for various pump rates

Pump rate Water step-up Water step-down Blood step-up Blood step-down
(ml/h) (s–1) (s–1) (s–1) (s–1)

50 0.04 0.03 0.03 0.03
100 0.07 0.07 0.06 0.06
300 0.25 0.21 0.19 0.14
600 0.60 0.35 0.45 0.30
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dows correspond very well, indicating that the influence
of background radiation is minimal (<3%). Nevertheless,
it is still recommended to validate the data of the 511-
keV window, as explained previously. Secondly, there is
excellent agreement between the continuously measured
input function and the activity concentration measured
using the manual samples. After calibrating the data de-
rived from the blood sampler, differences between mea-
sured input function and individual manual sample data
were smaller than ±3% for all measured samples. The ir-
regularities in the measured input function, occurring di-
rectly after each manual sample, are caused by flushing
the tubing with heparinized saline [12]. Note that the
dips return to zero, indicating that the 18F-FDG activity
does not stick to the tubing wall.

Conclusions

With the blood sampler (Veenstra Instruments) the radio-
activity concentration in blood can be measured with a
high degree of accuracy and reproducibility (<3%, 1SD).
The system is fully programmable, allowing the user to
adjust sampling rate, sampling time and pump rate dur-
ing scanning. In order to limit the effects of background
radiation from the patient (<3% of the signal in the 
511-keV window), the detector should be carefully posi-
tioned to avoid direct exposure of the crystal through the
slit opening. When operating the system with pump rates
at or above 300 ml/h, the dispersion constant is smaller
than 5 s. A disadvantage of the system is that after each
sample acquisition about 1 s is needed to transfer the da-
ta from the MCA to the PC. The maximum sample rate
is thereby limited to 1 sample (of 1 s) per 2 s.
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Fig. 7a, b. First clinical results.
a The input function during the
first 10 min of a dynamic 
18F-FDG study; b the input func-
tion over the entire study period.
In addition, data acquired with
manual samples are shown. Ir-
regularities in the measured input
function were caused by flushing
the tubing with heparinized sa-
line to prevent clotting immedi-
ately following a manual sample


