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Abstract The introduction of combined modality single pho-
ton emission computed tomography (SPECT)/CT cameras has
revived interest in quantitative SPECT. Schemes to mitigate the
deleterious effects of photon attenuation and scattering in
SPECT imaging have been developed over the last 30 years
but have been held back by lack of ready access to data
concerning the density of the body and photon transport, which
we see as key to producing quantitative data. With X-ray CT
data now routinely available, validations of techniques to pro-
duce quantitative SPECT reconstructions have been undertaken.
While still suffering from inferior spatial resolution and sensi-
tivity compared to positron emission tomography (PET) imag-
ing, SPECT scans nevertheless can be produced that are as
quantitative as PET scans. Routine corrections are applied for
photon attenuation and scattering, resolution recovery, instru-
mental dead time, radioactive decay and cross-calibration to
produce SPECT images in units of kBq.ml−1. Though clinical
applications of quantitative SPECT imaging are lacking due to
the previous non-availability of accurately calibrated SPECT
reconstructions, these are beginning to emerge as the communi-
ty and industry focus on producing SPECT/CT systems that are
intrinsically quantitative.
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Introduction

The measurement of radionuclide distribution remains one
of the few truly quantitative in vivo imaging tools avail-
able. Measurements with MRI or X-ray CT of in situ
tissue constituents such as proton or electron density, or
after the injection of a contrast agent, do not have the
same quantitative potential to measure physiology and
biochemical processes as do the nuclear medicine tech-
niques of single photon emission computed tomography
(SPECT) and positron emission tomography (PET). From
its inception, PET systems have been developed that are
intrinsically capable of producing cross-sectional images
in units of kBq.ml−1. In this regard, PET has been greatly
assisted by the simplicity of correcting for photon attenu-
ation within the body. SPECT, on the other hand, is not as
readily amenable to correction for photon attenuation due
to the differences in the basic physics of measuring a
single photon compared to the dual photon coincidence
detection strategy employed in PET. For this reason the
dogma has emerged that “PET is quantitative, but SPECT
is not”. Evidence to support this statement can be found
as recently as last year in an article where the authors
made the statement that “…PET is superior to SPECT in
both sensitivity and spatial resolution . Furthermore ,
PET enables quantitation [sic] of tissue radioactivity
concentrations” [1].

Today, technological advances have brought the goal of
producing quantitative SPECT images for clinical use closer
to realisation. These advances include:

& Ready availability of co-registered CT data for use in atten-
uation correction (AC) and scatter correction (SC) schemes.

& Improved digitised detector performance plus mechanical
and electronic stability.

& Improved reconstruction algorithms that can incorporate
the underlying physics into the image formation process
unlike the filtered back-projection algorithm.
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& Ever-increasing computational power in the desktop en-
vironment that allows sophisticated algorithms to be
implemented and used clinically.

& Finally, continuing increased utilisation of PET/CTwhich
has demonstrated the clinical potential of quantitative
radionuclide imaging, encouraging renewed interest in
producing similar measures with SPECT.

In this paper we will discuss the necessary corrections and
requirements for producing quantitative SPECT images and
the current limitations on the results achievable.

Requirements for quantitative emission tomography

Historically, SPECT and PET imaging emerged at approxi-
mately the same time in the late 1970s. SPECT cameras were
based on modified gamma cameras that could rotate about the
subject to acquire 360° of data and rapidly found a role in
clinical nuclear medicine. PET, however, firmly remained a
research device as the tomographs continued to develop over
the next 20 or so years before they became the invaluable tool
that they are today in the management of patients with cancer.
In terms of their quantitative capability, the potential for PET
was emphasised from the outset whilst in SPECT it has taken
longer to develop. The reasons for this include (a) correction for
photon attenuation of the dual photons emitted in the annihila-
tion process and coincidence detection in PET could be readily
determined from a radionuclide transmission scan and easily
implemented, (b) that the early PET tomographs were strictly
2D, transaxially oriented multi-slice acquisition systems with
very little acceptance of scattered photons within the imaging
plane and hence no need for scatter correction, and (c) the
research-oriented nature of early PET studies placed more
emphasis on quantitatively accurate images to use in, for ex-
ample, tracer kinetic modelling of tissue response curves using
arterial blood concentrations of the radiopharmaceutical as the
input function for the analysis, and thus all counters and
tomographs had to be calibrated in the same units, namely
radioactivity concentration per unit volume (kBq.ml−1). In
contrast, SPECT systems were more challenging to apply at-
tenuation correction with, contained a relatively high fraction of
scattered photons in the photopeak window (30–40 % in a
typical 99mTc study) leading to the necessity for scatter correc-
tion algorithms and the clinical orientation of most SPECT
studies performed with the associated need for a rapidly avail-
able scan report precluded spending long periods of time ap-
plying advanced processing techniques to produce quantitative
SPECT reconstructions. In addition, SPECT is further com-
plicated by the necessity for modelling and testing of
corrections at differing photon energies (and photopeaks
and collimators) corresponding to each radionuclide being
used, as opposed to the constant 511 keV annihilation

photon energy consistent across all PET studies, regardless of
the radionuclide. In short, SPECTscans have been traditionally
interpreted without any correction for attenuation or scattering
of the photons. This has led to clinicians “learning to read
around” certain effects in the reconstructed images such as
“attenuation artefacts” in myocardial perfusion imaging, par-
ticularly in the inferior and septal walls of the left ventricle.

Today, there is a greater degree of similarity between
SPECT and 3D PETwhen it comes to the need for producing
quantitatively accurate images: both require corrections for
photon attenuation and scattering (scattered events now ac-
counting for ≥40 % in 3D PET systems), uniformity of detec-
tor response, detector dead time, radionuclide decay, etc.
Table 1 compares a number of the corrections applied to
SPECT and PET data to ensure quantitative accuracy and
compares the implementation in each modality.

Correction for photon attenuation

One of the main differences between SPECT and PET is the
manner by which emitted photons are attenuated. In SPECT,
the detected photon event rate is a combination of both the
unknown strength of each individual point source emitter of
gamma photons and the (usually unknown) attenuation
through the object from source to detector. In Fig. 1 the image
representing the SPECT situation demonstrates that a highly
radioactive source, located deep within the object, and passing
through a large amount of unknown attenuation may result in
a similar count rate seen by the detector as a low activity
source passing through very little attenuating media. In con-
trast, the image on the right in Fig. 1 representing the PET
situation shows the two photons emitted after positron anni-
hilation both passing through the full cross-sectional thickness
of the body before being detected. The counting rates seen by
the detectors in this situation would reflect the differences in
the strength of each of the radioactive sources. Further, in PET
it can be shown that the count rate detected is independent of
the position of the source along the particular line of response.
Thus the measurement of the transmission factor from an
external source along each line of response gives an exact
correction factor for that particular path. In contrast, the
SPECT signal is a composite of the two unknowns of radio-
active source strength and total attenuation combined into one
overall count rate. From this single measurement it is not
possible to separate the SPECT data into source strength and
source depth/attenuation factor, unlike the case in PETwhere
the detected signal strength is independent of the source depth.

Correction for photon attenuation in SPECT, therefore, relies
on approximate solutions. One of the first implementations of
an approximate algorithm for photon attenuation correction
using filtered back-projection image reconstruction for
SPECT was from Chang [2]. In this method, the emission
source distribution was assumed to be contained within a
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uniform, homogeneously attenuating object. The correction
term for each pixel is calculated as the average attenuation to

the pixel, using a constant attenuation coefficient (μ) for the
attenuation map (Fig. 2).

Table 1 Parameters affecting quantitative SPECT and PET image formation

Parameter SPECT solution PET solution Comment

Photon attenuation CT-based AC CT-based AC PETAC is applied in projection space prior to
reconstruction; SPECTAC is applied during
the reconstruction process (in OSEM)

Photon scattering Mostly energy window
based—some CT-based
methods now

CT-based SC In PET most tomographs use “single
scatter approximation”, whereas in SPECT
a number of different approaches are used

Dead time correction Usually applied as a scalar
from a priori experiments

Usually measured in real time
at detector level in each
patient study

Dead time correction in SPECT is
typically <10 %, whereas in PET it can
be much greater due to high (e.g. MHz)
single photon flux on detectors

Reconstruction algorithm 2D OSEM 3D OSEM Both use same general approach today

Distance-dependent
resolution variation

Measure actual radius of rotation
of detectors as they rotate about
subject and apply correction

Fixed ring geometry so can
measure or estimate point-
wise variation in spatial
resolution

Both applied during reconstruction process

Decay correction and
branching ratio of
radionuclide

Historically not usually implemented
on SPECT systems

Routinely applied to PET systems Dependent on dose calibrator used and
correct cross-calibration with tomograph

System sensitivity Not usually implemented but can be
experimentally determined and
applied post-reconstruction

Inherently included as scaling
factor in DICOM data

Relies on cross-calibration with dose calibrator

OSEM ordered subset expectation maximisation

Fig. 1 In SPECT (schematically shown in left image ) the detector
(represented by the orange shaded area) may be unable to distinguish
between a highly radioactive source (indicated by the radioactive ‘trefoil’
icon) at a greater depth in the body from a less radioactive source situated
near the periphery, with less attenuation. Both situations could result in an
identical photon flux (count rate). In PET, however (right image), as two

photons are emitted and have to traverse the full thickness of the body
before being measured in coincidence the differences in source strength
will be reflected in the detected photon flux. In addition, it does not matter
where the sources are located in the body along any particular line of sight
as the count rate will remain the same independent of source location for
that photon path
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Using an iterative approach the reconstruction obtained for
the attenuation corrected radionuclide distribution is forward-
projected and compared with the measured projection data.
Differences between the two images are found by subtraction
and then back-projected to try and achieve a reconstruction that
more closely matches the measured data. It is of note that this
method did not utilise any transmission measurements but
performed best when an accurate body contour was
employed—which could be potentially found from the object
boundary seen on the projection data. The “Chang correction”
has been implemented in most commercially available systems
that provide SPECT reconstruction. It is usually configured to
use a constant attenuation coefficient (μ value) within an ellip-
tical object boundary approximating the body. A more ad-
vanced approach is to employ the Chang algorithm using
measured attenuation coefficients rather than assuming a con-
stant homogeneous attenuation value [3]. An example is shown
in Fig. 3. Attenuation correction can also be included in the
transition matrix of an iterative reconstruction algorithm such
as the expectationmaximisationmaximum likelihood (EMML)
method [4] or its block-iterative implementation known as
ordered subset expectation maximisation (OSEM) [5].

Initially, attenuation data were obtained using the gamma
camera with radionuclide transmission sources such as 57Co
and 153Gd [6]. Today, however, these have been replaced by the
use of X-ray CT scans as initially investigated by Moore and
others since the early 1980s [7–9]. The inclusion of measured
transmission data, from either radionuclide-based techniques or
from X-ray CT, is seen as the key to implementing quantitative
SPECT.

The use of X-ray CT data for radionuclide attenuation
correction requires the CT scan, usually represented in
Hounsfield units (HU) related to the attenuation coefficients
and the electron density, be converted into appropriate atten-
uation factors for the radionuclide being imaged [10]. The

measured transmission factors used in reconstructing the CT
data differ greatly from the attenuation of the gamma photons
emitted by the radionuclide. Firstly, the X-ray photons are much
lower energy thanmost of the radionuclide gamma photons that
are used. Secondly, the energy spectrum for the X-rays are
polychromatic and are composed of characteristic X-rays due
to discrete energy transitions between different electron shells
in the target of the X-ray tube superimposed on a continuous
background spectrum of bremsstrahlung radiation, while the
radionuclide photons emitted are of discrete energies. Due to
this difference in the energy and nature of the energy spectra the
X-ray photons are predominantly absorbed by the photoelectric
effect, whereas the gamma photons interact with matter princi-
pally by the Compton scattering effect. In essence, these differ-
ences mean that a simple scaling from CT Hounsfield numbers
to appropriate attenuation factors is not possible.

A number of studies have demonstrated that the con-
version from CT numbers to the attenuation coefficients
demonstrates a bilinear nature [10, 12–15]. Typically, for a
CT number of less than ∼0 HU a simple linear regression
can be applied to convert the data, whereas above this
value a different regression equation is required. As might
be expected the higher the gamma photon energy the
greater the difference in the slopes of the two components
of the conversion. This can be seen in the graph of data
from our laboratory in Fig. 4. Using a threshold technique,
the CT scan is separated into two images defined by the
cut-off where the bilinear regression changes from one
regression equation to the other. The process for imple-
menting this conversion from HU to μ map is shown in
Fig. 5. The final step in the process of producing the
radionuclide-specific attenuation map is to blur the map
to approximately match the spatial resolution of the
SPECT scan. This is done to avoid introducing sharp
edges in the reconstructed SPECT images propagated

Fig. 2 The calculation of the
attenuation correction factor
(ACF) from the μ map is shown.
Transmission factors are
calculated for every point (x,y)
inside the object for a number of
angles over 360° and averaged.
The inverse of this average
attenuation factor is the
attenuation correction factor term
A(x,y) . The attenuation correction
factors are generally highest
towards the centre of the object
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from the attenuation map. Any metallic objects present in
the body, such as dental fillings, prosthetic joints, etc.,
may lead to artefactually high attenuation coefficients
and need to be considered for the impact that may be
caused locally on the reconstructed emission radioactivity
concentration.

After the attenuation map is obtained it can then be
used either in the image reconstruction process or ap-
plied as a post hoc correction (modified Chang method).
Correcting for attenuation using a co-registered CT scan,
as opposed to assumed attenuation coefficients or a
radionuclide-based transmission measurement, greatly
assists the production of quantitative images of the
SPECT data.

Correction for scattered photons

The correction for scattered photons in SPECT imaging has
been the subject of investigation for a considerably longer
period than it has in PET imaging. When measuring the
distribution of 99mTc in a human, the scatter fraction, that is,
the fraction of scattered photons contained in the photopeak
window, varies between ∼25 and 40 %. Scattered photons will
result in a loss of contrast in the image and poor quantification
and hence must be corrected. SPECT scatter correction has
been implemented using various “scatter” energy windows,
convolution (blurring) techniques, sophisticated scatter model-
based approaches [16–19] and by incorporating the estimated
scattering into the iterative reconstruction algorithm. The sim-
plest to implement are the energy window approaches, either
the dual energy window [20] or triple energy window [21]
methods. The algorithm that we developed, originally based on
radionuclide transmission measurements and now based on
CT data [22], is known as the transmission-dependent scatter
correction (TDSC) algorithm [23]. TDSC is based on the
convolution-subtraction model [24, 25] such that the scatter
component of the image (gs) is estimated by convolving the
observed projection data (gobs) with a scatter function (s):

bgs ¼ k gobs⊗sð Þ

where the scatter fraction (k ) scales the convolution to give the
correct amount of scatter, which can then be subtracted from
the observed data.

The scatter function (s) represents the response of a position
sensitive detector to scattered radiation, which cannot be discrim-
inated from the photopeak due to the limited energy resolution of
the camera. The scatter function is generally evaluated by deter-
mining the response of the imaging system to a line source and
modelled as a decreasingmono-exponential [23, 24, 26, 27] or as
a combination of a Gaussian plus exponential functions [28].

An iterative approach to scatter correction was introduced
by Bailey et al. [29], where the estimate of scatter is

Fig. 3 The attenuation map shown on the left , measured with radionu-
clide sources, produces the Chang correction factor map [A(x,y)]
for 99mTc photons in the centre . The profile using the cross hairs across

the image in the graph on the right shows the variation in the correction
factors with a peak towards the centre of approximate sevenfold
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Fig. 4 Example data from our laboratory demonstrating the bilinear
nature of the conversion from CT numbers (x-axis) to linear attenuation
coefficient (y-axis) for the radionuclides 99mTc and 131I are shown. The
change in the regression equation is applied at HU=0. The data were
obtained on a single slice CT scanner (PQ5000, Philips) and a dual
detector gamma camera (Philips Medical Systems) [11]
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successively updated based on the corrected data calculated at
each previous step. Ljungberg and Strand [30] demonstrated
with Monte Carlo simulations that the scatter distribution is
highly dependent on a particular object’s density and geome-
try, leading to the introduction of a variable scatter fraction
calculated for every point in the projection data based on
radionuclide source-based transmission measurements [3,
23, 31, 32]. These pixel-by-pixel-based scatter fractions can
be calculated from transmission data acquired simultaneously
as the emission study or from ray sums through an attenuation
map obtained from an alternative imaging modality, such as
CT. Using the previous notation the TDSC method can then
be expressed as:

bg x; yð Þ ¼ gobs x; yð Þ−k x; yð Þ gobs x; yð Þ⊗sð Þ

where bg x; yð Þ is the estimated scatter corrected image and
k (x ,y ) is the matrix of scatter fractions derived from the
transmission data. Scatter fractions can be calculated using
empirical constants that represent the build-up function of the
system [33]. Siegel et al. derived a generalised build-up func-
tion for geometric mean images which describes the build-up
for a given attenuation path length μd:

A−Be−μβd

As demonstrated by Meikle et al. [23], if the geometric
mean of conjugate views is taken the scatter fraction per pixel

can be written in terms of the measured transmission (e−μT)
and can be related to the build-up function as:

k ¼ 1−
1

A−B e−μTð Þβ=2

where the exponential term is equivalent to the transmission
factor at a point and can hence be measured from transmission
data. The constants A , B and β must be experimentally
determined.

The TDSC method has been implemented by a number of
groups today and shown, in combination with appropriate
attenuation correction, to produce accurate quantitative
SPECT reconstructions for a number of radionuclides [27,
28, 34–36]. The list of radionuclides investigated quantitative-
ly with SPECT is already quite broad and includes 99mTc,
111In, 123I, 131I, 177Lu, 186Re and 201Tl.

Other corrections

While the correction for attenuation and scattered photons
makes by far the greatest impact on quantification in
SPECT, there are a number of other factors that need to be
considered to produce quantitative images.

Dead time is usually not a major consideration when im-
aging with the gamma camera. Count rates are sufficiently
low, even in dynamic planar studies, and historically dead
time correction has not been applied to gamma camera data.
However, when aiming for accurate quantitative images dead

Fig. 5 The steps involved in
converting from a CT scan to
linear attenuation map are shown.
The threshold value t is usually
chosen in the range 0–100 HU
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time does need to be considered as it may constitute a small but
necessary correction. It is typically of the order of 5 % in our
experience when imaging 99mTc. An example of dead time
response for 99mTc in scatter is shown in Fig. 6. Dead timemay
be much larger for certain applications of quantitative SPECT,
such as imaging therapeutic doses of 177Lu in the treatment of
neuroendocrine tumours, which will contribute very high
count rates, particularly at early time point imaging. In such
circumstances, dead time correction is a necessity [37].
Gamma cameras typically do not measure dead time in real
time, unlike PET cameras which are constantly monitoring
count rate losses, and therefore a post hoc correction may be
required [38]. It is important to remember that dead time in the
gamma camera is affected by the detection of, and subsequent
rejection of, scattered photons below the photopeak energy
window and therefore any experiment that attempts to measure
the dead time of a particular imaging system should include
radioactive sources within a scattering medium approximating
the clinical imaging situation. As gamma cameras become
more quantitative for SPECT imaging, real time monitoring
of dead time in the detector electronics may be required.

Another correction that is required is the conversion factor
from the reconstructed image in counts per pixel to an image in
units of radioactivity concentration per unit volume
(kBq.ml−1). In general, there are two approaches that can be
implemented to derive this correction factor. Firstly, it may be
possible to directly relate the reconstructed counts in the
SPECT volume to the acquired counts in the projection data
[22]. Calibration is then only related to an absolute value of
camera sensitivity from the planar measurement under the

same imaging conditions in units of counts per second per
kilobecquerel (cps/kBq−1). The advantage of such an approach
is that it is truly an absolute calibration and allows rigorous
testing of the accuracy of the attenuation correction and scatter
correction methods under various conditions. This is the meth-
od that we have employed in our laboratory as it provides the
greatest insight into the accuracy of the various corrections.

The alternative approach is to use the method originally
developed for PET imaging, where a cross-calibration factor
(CCF) is determined from a reconstructed image relating
reconstructed counts to radioactivity concentration [39]. This
method was originally utilised in PET for a number of reasons:
(1) as mentioned previously, attenuation correction in PET is
straightforward and accurate, (2) in the earlier 2D PETsystems
the scatter fraction was sufficiently low so that it could be
ignored and hence no scatter correction was required, and (3)
determination of absolute sensitivity factor from a positron-
emitting radionuclide source is not straightforward as there is
the potential for positrons to escape from the solution and
therefore not annihilating giving rise to the two photons that
are detected. This can be mitigated by surrounding the
positron-emitting source with a sufficient amount of attenuat-
ing material but this would then require a correction to obtain
an absolute sensitivity value [40]. The measurement of an
absolute sensitivity factor for PET was solved by the use of a
device containing a number of attenuating “sleeves” of alu-
minium from which attenuation versus sleeve thickness was
derived and extrapolated back to effectively no attenuation.
This method was subsequently adopted by the National
Electrical Manufacturers Association (NEMA) for the perfor-
mance assessment of positron tomographs. The same approach
can be used in SPECT. However, the cross-calibration ap-
proach depends both on accurate attenuation and scatter cor-
rection and is usually derived from a simple object such as a
cylinder. The applicability of the cross-calibration factor to

Measured
Line of identity

Activity (GBq)

170140120875829

True count rate (kcps)

50

100

150

200

0

0
0 0.5 1.0 1.5 2.0 2.5 3.0

-30

-20

-10

0

10

% loss

%
 Loss of T

rue C
ounts D

ue to D
ead T

im
e

M
ea

su
re

d 
C

ou
nt

 R
at

e 
(k

cp
s)

Fig. 6 Aplot of observed (red) vs expected (blue) count rates is shown for
a dual-head gamma camera (SKYLight, Philips Medical Systems) for the
geometric mean (GM) of opposing views when imaging a 20 cm diameter
cylinder containing a decaying source of 99mTc. The percentage count rate
loss is also shown (green). The discontinuity in the percentage loss curve
seen at ∼30 kcps is presumed due to the gamma camera’s electronics
changing the processing for count rates above this value

Fig. 7 The Siemens Symbia Intevo SPECT/CTsystemwas introduced in
mid-2013 as the first commercially available quantitative SPECT
tomograph. It has calibration procedures and software applications for
quantitative imaging with 99mTc (Symbia Intevo image courtesy of Sie-
mens Healthcare and used with permission)
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different geometries with varying attenuation, scattering and
heterogeneous radionuclide distribution is a potential flaw in
this approach. For this reason the absolute calibration approach
is preferred if the reconstruction algorithm preserves the total
counts acquired in the reconstructed volume; however, this is
not always the case.

Finally, mention should be made of the poorer spatial reso-
lution in SPECT compared to PET. Erroneous apparent de-
creases in the reconstructed radioactivity concentration due to
limited spatial resolution is a problem when imaging objects
which are less than approximately three times the spatial reso-
lution of the imaging system. For SPECT, this could mean that
objects less than 40–50 mm in size will be underestimated. Ad
hoc corrections in the form of recovery coefficients applied to
reconstructed data based on knowledge of the true size of the
radioactive emitter (from CT) may be used to provide an
estimate of true activity quantification in small structures [41];
however, such measures are cumbersome and depend on ex-
perimental modelling and the unlikely assumption of a spher-
ical object. Distance-dependent resolution recovery algorithms
may address some of this deficiency but it is an ongoing issue
for SPECT quantification.

In spite of these limitations, SPECT/CT systems imaging
99mTc today report quantitative accuracy to within ±5 % of the
true radionuclide concentration [42]. This is equivalent to the
accuracy of current PET/CT systems.

Discussion

In this paper we have considered the main corrections necessary
for quantitative SPECT reconstruction. Quantitative SPECT is a
more challenging problem than PET as there are a greater
number of variables to be considered such as different radionu-
clides with different photon energies, different collimators, po-
tential for different energywindows to be used, and the potential
for drifts in performance due to the greater number of moving
parts in a SPECT system. In spite of the limitations, however,
SPECT is gradually transitioning from purely qualitative image
reconstruction to quantitative applications. A number of studies
have now been published documenting validation of quantita-
tive SPECT for 99mTc and 123I in clinical scanning [22, 39,
43–45]. Further studies have been published using phantoms to
validate a number of other radionuclides [37, 46]. It is particu-
larly encouraging to see that one of the major gamma camera
vendors has developed a quantitative SPECT system incorpo-
rating the corrections discussed in this paper suitable for imag-
ing with 99mTc at present (Fig. 7). At this stage, as the system
has not been released commercially and is still under evaluation,
the quantitative accuracy that will be achievable in routine
clinical practice and any limitations and regions of application
remain unknown. It is likely, however, that quantification with
other radionuclides will follow. It is anticipated that clinical

applications for quantitative measurements using SPECT will
follow the more widespread introduction of such systems. For a
discussion of the requirements for implementation of quantita-
tive SPECT and of potential clinical applications the reader is
referred to a recent review article by the authors on this topic
[42].

In summary, quantitative SPECT imaging holds promise
due to some of the intrinsic advantages that SPECT enjoys
compared to PET, namely the ability to perform multi-tracer
studies simultaneously using different radionuclides, the gen-
erally longer physical half-lives of radionuclides lending them-
selves to measurements of temporally extended biological pro-
cesses, the ready availability of radiotracers not requiring rela-
tively close proximity to a medical cyclotron and rapid distri-
bution network, and the lower cost of the systems and a much
greater installed base worldwide than PET. While PET main-
tains considerable advantage over SPECT in terms of detection
efficiency and spatial resolution, quantitative SPECT is likely
to find a useful role in clinical nuclear medicine.
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