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Abstract. Characterisation of the physical performance
of the new integrated PET/CT system Discovery ST (GE
Medical Systems) has been performed following the
NEMA NU 2-1994 (N-94) and the NEMA NU 2-2001
(N-01) standards in both 2D and 3D acquisition configu-
ration. The Discovery ST combines a four or eight multi-
slice helical CT scanner with a PET tomograph which
consists of 10,080 BGO crystals arranged in 24 rings.
The crystal dimensions are 6.3×6.3×30 mm3 and they are
organised in blocks of 6×6 crystals, coupled to a single
photomultiplier tube with four anodes. The 24 rings of
the PET system allow 47 images to be obtained, spaced
by 3.27 mm, and covering an axial field of view of
157 mm. The low- and high-energy thresholds are set to
375 and 650 keV, respectively. The coincidence time
window is set to 11.7 ns. Using the NEMA N-94 stan-
dard, the main results were: (1) the average (radial and
tangential) transverse spatial resolution (FWHM) at 1, 10
and 20 cm off axis was 6.28 mm, 7.09 mm and 7.45 mm
in 2D, and 6.68 mm, 7.72 mm and 8.13 mm in 3D; (2)
the sensitivity for true events was 8,567 cps/kBq/cc in
2D and 36,649 cps/kBq/cc in 3D; (3) the scatter fraction
was 15% in 2D and 30% in 3D; (4) the peak true events
rate, the true events rate at 50% of the system dead-time
and the true events rate when equal to the random events
rate were 750 kcps at 189.81 kBq/cc, 744 kcps at
186.48 kBq/cc and 686 kcps at 150.59 kBq/cc, respec-
tively, in 2D, and 922 kcps at 44.03 kBq/cc, 834 kcps at
53.28 kBq/cc and 921 kcps at 44.03 kBq/cc in 3D; (5)
the noise equivalent count (NEC) peak rate was 270 kcps
at 34.38 kBq/cc in 3D, with random coincidences esti-
mated by delayed events. Using the NEMA N-01 stan-

dards the main results were: (1) the average transverse
and axial spatial resolution (FWHM) at 1 cm and 10 cm
off axis was 6.28 (4.56) mm and 6.88 (6.11) mm in 2D,
and 6.29 (5.68) mm and 6.82 (6.05) mm in 3D; (2) the
average sensitivity for the two radial positions (r=0 cm
and r=10 cm) was 1.93 cps/kBq in 2D and 9.12 cps/kBq
in 3D; (3) the scatter fraction was 19% in 2D and 45% in
3D; (4) the NEC peak rate was 54 kcps at 46.99 kBq/cc
in 2D and 45.5 kcps at 10.84 kBq/cc in 3D, when ran-
dom coincidences were estimated by using k=2 in the
NEC formula, while the NEC peak rate was 81 kcps at
64.43 kBq/cc and 66 kcps at 14.86 kBq/cc in 2D and 3D,
respectively, when random coincidences were estimated
by using k=1 in the NEC formula. The new integrated
PET-CT system Discovery ST has good overall perfor-
mances in both 2D and 3D, with in particular a high sen-
sitivity and a very good 3D NEC response.
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Introduction

Positron emission tomography (PET) plays an important
role in the staging and restaging of cancer [1] by show-
ing the functional activity of neoplasms with respect to
normal tissues. Fluorine-18 fluoro-2-deoxyglucose
(FDG) PET whole-body studies allow the detection of
neoplastic lesions as regions of increased metabolic ac-
tivity. In these studies, images are characterized by focal
areas of high tracer uptake, corresponding to neoplastic
lesions, surrounded by a noisy background. The lack of
anatomical reference structures and the poor spatial reso-
lution of the PET systems (4–5 mm) make the interpreta-
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tion of PET images difficult, even for experienced nucle-
ar medicine physicians. The registration of functional
PET to anatomical magnetic resonance imaging (MRI)
or X-ray computed tomography (CT) images represents
an important, and often necessary, step in the PET image
reporting procedure, enabling correct anatomical local-
isation of the PET lesions [2].

Within this context, integrated PET/CT systems have
been developed in the last few years, in order to provide
both anatomical and functional images in a single imag-
ing session [3, 4, 5, 6]. A PET/CT system combines a
CT and a PET scanner in the same gantry, allowing pa-
tients to undergo CT and PET scans without moving
from the scanner bed. The resulting CT and PET images
are thus acquired in the same spatial reference system,
without the need for an a posteriori alignment by the use
of co-registration algorithms.

In the PET/CT systems currently available on the
market, both CT and PET are state of the art [7]. The CT
scanner is in all cases a helical multi-slice system (from
2 up to 16 slices). The PET scanner is based on different
crystal types [bismuth germanate (BGO), lutetium oxy-
orthosilicate (LSO), gadolinium oxyorthosilicate (GSO)]
and different detector architecture (blocks of detectors,
continuous pixelated detectors).

More recently, the potential of PET/CT imaging in the
definition of the target volume in radiotherapy planning
has been demonstrated [8]. PET/CT in fact allows the
identification of the viable tumour volume with more ac-
curacy than CT alone. The design of PET/CT systems
has thus been modified to account for the requirements
of this new application, in particular through the follow-
ing features:

– A larger bore aperture, to allow immobilisation appa-
ratus to be used as during radiotherapy treatment

– An option to use a flat couch, to allow the patient to
be re-positioned during the PET/CT scans and radio-
therapeutic sessions

– High sensitivity and isotropic resolution, to allow ac-
curate volume definition and quantification

In this work, the physical response of the PET scanner of
the new integrated PET/CT system Discovery ST [9, 10],
specifically designed for oncological applications, was
characterised by National Electrical Manufacturers As-
sociation (NEMA) tests. To provide a comprehensive de-
scription of the physical performance of the system in
both brain and whole-body imaging applications, both
the NEMA NU 2-1994 and the NEMA NU 2-2001 pro-
cedures were used [11, 12, 13, 14].

Materials and methods

Discovery ST (D-ST)

The D-ST (GE Medical Systems) combines a helical multi-slice CT
scanner and a newly designed BGO block detector PET tomograph.

The CT scanner in the D-ST is the High Speed Ultra 4 slice CT
scanner (upgradeable to 8), which can cover up to 20 mm in a sin-
gle tube-detector revolution. The detectors of the High Speed Ul-
tra CT tomograph consist of 16 rows of detectors with 912 detec-
tor cells per row. The detector material is a polycrystalline ceramic
material, which provides very high absorption efficiency and light
output. The Hi-light matrix detector ensures high performance re-
sponse in low-signal conditions, such as occur in typical low-dose
protocols used with the integrated PET/CT system.

The PET tomograph is a newly designed multi-ring BGO
block detector system. The BGO crystals are arranged in 24 rings.
The crystals have dimensions of 6.3 mm transaxially, 6.3 mm axi-
ally and 30 mm radially. The crystals are arranged in detection
units (blocks) consisting of 6×6 crystals, coupled to a single four-
anode square photomultiplier. The 24 rings of the PET system al-
low 47 images (corresponding to 24 direct and 23 cross planes) to
be obtained, spaced by 3.27 mm, and covering an axial field of
view (FOV) of 15.7 cm. The PET tomograph can acquire data in
both two-dimensional (2D) and three-dimensional (3D) configura-
tions. In both 2D and 3D configurations, the energy window of the
system is set to 375–650 keV, while the coincidence time window
is set to 11.7 ns. The system is equipped with 0.8-mm-thick and
54-mm-long tungsten septa. The septa, which define the image
planes in the 2D scanning configuration, can be automatically re-
tracted from the scanner FOV, to allow the fully 3D acquisition
modality. When the system is working in the 2D configuration, the
axial combination is five and six planes for direct and cross planes
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Table 1. Discovery ST: CT—main technical characteristics

Scan mode Helical, axial, scout

Aperture (cm) 70
Maximum scan field of view (cm) 50
No. of slices per rotation 4–8
Nominal slice width (mm) 0.625, 1.25, 2.5,3.75, 5,

7.5, 10
Tube voltage (kV) 80, 100, 120, 140
Tube current (mA) 10–440 in 10-mA 

increments
Detector material Solid state (Polycrystalline

ceramic-Hi-lightLumex)
No. of elements along Z-axis 16
No. of detectors per row 912
Total effective length of detector 20

array at isocentre (mm)
Variable scan speed (s) 0.5–4
Helical pitch 3 HQ (high quality), 

6 HS (high speed)
Max coverage (s/m) 17
Maximum continuous scan time (s) 120
Helical interpolation 180° LI, 360° and z-filter

algorithms available interpolation
Heat capacity (MHU) 6.3
Maximum power (kW) 53.2



respectively. In the 3D configuration, the oblique axial coinci-
dence acceptance is up to ±23 planes.

The PET component has a pin radioactive source of 68Ge
55.5 MBq, which is used for the system calibration and for the
daily quality test.

The main technical characteristics of the new PET/CT integrat-
ed system are summarised in Tables 1 and 2 for CT and PET, re-
spectively.

Characterisation of the PET performance was accomplished by
following the NEMA NU 2-1994 and NEMA NU 2-2001 stan-
dards, for both 2D and 3D acquisition configurations.

NEMA NU 2-1994 (N-94) measurements

Spatial resolution

Source preparation and acquisition protocol. A stainless steel
needle [internal diameter (ID), 1 mm; outside diameter (OD),
1.5 mm; length, 16 cm] was used as the line source (LS). The LS
was filled with approximately 18.5 MBq of 18F. By using a source
holder attached to the bed of the scanner, the LS was suspended
in air and positioned in the centre (x=0 cm, y=0 cm) of the trans-
verse FOV.

Three 2D emission (EM) scans of 60 s each were acquired
with the source at: (1) x=0 cm, y=1 cm, (2) x=0 cm, y=10 cm and
(3) x=0 cm, y=20 cm. A second set of acquisitions was taken in
3D when the activity in the LS was approximately 5.55 MBq.

Reconstruction and data analysis. Data were corrected for dead-
time losses, random coincidences, geometry and crystal normali-
sation. For each position of the LS, data were reconstructed as fol-
lows:

– 2D) Reconstruction algorithm: filtered back-projection (trans-
axial filter: ramp, cut-off: 4 mm); FOV: 6.4 cm; image matrix
size: 256×256

– 3D) Reconstruction algorithm: 3D reprojection (transaxial fil-
ter: ramp, cut-off: 4 mm; axial filter: ramp, cut-off: 4 mm);
FOV: 6.4 cm; image matrix size: 256×256.

Spatial resolution was measured as full-width at half-maximum
(FWHM) and full-width at tenth-maximum (FWTM) of the line
spread function by interpolation between adjacent pixels on the ra-
dial (vertical) and tangential (horizontal) profiles, respectively.

Scatter fraction

Source preparation and acquisition protocol. A stainless steel nee-
dle (ID, 1 mm; OD, 1.5 mm; length, 20 cm) was also used for the
scatter fraction (SF) measurements. The LS was filled with ap-
proximately 11.1 MBq of 18F with the aim of maintaining the
dead-time losses at less than 5% and the random coincidences rate
at less than 5% with respect to the total event rate of coincidences.
The LS was positioned in a water-filled cylinder (diameter, 20 cm;
length, 20 cm), which was centred, both in the transverse plane
and along the z axis of the scanner FOV, by means of a source
holder, attached to the scanner bed.

Three EM scans (15 min each) were acquired in 2D mode with
the LS positioned in the phantom at: (1) x=0 cm, y=0 cm; (2)
x=0 cm, y=4 cm and (3) x=0 cm, y=8 cm. When the activity of the
LS was approximately 3.7 MBq, three 3D EM scans were record-
ed with the LS in the same positions as in the 2D scans.

Reconstruction and data analysis. Raw data sinograms were used
to calculate the SF, in both 2D and 3D (after single slice rebin-
ning). Data were corrected for random coincidences, dead-time
losses, geometry and crystal normalisation. For the LS positioned
off centre, the maximum of the LS profile in each projection angle
was found and the profile shifted to be aligned with the central
pixel. For all positions, the projection profiles were summed over
angles to generate a single average projection profile. The scatter
component within the peak of the profile was estimated by assum-
ing a constant background, the level of which was determined by
the average of the pixel intensities near the edge of the peak
(±2 cm). The scatter component outside the peak was estimated
over a fixed FOV of 24 cm diameter.

The SF was then calculated for each plane as:

(1)

where Rs is the count rate of scattered events (at 0, 4 and 8 cm)
and Rtot is the total (trues + scatter) count rate.

Sensitivity

Source preparation and acquisition protocol. A cylindrical phan-
tom (diameter, 20 cm; length, 20 cm) uniformly filled with a solu-
tion of water and 18F was used to measure the sensitivity of the
PET system for true events. An amount of 21.05 MBq of 18F was
used to fill the phantom with the aim of maintaining the dead-time
losses at less than 2% and the random coincidences rate at less
than 2% with respect to the total event rate of coincidences. Using
a source holder attached to the bed of the scanner, the phantom
was centred both in the transverse plane and along the z axis of the
scanner FOV.

An EM scan of 15 min was acquired in 2D mode. A second ac-
quisition (15 min) was then performed in 3D mode, when the ac-
tivity decayed at a level of 3.58 MBq.

Reconstruction and data analysis. Raw data sinograms (both 2D
and 3D), corrected for random coincidences and dead-time losses,
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Table 2. Discovery ST: PET—main technical characteristics

Detector ring diameter (cm) 88.6
Detector material BGO
No. of individual crystals 10,080
No. of crystals/ring 420
No. of detector rings 24
No. of image planes 47
Crystal size (mm3) 6.3×6.3×30
Face of crystal block (mm2) 38×38
Crystal in a block 6×6
No. of detector blocks 280
No. of detector modules 35
Tungsten collimator size (mm) 0.8 thick and 54 long
Patient port diameter (cm) 70
Axial field of view (cm) 15.7
Transaxial field of view (cm) 70
Axial sampling interval (mm) 3.27
Coincidence window width (ns) 11.7
Energy window (keV) 375–650
External pin source 68Ge (55.5 MBq)



were used in the analysis of sensitivity. Sensitivity (S) for true (T)
events for each plane (direct and cross) was calculated as:

(2)

where CTOT,120 mm is the total counts in each plane within a radius
of 120 mm, aave is the average activity in the phantom during the
time of the measurement, Tacq is the duration of the acquisition
and SF is the scatter fraction for each plane.

The total system sensitivity was calculated by summing S over
all the planes of the PET system.

The sensitivity in 3D was calculated as for 2D, after single
slice rebinning of the 3D data set.

Count rate losses and randoms

Source preparation and acquisition protocol. A cylindrical phan-
tom (diameter, 20 cm; length, 20 cm) uniformly filled with a solu-
tion of water and 18F was used for the count rate losses and ran-
doms (CRL&R) test. The activity at the beginning of the experi-
ment was 1,889.59 MBq for the 2D test, while 456.6 MBq was
used for the 3D test. The phantom was positioned at x=0 cm and
y=0 cm and axially centred in the scanner FOV.

A CT scan of the phantom was acquired to be used for attenua-
tion correction (AC). The CT scan was performed at 140 kV and
90 mA. Eighteen 2D EM frames were acquired. Frames 1–4 were
acquired for 900 s with no delay between consecutive frames. The
remaining 14 frames were acquired for 1,500 s with a delay of
1,500 s between pair of consecutive frames. A delayed events
(DE) circuit allowed an estimate of random coincidences during
acquisition.

Reconstruction and data analysis. Raw data sinograms were used
in the analysis of the CRL&R test. The total (trues + scatter + ran-
doms) count rate and the DE random coincidences rate were mea-
sured over a transverse FOV of 24 cm, as a function of the radio-
activity decay. The T rate (Rtrues) was determined by subtracting
the randoms and scatter rates (Rrandom, Rscatter) from the total event
rate. The noise equivalent count (NEC) rate was then calculated
as:

(3)

The total, T, random, scatter and NEC rates were plotted against
the activity concentration in the phantom. An NEC rate curve was
generated with k=2, as Rrandom was estimated by the DE technique
[NEC(k=2)].

The percentage of the dead-time (%DT) as a function of the
activity concentration in the phantom was calculated as:

(4)

where Textrap is the linear function of the T events rate, extrapolat-
ed from the low count rate data.

Count rate correction accuracy

Source preparation and acquisition protocol. Data acquired for the
CRL&R test were also used for the evaluation of the count rate
correction accuracy.

Reconstruction and data analysis. Data were corrected for random
coincidences, geometry, normalisation, dead-time losses, scatter
and attenuation. Data were reconstructed as follows:

– 2D) Reconstruction algorithm filtered back-projection (trans-
axial filter: ramp, cut-off: 4 mm); FOV, 25.5 cm; image matrix
size, 128×128.

– 3D) Reconstruction algorithm 3D reprojection (transaxial fil-
ter: ramp, cut-off: 4 mm; axial filter: ramp, cut-off: 4 mm);
FOV, 25.5 cm; image matrix size, 128×128.

Once reconstructed, the images were analysed by drawing a region
of interest (ROI) with a diameter of 18 cm centred on the phantom
image. The resulting dead-time corrected T count rate (R) was
plotted against the activity concentration in the phantom and the
percentage residual dead-time error %∆r was calculated as:

(5)

where Rextrap is the linear function of R, extrapolated from the low
count rate data (using the last three frames). Residual errors (%∆r)
were calculated for each slice as a function of the activity concen-
tration.

Scatter correction accuracy

Source preparation and acquisition protocol. The accuracy of the
scatter correction was assessed using a cylindrical phantom (diam-
eter, 20 cm; length, 20 cm) uniformly filled with a solution of wa-
ter and 18F. Approximately 74 MBq of 18F was used to fill the
phantom. To create a region with no activity, where the accuracy
of the scatter correction could be evaluated, a cylinder (5 cm di-
ameter, same length as the phantom), filled with “cold” non-radio-
active water, was placed inside the phantom. The phantom was at-
tached to the patient table using an adjustable mounting bracket,
positioned at x=0 cm, y=−2.5 cm and axially centred.

A CT scan of the phantom was acquired to be used for AC
(140 kV, 90 mA). An EM 2D scan was acquired for 30 min. A sec-
ond EM 3D scan was then acquired when the activity decayed at
the level of approximately 18.5 MBq, for the same acquisition
time.

Reconstruction and data analysis. Data (both 2D and 3D) were re-
constructed using algorithms and parameters as described in the
“Count rate correction accuracy” section with the exception of the
image matrix size, which, in this case, was 256×256.

Data analysis was performed on the reconstructed images by
drawing, on each slice, 12 circular ROIs (3 cm diameter). One
ROI was drawn on the non-radioactive cold insert, while the oth-
ers were drawn on the hot radioactive background.

For each slice the accuracy of the scatter correction, as residual
error ∆SFcorr was then calculated as:

(6)

where Ccold_insert is the number of counts in the cold_insert ROI
and Cavg is the average number of counts in the other 11 ROIs.

Attenuation correction accuracy

Source preparation and acquisition protocol. The accuracy of at-
tenuation correction (AC) was assessed using a cylindrical phan-
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tom (diameter, 20 cm; length, 20 cm) uniformly filled with a solu-
tion of water and 18F. Approximately 74 MBq of 18F was used to
fill the phantom. To create regions where the accuracy of AC
could be evaluated, three cylinders with a diameter of 5 cm were
placed inside the phantom. The first cylinder was empty (filled
with air), the second was filled with non-radioactive water and the
third was of Teflon.

The phantom was attached to the patient table using an 
adjustable mounting bracket and then positioned at x=0 cm,
y=−2.5 cm and axially centred.

A CT scan of the phantom was acquired to be used for AC
(140 kV, 90 mA). An EM 2D scan was acquired for 30 min. A sec-
ond EM 3D scan was then acquired when the activity decayed at
the level of 18.5 MBq, for the same acquisition time.

Reconstruction and data analysis. Both 2D and 3D data were re-
constructed using the algorithms and the parameters as described
in the “Count rate correction accuracy” section with the exception
of the image matrix size, which, in this case, was 256×256.

Data analysis was performed on the reconstructed images by
drawing on each slice 12 circular ROIs of 3 cm in diameter. Three
ROIs were drawn on each of the “cold” non-radioactive inserts
(air, water and Teflon), while the other nine ROIs were drawn on
the hot radioactive background. The average counts in the hot
background CN were calculated over the nine ROIs. For each slice,
the accuracy of AC was then calculated for each insert as residual
attenuation error ∆ACinsert:

(7)

where Cinsert is the number of counts in the ROI for each insert
(air, water or Teflon).

NEMA NU 2-2001 (N-01) measurements

Spatial resolution

Source preparation and acquisition protocol. A solution of water
and 18F with a concentration higher than 185 MBq/cc was pre-
pared. A drop of the solution was then used to produce three point
sources (PS). Glass capillaries with an ID of 1 mm were used to
contain the PS. Using a source holder, the three glass capillaries
containing the PS were positioned in the scanner FOV at: (1)
x=0 cm, y=1 cm; (2) x=0 cm, y=10 cm; (3) x=10 cm, y=0 cm.
Once in place, the three point sources where aligned (axially) in
the scanner FOV using laser lights.

Two sets of EM measurements, consisting of 20 acquisitions
axially spaced at 0.5 mm were performed in 2D. The two sets of
measurements were centred at two axial positions in the scanner
FOV: in the centre and at one-quarter of the axial FOV (3.8 cm).
Acquisition time for each single acquisition was 1 min. The two
sets of measurements were then repeated in 3D mode.

Reconstruction and data analysis. Image reconstruction of the PS
was performed for both 2D and 3D data as for the spatial resolu-
tion N-94 test, with the exception of the extension of the FOV,
which in this case was 25.0 cm, so that each of the three sources
could be visualised.

Transverse spatial resolution was calculated for each PS posi-
tion as FWHM and FWTM of the resulting point spread function,
by interpolation between adjacent pixels on the radial (vertical)
and tangential (horizontal) profiles. An axial profile was derived

from the number of counts in each slice against the slice number
and axial resolution was measured as the FWHM and FWTM of
such a profile. Radial and tangential resolutions (FWHM and
FWTM) for each radial position (1 and 10 cm) were averaged over
both axial positions.

Sensitivity

Source preparation and acquisition protocol. A solution of water
and 18F with a concentration greater than 1.7 MBq/cc was pre-
pared. The LS was prepared by filling a polyethylene tube (ID
1 mm, OD 3 mm) in the central 70 cm and activity was measured.
The N-01 sensitivity phantom consists of five concentric alumini-
um tubes, 700 mm long and stacked one inside the other. The di-
ameters of each tube are:

– 1st tube: ID 3.9 mm, OD 6.4 mm
– 2nd tube: ID 7.0 mm, OD 9.5 mm
– 3rd tube: ID 10.2 mm, OD 12.7 mm
– 4th tube: ID 13.4 mm, OD 15.9 mm
– 5th tube: ID 16.6 mm, OD 19.1 mm

Using a phantom holder, the LS, inserted in the smallest alumini-
um tube, was centred along the x, y and z axes of the scanner
FOV.

A set of five 2D EM scans was acquired. In each subsequent
scan (60 s each), an additional aluminium tube was added around
the LS, so that during the last scan, the LS was surrounded by the
five aluminium tubes. A second set of measurements (five scans)
was taken to estimate the sensitivity in 3D mode. The phantom
was then positioned at x=10 cm and y=0 cm with respect to the
centre of the scanner FOV and 2D and 3D measurements were
carried out following the same protocol as before (for x=0 and
y=0).

Reconstruction and data analysis. Raw data sinograms were used
in the analysis of sensitivity. The five scans in each set of mea-
surements were corrected for radioactive decay. The analysis was
first performed for each plane. Count rates Rj (j=1, 5) were plotted
versus the sleeve thickness Xj. The count rate in the absence of at-
tenuation (R0) was calculated by extrapolating the resulting expo-
nential attenuation curve to Xj=0.

(8)
where µ is the linear attenuation coefficient.

The sensitivity for each plane was calculated by dividing the
extrapolated R0 by the measured activity. Total system sensitivity
was calculated as the sum of sensitivity per plane over the 47
planes.

Scatter fraction and count rates

Source preparation and acquisition protocol. The phantom used
for the measurement consists in a 20-cm-diameter solid polyethyl-
ene cylinder with an overall length of 70 cm. The phantom has a
hole at 4.5 cm from its centre, which goes through the whole
phantom, parallel to its central axis. In the hole a Teflon LS (ID
2.3 mm), as long as the phantom, can be inserted to contain radio-
activity. The LS was filled in its 70-cm central part with a solution
of water and 18F. Two tests were performed, in 2D and 3D, with an
initial activity of 2,664 MBq and 1,776 MBq, respectively. In both
tests, the phantom was positioned at x=0 cm, y=0 cm and axially
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centred in the scanner FOV. In both acquisitions, random coinci-
dences were measured by the DE technique.

In each test (2D and 3D), 22 EM frames were acquired.
Frames 1–4 were acquired for 900 s with no delay between con-
secutive frames. The remaining 18 frames were acquired for
1,500 s with a delay of 1,500 s between each consecutive pair of
frames.

Reconstruction and data analysis. Raw data sinograms were used
in the analysis of the scatter fraction and count rates (SF&CR)
test. 3D sinograms were rebinned by using a single slice-rebinning
algorithm.

Scatter component was calculated as for the N-94 over a fixed
FOV of 40 cm diameter. Only the final frames of the SF&CR test
(when the randoms rate was negligible, below 1%) were used to
calculate the scatter fraction. Scatter fraction was calculated as the
ratio between scatter component and total events.

The total counts rate within a 24-cm transverse FOV was de-
termined as a function of the radioactivity decay. The T rate
(Rtrues) was determined by subtracting the randoms and scatter
rates from the total prompts event rate (Rtotal). The NEC rate was
calculated as in Eq. 3. Two NEC rate curves were then generated,
with k=1 and k=2.

Accuracy of corrections for count losses and randoms

Source preparation and acquisition protocol. The same data set as
was acquired for the SF&CR test was used.

Reconstruction and data analysis. Data were reconstructed with
all count rate-dependent corrections (dead-time losses and random
coincidences) applied. A circular ROI (18 cm diameter) was
drawn, centred on the reconstructed images of the phantom.

2D and 3D data sets were reconstructed as for the count rate
accuracy test of the N-94. The resulting dead-time and random-
corrected trues image count rate (R) was plotted as a function of
activity concentration.

The residual dead-time error %∆r was then calculated as:

(9)

where Rextrap is the linear function of the true count rate extrapo-
lated from the low count rate (where dead-time and random coin-
cidences rate are negligible).

Image quality—attenuation and scatter correction accuracy

Source preparation and acquisition protocol. Overall image quali-
ty (IQ), as well as attenuation and scatter correction accuracy, was
evaluated using a phantom simulating a human torso in size and
shape. The IQ phantom contains six co-axial isocentre spheres
with diameters of 1.0, 1.3, 1.7, 2.2, 2.8 and 3.7 cm. A cylindrical
insert of 5 cm diameter, as long as the phantom, is also positioned
in the centre of the phantom. The cylinder is a cold insert with a
density of 0.30 g/cc to simulate the lungs. Four of the spheres,
with diameters of 1.0, 1.3, 1.7 and 2.2 cm, are used to simulate hot
lesions, while the other two are used to simulate cold lesions. The
phantom was filled with a solution of water and 18F (5.3 kBq/cc),
and the spheres with a concentration eight times higher than the
background, to simulate a lesion to background (L/B) ratio of 8. In
a second experiment, radioactivity concentration in the hot spheres

was such that L/B was 4. Once filled, the phantom was positioned
with the spheres both in the transverse plane and along the z axis
of the scanner FOV. To simulate body activity from outside of the
scanner FOV, the phantom used for the SF&CR test was posi-
tioned at one edge of the IQ phantom. For this test, the LS of the
external phantom was filled with an activity of 165.5 MBq.

A CT scan of the phantom was acquired to be used for AC
(140 kV, 90 mA). For both the experiments (L/B=8 and 4), six in-
terleaved acquisitions (2D and 3D) were performed. The acquisi-
tion time for each 2D and 3D measurement was 8 min and 20 s
and 7 min and 19 s respectively. These times were derived, based
on a whole-body examination designed to cover a 100-cm axial
FOV in 60 min, using a slice overlap for 2D and 3D mode of 5
and 11 slices, respectively.

Reconstruction and data analysis. Data were corrected for random
coincidences, geometry, normalisation, dead-time losses, scatter
and attenuation.

Image reconstruction of the IQ phantom data was performed as
follows:

– 2D) Reconstruction algorithm ordered subsets-expectation
maximisation (OSEM) (number of subsets, 21; number of iter-
ations, 2; loop filter, 3.91 mm FWHM; post-filter, 5.45 mm
FWHM); FOV, 50 cm; image matrix size, 128×128.

– 3D) Reconstruction algorithm FORE-Iterative (weighted least
square; number of subsets, 32; number of iterations, 3; loop fil-
ter, 3.91 mm FWHM; post-filter, 4.29 mm FWHM); FOV,
50 cm; image matrix size, 128×128.

In order to evaluate the hot and cold sphere contrast, circular ROIs
with a diameter equal to the physical size of each sphere were
drawn on CT images and copied to PET images. Twelve back-
ground ROIs (37 mm diameter) were drawn on the central slice
and on slices ±10 mm and ±20 mm from the central slice. ROIs of
smaller size (10, 13, 17, 22, 28 mm) were drawn concentric to the
37-mm background ROIs. Finally, an ROI of 5 cm in diameter
was drawn (in each slice of the phantom) on the central cylindrical
insert to assess the accuracy of the attenuation and the scatter cor-
rection.

Different parameters used to evaluate the IQ test were:

a) The hot sphere contrast recovery coefficient (HC_RC) calcu-
lated as:

(10)

where Chot and Cbkgd are the average of the counts measured in
the hot spheres ROI and the average counts in all background
ROIs respectively, while ahot/abkgd is the ratio of the activities
in the hot sphere and background (this ratio is nominally 8 or
4, but the actual values as measured by a well counter were
used in the calculations).

b) The cold sphere contrast (CC) calculated as:

(11)

where Ccold is the average of the counts measured in the cold
spheres ROI.

c) The accuracy of attenuation and scatter correction, calculated
as the residual error in the lung region as:

(12)

where Clung is the average counts in the lung insert ROI.
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d) The background variability, calculated as:

(13)

where SDj is the standard deviation of the background ROI
counts for sphere j.

Results

NEMA NU 2-1994 measurements

Spatial resolution

The average values of the transverse spatial resolution
(FWHM and FWTM) for radial and tangential profiles
are shown in Table 3 for both 2D and 3D configurations.
The values for all the positions of the LS and for direct,
cross and all acquisition planes are presented. In both 2D
and 3D, direct and cross plane spatial resolution values
are very similar. As expected, in view of the circular ge-
ometry of the scanner, in 2D radial resolution is worse
than tangential resolution. This is not true for the FWTM
in 3D owing to the weight on the mean of the values for
external planes, as shown in Fig. 1. In general, spatial
resolution in 2D is slightly better than in 3D.

Scatter fraction

The values of the scatter fraction (minimum, maximum
and average) for direct, cross and all planes in 2D and
3D mode are reported in Table 3. In 2D, as expected, the
cross planes have a slightly higher scatter fraction with
respect to the direct planes owing to the wider accep-
tance angle (five adjacent planes are used to generate a
direct plane, and six adjacent planes are used to generate
a cross plane), while, in 3D, the scatter fraction is more
uniform throughout all the slices of the system.

Sensitivity

In Fig. 2 the slice sensitivity profiles for T events are
shown for 2D and 3D configuration, respectively. Ta-
ble 3 reports PET T sensitivity values for direct, cross
and all planes, in 2D and 3D. The reported sensitivity
values for direct and cross planes were averaged over
planes 5–43 and 6–42, respectively, excluding the most
external planes because of the lower number of planes
contributing to their generation.

The total system sensitivity for T events was
8,567 cps/kBq/cc and 36,649 cps/kBq/cc in 2D and 3D,
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Table 3. NEMA NU 2-1994: performance characteristics

2D 3D

Direct Cross All Direct Cross All

Spatial resolution (mm) 1 cm FWHM R 6.61 6.59 6.60 6.73 6.71 6.72
T 5.95 5.98 5.96 6.65 6.63 6.64

FWTM R 12.55 12.58 12.56 13.27 13.23 13.25
T 11.35 11.39 11.37 13.33 13.30 13.31

10 cm FWHM R 7.51 7.52 7.51 7.92 7.93 7.92
T 6.67 6.66 6.67 7.55 7.50 7.53

FWTM R 13.34 13.41 13.38 14.31 14.33 14.32
T 12.65 12.63 12.64 15.15 14.89 15.02

20 cm FWHM R 8.03 8.06 8.04 8.36 8.36 8.36
T 6.85 6.88 6.87 7.92 7.88 7.90

FWTM R 15.18 15.15 15.16 15.01 15.02 15.01
T 12.70 12.74 12.72 15.97 15.68 15.83

Scatter fraction (%) Minimum 14.14 14.62 14.14 28.76 28.26 28.26
Maximum 15.80 16.30 16.30 30.79 30.92 30.93
Average over planes 14.99 15.62 15.31 30.02 30.21 30.13

True events sensitivity Minimum 184.51 206.94 37.77 308.60 369.84 45.91
(cps/kBq/cc) Maximum 191.38 213.58 213.58 1493.03 1525.42 1525.42

Average over planes 187.22 211.26 182.31 890.24 928.58 780.00
Scatter correction Minimum −3.20 −3.38 −3.38 −9.59 −11.67 −11.67

accuracy (%) Maximum 6.33 4.91 6.33 −4.28 −3.91 −3.91
Average over planes 1.59 1.70 1.64 −7.29 −7.36 −7.32

Attenuation correction Average—water 2.86 3.25 3.05 −2.64 −3.62 −3.12
accuracy (%) Average—air 7.12 6.89 7.01 12.43 12.20 12.32

Average—solid −30.86 −29.70 −30.29 −46.16 −47.19 −46.66

Spatial resolution: R, radial; T, tangential. Sensitivity values for direct and cross planes were averaged over planes 5–43 and 6–42, re-
spectively



respectively, and thus approximately 4.3 times higher in
3D than in 2D.

Count rate losses and randoms

Figure 3 shows the response of the D-ST PET system in
terms of count rate (Fig. 3a) and %DT (Fig. 3b) as a
function of the activity concentration. Figure 4 shows the
corresponding response of the system (Fig. 4a for the
count rate, Fig. 4b for the dead time) in 3D. A slight dis-
continuity in the %DT curve can be observed in 2D at
about 190 kBq/cc and in 3D at about 44.4 kBq/cc. This
discontinuity can also be observed in the T, random and
NEC rate curves, which, at those values of radioactivity
concentration, bend towards a lower count rate (smooth-
ly in 2D and sharply in 3D). This effect is explained by
the processing capability of the events sorter board,
which handles up to about 10 million events per second.
When this events rate is exceeded, events are discarded
and not recorded. It is to be noted that, in both FDG
brain and whole-body studies, radioactivity in the FOV
is low with respect to this critical situation. In fact, clini-
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Fig. 1a, b. N-94: 3D spatial resolution (transverse) vs plane num-
ber: a LS positioned at 10 cm off axis, b LS positioned at 20 cm
off axis

Fig. 2a, b. N-94: sensitivity for true events (slice sensitivity pro-
file). a 2D, b 3D

Fig. 3a, b. N-94: 2D count rate losses and random test: a count
rate vs activity concentration, b percentage of the system dead
time (%DT) vs activity concentration



Count rate correction accuracy

The minimum and the maximum dead-time residual er-
rors %∆r estimated over all slices for the activity con-
centration at 50% of the system dead-time were −0.88%
and 11.31% in the 2D configuration and −12.5% and −
6.4% in the 3D configuration, respectively.

Scatter correction accuracy

In Table 3 the results obtained for the scatter correction
accuracy test, for both the 2D and the 3D configuration,
are shown. The minimum and maximum error and the
average error over planes are reported. While in 2D the
average residual error after scatter correction is less than
2% (in the range −4 to +6), in 3D the residual error after
scatter correction is of the order of −7% (in the range −
12 to −4). The negative value of the residual error indi-
cates a scatter overestimation during correction.

Attenuation correction accuracy

In Table 3 the results obtained for the attenuation correc-
tion accuracy test are shown for both the 2D and the 3D
acquisition configuration. The error for the water and air
inserts is relatively small, while the error for the solid
material (Teflon) is big. This is because Teflon was as-
sumed to be bone material during the process of conver-
sion of its CT number into attenuation coefficient for
511 keV. Teflon in fact has a high CT number [15], which
is converted to attenuation coefficient for 511 keV assum-
ing it as bone material. The linear attenuation coefficient
for Teflon at 511 keV is 0.19 cm−1, while the correspond-
ing linear attenuation coefficient resulting from the con-
version of the CT number was 0.14 cm−1, with an error of
−25%. This underestimation of the Teflon attenuation co-
efficient at 511 keV yields low (negative) activity values
after attenuation (and scatter) correction. It should be not-
ed that Teflon insert is not a suitable bone substitute for
use in a CT scanner, and the use of a more appropriate
bone-equivalent material should be considered for this
test, in the case of PET/CT scanners.

NEMA NU 2-2001 Measurements

Spatial resolution

Transverse spatial resolution values in 2D and 3D are re-
ported in Table 5. For the PS at (x=0 cm, y=1 cm), radial
and tangential resolution values were averaged. Also,
spatial resolution values for the PS at (x=0 cm, y=10 cm)
and (x=10 cm, y=0 cm) were averaged.

Axial resolution values are also presented in Table 5.
Spatial resolution is nearly isotropic, in particular in 3D
at a radial distance of 10 cm from the centre of the FOV.
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Fig. 4a, b. N-94: 3D count rate losses and random test: a count
rate vs activity concentration, b percentage of the system dead
time (%DT) vs activity concentration

cal count rates are less than 1 million counts for prompt
events.

In Table 4 figures of merit representative for the count
rate and randoms tests are reported as the values of the
activity concentration (kBq/cc) and of the T events rate
(kcps) at which the following conditions are verified: (a)
peak of T events rate, (b) 50% of the system dead-time,
(c) trues rate = randoms rate. All conditions are verified
in 2D at a higher activity concentration and at a slightly
lower count rate than in 3D.

Table 4. NEMA NU 2-1994: 2D and 3D count rate losses and ran-
doms test

2D 3D

kBq/cc kcps kBq/cc kcps

Peak trues 189.81 750 44.03 922
50% dead-time 186.48 744 53.28 834
Trues = randoms 150.59 686 44.03 921



In Fig. 5, the axial and transverse profiles for the
1 cm off-centre source are shown, as a representative ex-
ample of the spatial response of the PET system.

Sensitivity

The results of the sensitivity test for both 2D and 3D ac-
quisition configurations are shown in Table 5. The
system has very good sensitivity in both 2D and 3D.
Sensitivity in 3D is approximately 4.3 times higher than
in 2D.

Figure 6 shows the slice sensitivity profiles for T
events in 2D and 3D mode, respectively.

Scatter fraction and count rate

Figures 7 and 8 show the results for the SF&CR tests in
2D and 3D.

Table 5 reports the values of scatter fraction in 2D
and 3D, as well as the count rate of the system and the
corresponding activity concentration at the peak T rate,
peak randoms rate, peak scatter rate, and peak NEC(k=1)
and NEC(k=2) rates. The NEC(k=1) peak is achieved
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Table 5. NEMA NU 2-2001: performance characteristics

2D 3D

Spatial resolution (mm) 1 cm FWHM Radial and 6.28 6.29
tangential average

FWTM 11.55 11.49
10 cm FWHM Radial 6.94 7.01

Tangential 6.82 6.64
FWTM Radial 12.38 12.68

Tangential 13.12 11.94

Axial resolution (mm) 1 cm FWHM 4.56 5.68
FWTM 9.33 11.94

10 cm FWHM 6.11 6.05
FWTM 12.35 11.52

Sensitivity (cps/kBq) 0 cm 1.92 8.99
10 cm 1.95 9.26

Scatter fraction (%) 19 45

kcps kBq/cc kcps kBq/cc

Count rate parameters Peak trues rate 270.99 113.64 292.15 20.38
Peak random rate 728.32 113.64 1443.41 63.33
Peak scatter rate 63.61 113.64 220.18 20.38
Peak NEC(k=1) rate 80.78 64.43 66.17 14.86
Peak NEC(k=2) rate 54.01 46.99 45.50 10.84

Fig. 5a, b. N-01: 2D spatial resolution for a point source at 1 cm
off centre: a axial profile, b transverse profile

▲



with 66.17 kcps at 14.86 kBq/cc, while the NEC(k=2)
peak is achieved with 45.5 kcps at 10.84 kBq/cc.

Accuracy of corrections for count losses and randoms

The maximum error found for the 2D acquisition mode
was 6.9% for activity concentrations below 64.43 kBq/cc

[corresponding to the peak NEC(k=1) rate]. In 3D, the
maximum error was 1.9% for activity concentrations be-
low 14.86 kBq/cc [corresponding to the peak NEC(k=1)
rate].
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Fig. 6a, b. N-01: sensitivity for true events (slice sensitivity pro-
file): a 2D, b 3D

Fig. 7. N-01: 2D scatter fraction and count rate test. Trues, scatter,
random, NEC(k=1) and NEC(k=2) rate vs activity concentration

Fig. 8. N-01: 3D scatter fraction and count rate test. Trues, scatter,
random, NEC(k=1) and NEC(k=2) rate vs activity concentration

Table 6. NEMA NU 2-2001: IQ phantom—figures of merit

2D 3D
Sphere diameter (cm) Sphere diameter (cm)

10 13 17 22 28 37 10 13 17 22 28 37

L/B=4

Hot sphere recovery coeff. (%) 24 37.3 57.3 68.7 – – – 20 37.6 52.3 69 – – –
Cold sphere contrast (%) – – – – 58 66.5 – – – – – 83 85 –
Background variability (%) 8 7 6 5 4 3 – 7 6 5 4 3 3. –
Average residual (%) over “lung” insert – – – – – – 23 – – – – – – 16

L/B=8

Hot sphere contrast (%) 26.7 36 65 72 – – – 23.7 36.3 54.7 69.5 – – –
Cold sphere contrast (%) – – – – 60 70 – – – – – 80 82 -
Background variability (%) 10 9 8 6 5 4 – 9 8 7 5 5 4 –
Average residual (%) over “lung” insert – – – – – – 24 – – – – – – 17



Image quality—attenuation and scatter correction 
accuracy

In Table 6 the results obtained for the IQ test are shown
in terms of hot sphere recovery coefficient, cold sphere
contrast, average residual attenuation and scatter correc-
tion error in the lung region and background variability.
Hot sphere recovery coefficients are almost comparable
in 2D and 3D for the L/B=4 experiment and slightly bet-
ter in 2D than in 3D for the L/B=8 experiment. Cold
sphere contrast is higher in 3D than in 2D. Attenuation
and scatter correction residual error in the lung region, as
well as background variability, are lower in 3D than in
2D.

In Fig. 9, a representative image of the IQ phantom is
shown in the 2D and 3D studies, for the two L/B experi-
ments. Qualitative analysis of the images confirms the
quantitative results, previously described.

Discussion

The new integrated PET/CT system Discovery ST (D-
ST) has recently been installed in our institution. The D-
ST was specifically designed for PET imaging in oncolo-
gy, both for diagnostic applications and for applications
in radiotherapy, to improve the definition of the radiation
treatment plan based on the fused CT and PET images.
The D-ST combines a state of the art multi-slice helical
CT scanner and a state of the art PET tomograph, based
on BGO detectors, and operating in both the 2D and the
3D acquisition modality. The PET scanner port has been
enlarged to allow the positioning of radiotherapy pa-
tients, an option for a flat couch is available, and the ar-
chitecture of the detection system is designed in order to
yield high detection efficiency and isotropic resolution,
to improve lesion detectability and lesion volume esti-
mation.

The aim of this work was the physical characterisa-
tion of the PET performance of the D-ST according to
the NEMA standard protocols. Both the N-94 and N-01
standards were considered. In the N-94 standard, the size
of the phantoms (20 cm in diameter and 20 cm long) and
the activity distributions in the phantoms (in most situa-
tions uniform) make the N-94 tests particularly suitable
to assess the performance of the PET scanners in condi-
tions comparable to those of neurological studies (dis-
tributed source). In this respect, several considerations
need to be mentioned. The limited axial size of the N-94
phantoms (20 cm) does not allow the contribution of ac-
tivity from outside the FOV to be taken into account (un-
less other non-standard objects are positioned adjacent to
the phantom). This condition is unsuitable for the simu-
lation of brain studies in patients, and also inappropriate
for the simulation of whole-body studies. Furthermore,
the N-94 standard was originally defined for tests per-
formed in the 2D acquisition configuration. However,
PET brain studies are currently usually performed in the
3D mode, in order to take advantage of the increased de-
tection efficiency. Although the extension of the 2D N-
94 tests to the 3D case could be methodologically
straightforward, technically it is currently hampered in
most commercial systems by the lack of the necessary
software and analysis tools. The N-01 standard has been
defined to account for the clinical evolution of PET into
oncological diagnosis. The N-01 tests have thus been re-
designed to simulate oncological FDG whole-body stud-
ies. In particular, N-01 uses 70-cm-long phantoms to ac-
count for the activity contribution from outside the FOV.
In view of the potential of the 3D acquisition modality
and its increasing clinical diffusion, N-01 tests are de-
fined for both 2D and 3D acquisition configurations.

In this work, the physical characterisation of the D-ST
was performed following both N-94 and N-01 to provide
a comprehensive description of the performance of the
PET scanner in both brain- and whole-body-like condi-
tions and in 2D and 3D acquisition modalities. The phan-
tom filling procedure, the acquisition, the reconstruction
and the data analysis protocol are described step by step.

The results of the physical characterisation are dis-
cussed below, parameter by parameter, with respect to
the feasibility of the tests performed and the comparison
between the N-94 and N-01 tests. Furthermore, the re-
sults obtained with the D-ST are compared with the per-
formances of a widely used PET tomograph, the GE Ad-
vance, produced by the same manufacturer, with similar
architecture but designed as a general-purpose machine
to cover a wide range of applications (neurology and car-
diology, besides oncology).

Spatial resolution

Spatial resolution was measured as the FWHM and
FWTM of a line spread function and of a point spread
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Fig. 9. Reconstructed image of the IQ phantom. Top, 2D image;
bottom, 3D image; left, L/B=4 experiment; right, L/B=8 experi-
ment



function in N-94 and N-01, respectively. While the N-94
spatial resolution test is very easy to perform, N-01 has
the advantage of providing in a single measure both
transverse and axial resolutions, but it is more difficult
with regard to the practical preparation of the three point
sources, which should be equal and very small (about
1 mm in the x, y and z directions).

Spatial resolution, on the order of 6.5 mm at 1 cm off
centre, was slightly better in 2D than in 3D and slightly
worse in the N-94 (LS function) than in the N-01 (PS
function) test. Axial resolution was on the order of 5 mm
(N-01).

In comparison with the Advance scanner (transverse
and axial resolution both 5.1 mm, N-94 at 1 cm off cen-
tre), the crystal dimensions of the D-ST (D-ST:
6.3 mm×6.3 mm and Advance: 4.0 mm×8.0 mm) were
such as to slightly sacrifice transverse resolution but im-
prove axial sampling (half centre-to-centre crystal dis-
tance: 3.27 mm vs 4.25 mm) [16, 17]. The final axial
resolution is influenced by the number of planes which
contribute to the generation of direct and cross planes
(five and six for the D-ST and three and four for the Ad-
vance).

Sensitivity

Sensitivity is measured differently with N-94 and N-01.
While N-94 measures the sensitivity of a PET system by
using a cylindrical phantom filled with a known concen-
tration of 18F in water, N-01 uses a thin, long LS (70 cm)
filled with 18F contained within an aluminium housing to
which successive aluminium sleeves, of known thick-
ness, are added during the measurement. The N-01 test
was developed with the aim of avoiding dependence of
the sensitivity results on the different scatter correction
techniques implemented by different scanner manufac-
turers [18]. On the other hand, measurement of the sensi-
tivity by the N-01 test is very sensitive (particularly in
3D) to the exact filling of the LS over the 70 cm.

The D-ST has a high system sensitivity in both 2D
and 3D. In 2D, the D-ST system sensitivity is about
40% higher than the sensitivity of the Advance PET
system (8,567 cps/kBq/cc vs 6,162 cps/kBq/cc) [16],
while the slice sensitivity is about the same (187 cps/
kBq/cc vs 176 cps/kBq/cc for direct planes and
211 cps/kBq/cc vs 197 kcps/kBq/cc for cross planes, re-
spectively) [16]. In 3D, the system sensitivity of the D-
ST is 36,649 cps/kBq/cc, compared with 33,729 cps/
kBq/cc for the Advance [17]. The high sensitivity of the
D-ST in 2D mode is mainly due to the short length of
the inter-plane septa (5.4 cm for D-ST vs 12.7 cm for
the Advance), which also allows the bore of the system
to be 70 cm as compared with 56 cm for the Advance. In
3D, the high sensitivity of the D-ST is due to the wide
acceptance angle used in the acquisition configuration
(a maximum delta plane of 23 for the D-ST vs 11 for the

Advance). Furthermore, the D-ST has a smaller ring di-
ameter (88.6 cm vs 92.7 cm), which also contributes to
an increase in the sensitivity of the system.

Scatter fraction

Scatter fraction (SF) is measured using an LS positioned
at three different radial distances in a water-filled cylin-
drical phantom with the N-94 protocol, and using a long
LS (70 cm) filled with 18F positioned in a 70-cm Teflon
cylinder with the N-01. With the N-94, care must be tak-
en to prepare an LS as long as the phantom and symmet-
rical in the axial FOV, in order to avoid asymmetries of
the scatter function (in particular in 3D).

It should be noted that the phantom used in this work
for the N-94 test had the LSs positioned at 0, 4 and 8 cm
off centre, while the N-94 standard phantom has the LSs
at 0, 4.5 and 9 cm off centre. This should not significant-
ly change the value of the global scatter fraction, al-
though hampering a direct comparison with scatter frac-
tion values measured using the standard N-94 phantom.

Scatter fraction in 2D was 15% according to N-94 and
19% according to N-01. These values are in fact higher
than that of the Advance (N-94: 9%), as a result of the
short length of the inter-plane septa in the D-ST. A 15%
scatter fraction is still low enough to be handled and cor-
rected for by a post-processing scatter correction tech-
nique (see results in respect of scatter correction accura-
cy).

Scatter fraction in 3D was 30% according to N-94 and
45% according to N-01. Scatter fraction is lower in the
D-ST than in the Advance (N-94: 36%), as a result of a
higher low-energy threshold of the discrimination energy
window (375 keV vs 300 keV). In fact, the improved
electronics of the D-ST yield a mean energy resolution
of 16–17% over the 10,080 detectors in the system, as
compared with a system energy resolution of about 25%
in the Advance.

Scatter fraction measured according to N-01 is higher
than that measured according to N-94, as a result of the
contribution of radioactivity from outside the FOV,
which is taken into account by the N-01 protocol, using
70-cm-long phantoms.

Count rate performances

Count rate tests are performed with N-94 by using a cy-
lindrical phantom filled with a known concentration of
18F in water, while N-01 uses the same phantom as for
the SF test. SF and count rate losses are in fact part of
the same measure in N-01.

Comparison of the count rate performance assessed
by N-94 and N-01 is difficult owing to the different ex-
perimental conditions. In general, the D-ST system
showed very good count rate performance in both 2D
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and 3D mode. This is proved by a comparison with the
performance of the Advance scanner, e.g. N-94 3D NEC
rate peak: 270 kcps at 34.38 kBq/cc vs 200 kcps at about
20 kBq/cc (from Fig. 7, reference [17]); 50% dead time:
834 kcps at 53 kBq/cc vs 550 kcps at 31.5 kBq/cc (from
Fig. 7, reference [17]).

As a result of the k value used in the calculation of the
NEC rate, the NEC(k=1) curve is higher than the
NEC(k=2) curve. These N-01 NEC curves confirm the
high count rate performances of the D-ST, in particular
in 3D, where the NEC curves show the peak of the
system response at activities used for clinical studies. In
fact, the NEC peaks are reached at activity concentra-
tions of about 14.86 kBq/cc and 10.84 kBq/cc, respec-
tively. It is to be noted that the range of activity concen-
trations in clinical FDG studies corresponds to that at
which the NEC curves reach the maximum values.

With both N-94 and N-01, the correction for count
rate losses is accurate. As an example, in 3D, the N-01
error was less than 2% at the peak NEC rate curve.

Scatter and attenuation correction accuracy

While N-94 has two specific tests to evaluate the accuracy
of scatter and attenuation correction (AC) techniques im-
plemented in the system, N-01 uses a single parameter
within the IQ test to simultaneously evaluate both correc-
tions (residual error in the lung region). In general, scatter
and attenuation corrections have some degree of inter-de-
pendence and the contribution of the individual correction
procedure is hardly distinguished. In fact, in the event of
an inaccurate scatter correction, the residual scatter com-
ponent would be improperly corrected for attenuation.

In a PET/CT system, AC is performed after conver-
sion of the Hounsfield numbers of the CT image to atten-
uation coefficients for the 511 keV of the annihilation
events. The conversion law used in the D-ST is based on
a bilinear transformation, which is obtained using three
reference points for air, water and bone [19, 20].

In the N-94 2D scatter correction accuracy test, the
residual error was very low, as a result of the appropri-
ateness of the scatter correction model and of the con-
trolled experimental conditions (a simple cylindrical
phantom filled with radioactive water), thus implying a
simple transformation from water Hounsfield number to
511-keV attenuation coefficient. In 3D, the negative er-
ror found indicates an over-estimation of the scatter
component. The N-94 AC accuracy test shows that the
residual errors for two of the three inserts (air and water)
were low. In fact, air and water are materials on which
the conversion law from Hounsfield numbers to 511-keV
attenuation coefficients is based. For the third insert 
(Teflon), the error was significantly higher. As already
reported in the Results section, Teflon is not an appropriate
bone-equivalent material and AC is affected by an incor-
rect transformed attenuation coefficient.

In the N-01 test, scatter and AC accuracy were evalu-
ated on a low-density (polystyrene) cold activity region
simulating the human lungs. The residual error was
23.5% and 16.5% in 2D and 3D, respectively. These er-
rors could mainly derive from an inaccurate attenuation
coefficient conversion law for the low-density material
simulating the lungs.

The scatter and AC errors also depend on the recon-
struction algorithm used and, in the case of an iterative
algorithm, on the number of iterations.

Image quality

Image quality (IQ) represents a new feature of the N-01
protocol (not present in the N-94 protocol), designed to
assess the overall performance of a PET system on the
basis of a visual inspection of the final reconstructed im-
ages of a phantom simulating hot and cold lesions in the
thorax. In fact, the results of the IQ test are dependent on
the operator skill during the phantom filling procedure
and also on the reconstruction protocol used (algorithm
and parameters).

The results of this test presented in Table 6 and Fig. 9
show a slightly better hot sphere recovery in 2D than in
3D, while cold contrast is higher in 3D than in 2D. The
background variability is lower in 3D, as is the residual
error in the lung region. Both of the reconstruction pro-
tocols considered use an iterative reconstruction algo-
rithm (OSEM in 2D mode and FORE-WLS in 3D) with
a low number of iterations. In a clinical implementation,
besides reconstruction time considerations, the need to
maintain the noise in the reconstructed images at a low
level usually inhibits the use of a higher number of itera-
tions, which, on the other hand, would be needed to al-
low the convergence of iterative algorithms particularly
in regions of low activity. For instance, the use of one
more iteration in the 2D reconstruction protocol would
have improved the results obtained for both the hot re-
covery coefficient (by a factor of up to 30% for the
smallest sphere) and the cold contrast (by a factor of
about 13%), with a smaller residual error in the “lung”
region but an increase in the background variability.

Conclusion

In conclusion, the new fully integrated Discovery ST
shows good overall performances in both 2D and 3D as a
result of an optimised scanner design. This yields a bal-
anced performance of the several physical parameters in-
fluencing the final image quality. In particular, high sen-
sitivity results in low statistical noise and the consequent
recovery of spatial resolution in clinical studies. Further-
more, the good NEC response allows clinical studies to
be optimised in terms of the signal to noise ratio.
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