
European Journal of Nuclear Medicine Vol. 29, No. 12, December 2002

Abstract. The standardized uptake value (SUV) has
gained recognition in recent years as a semiquantitative
evaluation parameter in positron emission tomography
(PET) studies. However, there is as yet no consensus on
the way in which this index should be determined. One
of the confusing factors is the normalisation procedure.
Among the proposed anthropometric parameters for nor-
malisation is lean body mass (LBM); LBM has been de-
termined by using a predictive equation in most if not all
of the studies. In the present study, we assessed the de-
gree of agreement of various LBM predictive equations
with a reference method. Secondly, we evaluated the im-
pact of predicted LBM values on a hypothetical value of
2.5 SUV, normalised to LBM (SUVLBM), by using vari-
ous equations. The study population consisted of 
153 women, aged 32.3±11.8 years (mean±SD), with a
height of 1.61±0.06 m, a weight of 71.1±17.5 kg, a body
surface area of 1.77±0.22 m2 and a body mass index of
27.6±6.9 kg/m2. LBM (44.2±6.6 kg) was measured by a
dual-energy X-ray absorptiometry (DEXA) method. A
total of nine equations from the literature were evaluat-
ed, four of them from recent PET studies. Although there
was significant correlation between predicted and mea-
sured LBM values, 95% limits of agreement determined
by the Bland and Altman method showed a wide range
of variation in predicted LBM values as compared with
DEXA, no matter which predictive equation was used.
Moreover, only one predictive equation was not statisti-
cally different in the comparison of means (DEXA and
predicted LBM values). It was also shown that the pre-
dictive equations used in this study yield a wide range of
SUVLBM values from 1.78 to 5.16 (29% less or 107%
more) for an SUV of 2.5. In conclusion, this study sug-
gests that estimation of LBM by use of a predictive
equation may cause substantial error for an individual,

and that if LBM is chosen for the SUV normalisation
procedure, it should be measured, not predicted.
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Introduction

The standardized uptake value (SUV), which is defined as
the ratio of activity in tissue per millilitre to the activity in
the injected dose per kilogram patient body weight (BW),
has gained recognition in recent years as a semiquantita-
tive evaluation parameter in positron emission tomogra-
phy (PET) studies. The initial rationale for its use was the
observed increase in the uptake value of 2-[fluorine-
18]fluorodeoxy-D-glucose (FDG) with increasing body
weight [1]. SUV has been proposed as a simple index of
tissue and tumour accumulation of FDG that is indepen-
dent of patient size [2]. Some authors have even reported
SUV thresholds as an indicator of malignancy or progno-
sis [3, 4]. On the other hand, leaving aside the discussions
as to its validity, there is no consensus on the way in
which this index should be determined [5, 6]. It seems that
the selected mode of normalisation, using BW, body sur-
face area (BSA) or lean body mass (LBM), is one source
of the variation in SUV results, as are lesion size and the
method of count determination (at the lesion level or
blood glucose level) in FDG studies. Within the frame-
work of attempting to identify the most appropriate physi-
ological parameter for application in the SUV normalisat-
ion process, some have proposed use of the LBM [7] or
BSA [8]; others suggest use of the blood glucose level [9],
while BW is generally taken into consideration. Yeung et
al. even recently reported that more constant values were
obtained for SUV normalised to LBM (SUVLBM) after the
“normalisation of a normalised” parameter, with the SUV
first being normalised to LBM, and then to BSA [10].
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It is interesting that in such studies, predictive equa-
tions, or in other words the regression formulae, are
widely preferred in the determination of the LBM. Be-
fore further discussion on the most appropriate physio-
logical parameter in SUV calculations, the accuracy of
using regression equation-based LBM estimations
should be determined with the aim of eliminating other
sources of variation (or bias).

LBM can be accurately measured by the dual-energy
X-ray absorptiometry (DEXA) method. Although DEXA
is not yet considered to be “the gold standard” for mea-
suring body composition, it is one of the best reference
methods [11, 12, 13]. DEXA measures the soft tissue
and bone mass independently and then separates the soft
tissue into lean and fat mass. DEXA estimates the LBM
without making assumptions regarding fat mass, total
body potassium, total body water or body density, which
are the basis of most of the hand-held body composition
analysis techniques (e.g. anthropometric, bioelectrical
impedance) or the LBM predictive equations [14, 15].
Accurate detection of small differences in hydration [16,
17], changes in soft tissue mass [18] or changes in treat-
ment-related fat mass have been reported by DEXA
measurements [19].

This study was undertaken to test the hypothesis that
predictive equation-based LBM calculation is an impor-
tant source of variation in LBM-based SUV results. To
test this hypothesis, in a first step, the predicted LBM
values obtained with various predictive equations were
compared with the results of DEXA measurement in a
patient population with no serious health problems. In a
second step, the effect of formula-based LBM determi-
nation on a hypothetical SUV of 2.5 was examined.

Materials and methods

Patient population. This study is a retrospective analysis of 153
consecutive female patients. Some had taken part in a previous
study of bone mass modification in polycystic ovary disease
(44%, n=68), while the others had been referred either for obesity
monitoring (25%, n=38) or for whole-body total mineral determi-
nation (31%, n=47) by the dual-energy X-ray absorptiometry
method, between 1997 and 2001 [20]. The only pre-set exclusion
criterion was an age younger than 20 years or older than 70 years,
as in most of the studies dealing with anthropometric predictive
equations. The ethical committee approved the study and the study
subjects gave their informed consent.

Body composition analysis. In all of the subjects, body weight and
height were measured by well-calibrated hospital scales before the
examination. After overnight fasting, subjects underwent a whole-
body DEXA scan performed in standard array mode with a speed
of 25 cm/min (Hologic 4500 W, Acclaim, USA). The analysis pro-
cedure for the raw scan data was quite simple, as it required only
the delineation of the body parts by the operator. The rest of the
analysis was done automatically by the system software and the
measurement results for a subject were reported in total or accord-
ing to body region as fat mass, LBM and bone mineral content in

grams. The long-term in vitro precision error (as measured by the
coefficient of variation) in bone mineral density measurement was
0.39% between 1997 and 2001. The relatively short-term precision
error in fat mass measurement was 2%–3%, as detailed elsewhere
[21]. The sum of measured LBM and total bone mineral content
(which is the same as the “fat-free mass”) of patients was taken in-
to consideration as the variable of interest, LBMDEXA (LBM mea-
sured by DEXA), to obtain comparable values with the predictive
equations, although the term LBM does not include the bone min-
eral content. As the terms LBM and fat-free mass are used inter-
changeably, but incorrectly, in reality all of the formulae evaluated
here in fact predict the fat-free mass, not the LBM [22].

Formulae used in LBM calculations. A total of nine predictive
equations were evaluated. Four of them (F1–F4) have been used in
recent PET studies within the context of SUVLBM calculations.
The others (F5–F9) have been reported by various authors but, to
our knowledge have not been applied in a PET study. These pre-
dictive equations were as follows:

(F1)

(F2)

(F3)

(F4)

(F5)

(F6)

(F7)

(F8)

(F9)

The exact forms of the formulae F1 [8], F2 [7], F3 [1] and F4 [23]
were used as they were expressed in the original reports. Equa-
tions F5 [24] and F9 [27] are re-arranged forms of the originally
reported formulae for estimation of percentage body fat. Equation
F6 [25] was originally reported for estimation of fat free mass.
Equation F7 [26] is the re-arranged form of the originally reported
formula for estimation of percentage body fat, based on a four-
compartment model, from a recent multicentre study with a multi-
racial patient population (white and African Americans) [26].
Equation F8 [26] is the re-arranged form of the originally reported
formula for estimation of percentage body fat, derived from
DEXA measurements in the white female population. The weight
is expressed in kg in all of the formulae. The height is in m in F1,
F5, F7 and F8, and in cm in F2, F3, F4, F6 and F9. Age is in
years, and in F7 sex =0 for female and 1 for male.

BSA (m2) was calculated by the formula (weight×height/3600)1/2

[8]. Body mass index (BMI) was calculated as: weight/height2
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(kg/m2). A woman with a BMI>27.3 was accepted as overweight
according to the definition of National Center for Health Statistics,
USA [28].

In order to assess the impact of variation in LBM on an SUV, a
hypothetical SUVLBM of 2.5 and an average LBM value of 45 kg,
as if measured by DEXA, were chosen. Then, 95% upper and low-
er agreement limits of a predicted LBM value for 45 kg with each
formula cited above were calculated according to the method of
Bland and Altman [29]. In the next step, SUVLBM was recalculat-
ed along with these limits using the equation SUVLBM=C/LBM(g),
where C represents “tissue activity concentration/injected dose”
and is assumed to be a constant, while the variable LBM takes val-
ues according to 95% agreement limits. This equation is the re-
arranged form of the formula 

from [8].

Statistics. LBMDEXA values in each study subject were compared
with each of the LBM values obtained using the predictive equa-
tions (LBMF1–F9). The data are expressed as mean ± standard devi-
ation (mean±SD). The Kolmogorov-Smirnov statistic, with a Lil-
liefors significance level, was used to test the distribution normali-

ty. The data were analysed using three different statistical ap-
proaches. First, linear regression analysis was used to test the rela-
tionship between LBMDEXA and LBMF1–F9. Second, paired t test
was used to examine the difference between LBMDEXA and
LBMF1–F9. Third, the bias and 95% limits of agreement between
LBMDEXA and LBMF1–F9 were calculated according to the method
described by Bland and Altman, to assess the agreement between
LBMDEXA and LBMF1–F9 [29]. Briefly, this was done by plotting
the difference between the criterion (DEXA) and predictor
(F1–F9) LBM values for each subject against their mean value,
the mean being the best available estimate of the true value. The
statistical software SPSS was used in statistical analysis. Statisti-
cal significance was set at P<0.05 for all tests.

Results

The patient population comprised relatively young wom-
en, of whom 57% (n=87) were of normal weight (BMI
<27.3) and 43% (n=66) were overweight (BMI >27.3)
(Table 1).

Relationship between predicted (LBMF1–F9) 
and measured (LBMDEXA) LBM values

The regression models (slope, intercept) and the standard
error of estimation (SEE) values in linear regression analy-
sis between LBMDEXA and LBMF1–F9 are given in Table 2.
The equations for the lines describing the relationship be-
tween LBMDEXA and F3 and between LBMDEXA and F4
were markedly different from the equation for the line of
identity. The best slope and intercept values were obtained
by F9, while the least SEE was achieved with F6. The re-
gression coefficients (R2) varied from 0.11 (F3, F4) to 0.74
(F7). Thus, even F7 explained only 74% of the variance of
LBMDEXA. Unexplained variance of LBMDEXA was quite
high, reaching 89% in the case of F3 and F4.

Table 1. Characteristics of the study subjects (n=153)

Mean Std. deviation Range

Age (yrs) 32.3 11.8 20–68
Height (m) 1.61 0.06 1.44–1.80
Weight (kg) 71.1 17.5 43–117
BMI (kg/m2) 27.6 6.9 17.0–45.5
BSA (m2) 1.77 0.22 1.38–2.32
LBMDEXA (kg) 44.2 6.6 29.5–65.3

BMI, Body mass index; BSA, body surface area; LBMDEXA, lean
body mass measured by the dual-energy X-ray absorptiometry
method

Table 2. Comparison of measured (by DEXA) and estimated (by predictive equations, F1–F9) LBM values (n=153)

Predictive LBM (kg) Linear regressiona Bias and 95% P values 
equations (mean±SD) limits of for differenceb

Slope Intercept SEE R2* Adj. R2 (n=87)** agreement (kg)

F1 44.5±5.0 0.61 17.5 3.0 0.64 0.51 –0.4±7.9 0.04
F2 45.4±4.4 0.50 23.1 2.9 0.56 0.47 –1.2±8.7 <0.001
F3 53.5±5.3 0.27 41.7 5.0 0.11 0.26 –9.4±13.9 <0.0001
F4 39.9±5.3 0.27 28.0 5.0 0.11 0.26 4.3±13.9 <0.0001
F5 45.6±5.4 0.69 15.0 2.9 0.71 0.47 –1.4±7.1 <0.0001
F6 45.0±2.9 0.37 28.7 1.7 0.68 0.46 –0.8±8.9 0.02
F7 45.3±5.8 0.76 11.7 3.0 0.74 0.50 –1.1±6.8 <0.001
F8 44.3±4.4 0.56 19.3 2.4 0.72 0.47 –0.1±7.4 0.60
F9 48.4±6.9 0.88 9.5 3.7 0.71 0.48 –4.2±7.5 <0.001

SEE, standard error of estimation; Bias, mean difference between
measured (DEXA) and predicted (F1–F9) LBM values; 95% lim-
its of agreement, ±2SD of mean differences
*P<0.001 for all
**Adjusted R2, in normal weight subjects

a Slope, intercept, SEE and R2 values are for the whole group of
patients (n=153)
b Based on paired t test
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The analysis was repeated with each of the formulae
in the subgroups of normal weight and overweight pa-
tients (based on the BMI index) to test the hypothesis
that this quite high unexplained variance might have
been due to overweight patients in the study group. The
contribution of weight to the variation could be partly
explained only in two equations, as 15% variance in F3
and F4. However, the unexplained variance increased
markedly for the rest of the formulae when the analysis
was limited to normal weight patients (Table 2).

The predictive equation derived from the present
study population by using weight, height and age as in-
dependent variables in a multiple stepwise regression
analysis was: 

(SEE=3.4, r=0.86, P<0.001).

Comparison of predicted (LBMF1–F9) and measured
(LBMDEXA) LBM values

The LBM values predicted by eight of the equations
(F1–F7 and F9) were significantly different from the

Fig. 1. Comparisons of predicted (F1–F9) and measured (DEXA)
LBM values using Bland and Altman plots. The solid line repre-
sents the mean difference, and the dotted lines represent the upper
and lower limits of agreement (mean±2SD)
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measured ones, according to the paired t test (Table 2).
The difference was not statistically significant only be-
tween LBMDEXA and F8 (P=0.60).

Agreement of the predictive equations with DEXA
in LBM estimation

The individual bias values and the 95% limits of agree-
ment between LBMDEXA and LBMF1–F9 are given in Ta-
ble 2. The Bland and Altman plots of LBMDEXA against
each of the LBMs obtained with the nine predictive
equations are shown in Fig. 1.

Although the relations between predicted and mea-
sured LBM values were statistically significant in regres-
sion analysis, re-analysis of the data using the Bland and
Altman method showed a wide range of bias between
each of the predictive equations and the DEXA method
(Fig. 1), from –9.4 to 4.3 kg. In other words, there was
lack of agreement between estimated and measured
LBM values, demonstrated by large limits of agreement,

irrespective of the particular bias. For example, for an in-
dividual, the LBM value estimated by F1 ranged from
8.3 kg below to 7.6 kg above that measured via DEXA.
The situation was even worse for F3, the estimated LBM
value ranging from 23.2 kg below to 4.5 kg above that
measured via DEXA; this indicates an obvious lack of
agreement between the two methods. The disagreement
was a form of proportional error in all of the equations,
as the difference was significantly related to the magni-
tude of estimation. The strongest such relation was ob-
served in the case of F6, the difference between
LBMDEXA and F6 becoming more positive with increas-
ing magnitude (Fig. 1, F6). Repeating the same analysis
by log transformation of the variables did not change the
degree of the relationship between differences and the

Fig. 2. Distribution of bias values for the predictive equations in
LBM estimation, as compared with DEXA 

Table 3. Variation in LBM and SUV for an individual with LBMDEXA=45 kg and SUV=2.5

Equation 95% lower limit of agreement 95% upper limit of agreement

LBM (kg) SUVLBM Difference (%) LBM (kg) SUVLBM Difference (%)

F1 36.7 3.06 +23 52.6 2.14 –14
F2 35.1 3.20 +28 52.5 2.14 –14
F3 21.8 5.16 +107 49.5 2.27 –9
F4 35.5 3.17 +27 63.2 1.78 –29
F5 36.5 3.08 +23 50.6 2.22 –11
F6 35.2 3.19 +28 53.1 2.12 –15
F7 37.1 3.03 +21 50.7 2.22 –11
F8 37.6 3.00 +20 52.4 2.15 –14
F9 33.8 3.32 +26 47.7 2.36 –6

Fig. 3. Variation in predefined SUV of 2.5 according to various
predictive equations based on LBM values. The 95% upper and
lower limits of agreement are indicated



magnitude of the estimations (data not shown). Among
the predictive equations studied, the least bias was seen
with F8 and the greatest with F3 (Table 2, and Fig. 2).

Impact of predicted LBM on an individual SUV of 2.5

Table 3 and Fig. 3 show the 95% upper and lower limits
of agreement of the predicted LBM values obtained with
each of the formulae (F1–F9) for an individual with an
LBMDEXA of 45 kg. According to these new LBM val-
ues, a recalculated SUV of 2.5 varied from 5.16 (107%
more) to 1.78 (29% less) depending on the predictive
equation used (Fig. 3). The most striking range was ob-
served with F3. Using this formula to predict LBM and
subsequent SUV normalisation for a value of 2.5 may
lead to SUVs from 5.16 to 2.27 for an individual. 

Discussion

It is appropriate to discuss the results of this study from
several different angles.

Problems in the use of predictive (regression) equations

Each of the formulae used to predict LBM was derived
from reference methods employed in body composition
studies. For example, the original form of F7 was de-
rived from a four-component model to estimate total
body fat that comprises total body water (determined
with the aid of tritium or deuterium), body density (de-
termined by underwater weighing) and bone mineral
mass (determined by DEXA) [26]. Yet, regression equa-
tions always entail some risk of error. The magnitude of
error would be acceptable in a population base under
some circumstances, but might be misleading for an in-
dividual. The statistical term “regression”, from a Latin
root meaning “going back”, was first used by Francis
Galton in 1886 [30]. Galton, in an article entitled “Re-
gression towards Mediocrity in Hereditary Stature”, re-
lated the height of children to the average height of their
parents and concluded that the heritability of height was
weak. However, the weakness probably lay primarily in
his methodology rather than the heritability [30]. An-
thropometric predictive equations are strongly popula-
tion dependent. A large magnitude of error would be ex-
pected for an individual if the equations were to be ap-
plied to a population that is different in character from
the original population from which the equation was de-
rived [31]. On the other hand, it is interesting that in
most of the reports, if not in all, predictive equations
have been used to estimate LBM for the normalisation of
SUVLBM [1, 7, 8, 9, 10, 23, 32]. Some of the authors re-
ported more consistent values when SUV was normali-
sed to LBM [1, 7]. Pieterman et al., however, found the

BSA normalisation to be better than the LBM normali-
sation [8], while Calvo et al. reported no differences
when SUVs were normalised to either BSA or LBM [9].

In this study, we investigated the relations, differences
and agreement of the various LBM predictive equations
using the DEXA method, which is accepted as a refer-
ence technique in body composition analysis. Compari-
son of predictive equations from PET studies with the
reference method indicated high errors in the prediction
of LBM, with a bias ranging from –9.4 to 4.3 kg for an
individual, despite the presence of various but statistical-
ly significant associations between LBMDEXA and
LBMF1–F9. It was also shown that this variation yielded a
wide range of SUVLBM values from 1.78 to 5.16 (29%
less to 107% more) for an individual with an SUV value
of 2.5 (Table 3). It should be stressed that the existence
of a good correlation between measured and predicted
LBM values neither indicates agreement between the
techniques nor justifies their interchangeable use [29].

The diversity of SUVLBM results may depend not only
on the errors originating from limitations of the predic-
tive equations, but also on the differences in the sample
type or population on which the particular predictive
equation was originally based. In most of the PET stud-
ies reporting variation in SUVLBM, the study population
probably consisted of lean and obese subjects together,
with a weight range from 42 to 132 kg [7] or from 35 to
135 kg [23]. Indeed, in one of the most comprehensive
studies evaluating predictive equations, Fuller et al. ob-
served wide and unacceptable variability in the estima-
tion of body composition by the predictive equations in
obese patients [31]. Another striking example in this
context is that, although the patient population com-
prised mainly adults in the study of Sugawara et al. and
children in the study of Yeung et al., both authors used
the same predictive equation in SUVLBM calculations [7,
10]. We are not sure whether this formula is universally
applicable, but it would not be surprising to see reports
with varying or contradictory results if an equation origi-
nally derived from lean subjects were to be applied to
obese patients or one derived from an adult population
were to be applied to a paediatric group. In order to bet-
ter show the agreement errors, we did not intend to find
an equation more applicable to our patient population, or
to use weight limits. In fact, in most studies evaluating
the SUVs, the study population has consisted of patients
with an even wider range of weight than the population
in the present study, as mentioned above. Moreover the
contribution of weight to the variation could be partly
explained only in two equations (F3, F4) when analysis
was repeated with normal weight patients. In the rest of
the equations, the weight limitation resulted in an in-
crease in variance, which suggests that the original popu-
lation used to derive these predictive equations consisted
of some overweight people and that application of these
formulae in patients of normal weight would increase 
bias.
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Another constraint in using predictive equations lies
in the differences between ethnic groups. Indeed, Gallagher
et al. recently reported that Asians have a different body
fat percentage than African Americans and white sub-
jects [26]. Although the patient population in the present
study consisted of white females and the equation F8
was derived from DEXA measurements in a white fe-
male population, it did not show good agreement, either.
However, F8 was shown to yield the least bias and best
correlation with DEXA among the equations, with no
statistically significant difference as compared with
LBMDEXA. If F8 were used to estimate LBM, an individ-
ual’s LBM would be between 7.4 kg more and 7.4 kg
less. In this case an SUV of 2.5 normalised to LBM
would be 20% more (3.00) or 14% less (2.15) (Table 3).

Turning to F1, the predictive formula used by Pieterman
et al. [8] seems to be a rearranged version of the formula
suggested by Deurenberg et al. [33], though its origin
was not stated. Fuller et al. reported substantial errors
when they compared Deurenberg et al.’s formula with
reference methods in obese women: the predicted LBM
differed by 7.8±18.1 kg as compared with deuterium di-
lution, by 9.0±17.3 kg as compared with densitometry
and by 8.2±17.4 kg as compared with the three-compo-
nent model [31].

It is also significant that body composition may show
important variations in disease states, potentially render-
ing invalid the application of predictive equations, in-
cluding those based on weight, height or age [22, 34]. In
a number of chronic diseases, body wasting is character-
ized by the involuntary loss of body cell mass (BCM),
which is metabolically active tissue (BCM = LBM–ex-
tracellular water–extracellular solids). A well-known
example is HIV AIDS-associated wasting. In this disor-
der, while body fat is preserved, weight loss occurs due
to the depletion of LBM, leading to muscle weakness
and organ failure [35]. Since body composition analysis
by DEXA is a relatively new technique and body com-
ponent estimation using solely anthropometric indices is
a debatable concept, few studies have compared these
two techniques. Among those that have, Herd et al.
found very good correlation between DEXA and fat
mass estimation by using F9, with r=0.91 (or R2=0.83)
and SEE=2.4 kg, in 111 normal Caucasian women [36].
In the present study, the mean fat mass was measured as
26.3±12.6 kg using the DEXA method and calculated as
22.6±10.9 kg using F9 (R2=0.85). The results of these
two studies seem to be comparable when R2 values are
considered. However, the mean difference between
measured and predicted fat mass values averaged
3.6±4.9 kg in our study, whereas it was reported to be
less than 1 kg (0.8±0.2) in the study of Herd et al. A
simple explanation for this discrepancy would be the
differences in the study populations; for example, the
patient population was younger and heavier in the pres-
ent study.

Would LBM be an appropriate normalisation 
parameter?

The definition of “normal” implies a denominator in liv-
ing organisms. In nuclear medicine most efforts have
long been focussed on measuring the numerator, as how
much or how dense is the tracer uptake. Without a de-
nominator, however, the numbers are meaningless, and
the denominator needs as much measurement precision
as the numerator. Better precision (as measured by the
coefficient of variation) of the denominator can be
achieved by shrinking the target compartment so that the
contaminant effect of the surrounding compartments on
the denominator is eliminated [37]. Assume that uptake
of a labelled amino acid is progressively normalised by
height, weight, BSA, body mass index, fat-free mass,
LBM and finally body cell mass. If the objective is to
obtain the minimum variation, then in this case, the
smallest compartment fully representing the metabolic
journey of the molecule would be the body cell mass.
The second would be the LBM. On the other hand, the
pharmacokinetic variables of drug clearance and volume
of distribution are usually corrected for body weight or
body surface area, although the main factors that affect
the tissue distribution of drugs are body composition, re-
gional blood flow and the affinity of the drug for plasma
proteins and/or tissue components [38]. Obese but other-
wise healthy people have larger absolute lean body
masses as well as fat masses than non-obese individuals
of the same age, gender and height [38]. Drugs with a
low or moderate affinity for adipose tissue show a mod-
erate increase in the volume of distribution, and this cor-
relates with the increase in LBM. In this respect it seems
logical to take into consideration a body compartment
that is in relation with a labelled molecule, instead of
body weight or body surface area. Body weight is not an
accurate parameter for assessment of changes in body
composition, either in health or in disease. In fact,
weight loss may not always be due to decrease in fat
mass, as in the case of sarcopenia in thyrotoxicosis [39].
Conversely, acid or an increase in LBM may be the rea-
son for weight gain [40]. But sometimes it may not be so
easy to foresee the underlying modifications in body
composition, as in the case of sarcopenic obesity [41].
Another anthropometric parameter, BSA, which is relat-
ed to height, is also not an accurate index either for lean
body mass or for fat mass. For example, in this study
LBM differed by 20% among patients with exactly the
same BSA (1.71 m2, n=6), although the regression coef-
ficients (R2) were statistically significant between
LBMDEXA and height, LBMDEXA and BMI, LBMDEXA
and BW, and LBMDEXA and BSA, being 0.11, 0.45, 0.62
and 0.67, respectively (n=153, P<0.001 for all). The fact
that the coefficient between LBMDEXA and height was
the lowest may explain why the predictive equations F3
and F4 showed higher bias than the others: these formu-
lae were solely based on height.
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Determining body components in clinical routine

Review articles on techniques of body composition anal-
ysis have been published in this journal and, recently,
Physiol Rev [15, 22]. Among these techniques, DEXA is
safe, requires little cooperation with the subject and does
not have to be calibrated against a reference method.
One of the acknowledged weaknesses in the assessment
of body composition by DEXA is the assumption of a
fixed water fraction in LBM. Current DEXA software
assumes that LBM contains 73.2% water. However, there
is no body composition technique available for routine
clinical use that is “assumption-” and “error-free” [15].
The hand-held techniques may show significant dis-
agreement with the reference method, depending on the
patient population under consideration [21]. The DEXA
method can be used to obtain LBM values instead of re-
gression formulae in the normalisation procedure for
PET studies. The whole-body scan takes only 5–6 min.
The radiation-absorbed dose in a whole-body DEXA
scan, with the device used in the present study, is only
15 µSv [21]. However, in the event of non-availability or
when the patient is concerned about radiation exposure,
other techniques, such as bioelectrical impedance, can be
used so that at least a patient-specific parameter is taken
into consideration.

We have shown in this study that wide variation in
LBM estimation as compared to a reference method is
an inevitable result, no matter which predictive equa-
tion is used. This implies that each patient should be
treated on an individual basis with respect to body
composition and that, if LBM is chosen for the SUV
normalisation procedure, it should be measured rather
than predicted using regression equations. There is a
clear need for studies comparing different normalisat-
ion parameters in SUV determination, using “mea-
sured” LBM values.
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