
Vol.:(0123456789)1 3

Skeletal Radiology (2024) 53:923–933 
https://doi.org/10.1007/s00256-023-04502-5

SCIENTIFIC ARTICLE

Deep learning generated lower extremity radiographic measurements 
are adequate for quick assessment of knee angular alignment and leg 
length determination

Holden Archer1 · Seth Reine1 · Shuda Xia1 · Louis Camilo Vazquez1 · Oganes Ashikyan1 · Parham Pezeshk1 · 
Ajay Kohli1 · Yin Xi1 · Joel E. Wells2 · Allan Hummer3 · Matthew Difranco3 · Avneesh Chhabra1,4,5,6

Received: 27 June 2023 / Revised: 21 October 2023 / Accepted: 28 October 2023 / Published online: 15 November 2023 
© The Author(s), under exclusive licence to International Skeletal Society (ISS) 2023

Abstract
Purpose  Angular and longitudinal deformities of leg alignment create excessive stresses across joints, leading to pain and 
impaired function. Multiple measurements are used to assess these deformities on anteroposterior (AP) full-length radio-
graphs. An artificial intelligence (AI) software automatically locates anatomical landmarks on AP full-length radiographs and 
performs 13 measurements to assess knee angular alignment and leg length. The primary aim of this study was to evaluate 
the agreements in LLD and knee alignment measurements between an AI software and two board-certified radiologists in 
patients without metal implants. The secondary aim was to assess time savings achieved by AI.
Methods  The measurements assessed in the study were hip-knee-angle (HKA), anatomical-tibiofemoral angle (aTFA), 
anatomical-mechanical-axis angle (AMA), joint-line-convergence angle (JLCA), mechanical-lateral-proximal-femur-angle 
(mLPFA), mechanical-lateral-distal-femur-angle (mLDFA), mechanical-medial-proximal-tibia-angle (mMPTA), mechanical-
lateral-distal-tibia- angle (mLDTA), femur length, tibia length, full leg length, leg length discrepancy (LLD), and mechanical 
axis deviation (MAD). These measurements were performed by two radiologists and the AI software on 164 legs. Intraclass-
correlation-coefficients (ICC) and Bland–Altman analyses were used to assess the AI’s performance.
Results  The AI software set incorrect landmarks for 11/164 legs. Excluding these cases, ICCs between the software and 
radiologists were excellent for 12/13 variables (11/13 with outliers included), and the AI software met performance targets 
for 11/13 variables (9/13 with outliers included). The mean reading time for the AI algorithm and two readers, respectively, 
was 38.3, 435.0, and 625.0 s.
Conclusion  This study demonstrated that, with few exceptions, this AI-based software reliably generated measurements for 
most variables in the study and provided substantial time savings.
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Introduction

Leg length discrepancy (LLD) is a condition in which the 
paired lower extremities are of different lengths. The prev-
alence of LLD is estimated to be about 90% in the general 
population [1]. However, most LLD is asymptomatic until it 
reaches a large enough or a clinically significant value (the spe-
cific value constituting “large enough” is debated) [2, 3]. Large 
LLD is problematic because it has been linked to altered gait 
patterns, low back pain, hip and knee pain, scoliosis, and oste-
oarthritis [3–5]. Although there is some disagreement about 
when LLD becomes clinically significant, LLD above 2.0 cm 
is a criterion used for surgical correction [6, 7]. Symptomatic 
LLD below 2.0 cm may be treated conservatively [6, 7].

Summary statement  Our study showed that, with the exception 
of outlier cases, AI-based software demonstrated reliable 
radiographic assessment of knee angular alignment and leg 
length determination for most measurements along with 
significant time savings.

Key points   
1. The artificial intelligence algorithm demonstrated excellent 
agreement (intraclass correlation coefficients > 0.75) for 12/13 
measurements used in the study when outlier cases were excluded.
2. Artificial intelligence met the performance targets based on 
Bland-Altman analysis for 11/13 variables when outlier cases were 
excluded.
3. The artificial intelligence system generated measurements more 
than 90% faster than the expert readers.
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Apart from longitudinally measured LLD, leg and knee 
alignment are also important factors in pre-operative assess-
ment. The mechanical axis of the lower extremity (represent-
ing the weight-bearing axis) is the line from the center of the 
femoral head to the center of the ankle joint [8]. In a varus 
knee (bowed leg), the mechanical axis is medial to the knee 
center, and in a valgus knee, the mechanical axis is lateral 
of the knee center. In one study from China with all par-
ticipants above the age of 50 years, the prevalence of knees 
with normal, valgus, or varus alignments was estimated to 
be 29.9%, 56.5%, and 13.7%, respectively [9]. Varus and 
valgus deformities alter how the force is distributed across 
the knees and can promote the progression of osteoarthritis 
(OA) [10].

LLD and knee alignment deformities can be measured 
radiographically on the anteroposterior (AP) view of the 

lower extremity using a variety of parameters, notably hip-
knee-ankle angle (HKA), anatomical-mechanical axis angle 
(AMA), mechanical lateral distal femoral angle (mLDFA), 
and joint line convergence angle (JLCA) among others 
(Table 1) [8]. The landmarks used for manual measurement 
are described in Table 1 and illustrated in Figs. 3 and 4.

Measuring these different parameters for a comprehen-
sive assessment of lower extremity anatomy and deformity 
is time-consuming, effort-intensive, and inconsistent among 
readers. If a machine can be trained to perform these meas-
urements, it may save considerable effort on the part of the 
radiologist and treatment-planning physician. Using artificial 
intelligence (AI) may also potentially allow for rapid, con-
sistent, and reproducible measurements of the lower extrem-
ity [11, 12]. The primary aim of this study was to evaluate 
the agreements in LLD and knee alignment measurements 

Table 1   Parameters and landmarks used for manual and AI-based measurements on full leg standing radiographs

Measurement Landmarks

Hip-knee-ankle angle (HKA) The HKA is defined as the angle between the mechanical axis of the femur (center of the 
femoral head to femoral-knee center) and the mechanical axis of the tibia (tibial-knee 
center to ankle joint center at the level of the tibia) [19]. Positive values indicate varus and 
negative values indicate valgus

Anatomical tibiofemoral angle (aTFA) The aTFA is the angle between the anatomical tibia axis (tibial bone shaft axis) and 
anatomical femur axis (femoral bone shaft axis) [20]. Positive values indicate varus and 
negative values indicate valgus

Anatomical-mechanical axis angle (AMA) The AMA is the angle between the mechanical femur axis and anatomical femur axis [19]
Joint line convergence angle (JLCA) The JLCA is the angle between the distal femoral-knee joint orientation line (defined as a 

tangent to the two most convex points of the femoral condyles) and proximal tibial knee 
joint orientation line (defined as a tangent to the most concave aspect of the tibial plateau 
subchondral line) [19]. It is classified as positive for medial joint space narrowing and 
negative for lateral joint space narrowing

Mechanical lateral proximal femur angle (mLPFA) The mLPFA is defined as the proximal angle between the hip joint orientation line (a line 
connecting the greater trochanter to the center of the femoral head) and mechanical femo-
ral axis [21]

Mechanical lateral distal femur angle (mLDFA) The mLDFA is defined as the lateral distal angle between the mechanical femoral axis and 
the distal femoral-knee joint orientation line [19, 21]

Mechanical medial proximal tibia angle (mMPTA) The mMPTA is defined as the medial proximal angle between the mechanical tibial axis and 
the proximal tibial-knee joint orientation line [19]

Mechanical lateral distal tibia angle (mLDTA) The mLDTA is defined as the lateral distal angle between the mechanical tibial axis and 
ankle joint orientation line (a line connecting both ends of the tibial plafond) [22]

Femur length The femur length is defined as the distance from the most cranial point of the femoral head 
to the most distal point of the medial femoral condyle

Tibia length The tibia length is defined as the distance between the most distal point of the medial femo-
ral condyle to the ankle joint center (determined by the midpoint of the medial and lateral 
points of the talus at the level of the distal tibia)

Full leg length The full leg length is defined as the distance from the most cranial point of the femoral head 
to the ankle joint center

Leg length discrepancy (LLD) The LLD is defined as the full leg length difference between the two legs. The LLD is only 
calculated for bilateral images

Mechanical axis deviation (MAD) The MAD is defined as the distance between the mechanical axis of the leg (the center 
of the femoral head to the ankle joint center) and the knee joint center. Positive values 
indicate that the knee joint center is lateral of the mechanical axis of the leg [21]. Negative 
values indicate that the knee joint center is medical of the mechanical axis of the leg. In 
patients with total knee arthroplasty (TKA), the femoral knee center (rather than the knee 
joint center) is used for this calculation
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between a Conformite Europeenne (CE) certified AI soft-
ware and two board-certified experienced radiologists in 
patients without metal implants. The secondary aim was to 
assess time savings achieved by AI.

Materials and methods

This study received institutional review board (IRB) 
approval for retrospective cross-sectional analysis of a con-
secutive sample from our institutional database. The HIPAA 
regulations were followed, and an IRB waiver was in place 
for evaluation of patient images.

Patients

Our tertiary care center’s institutional database was queried 
for all full leg standing radiographs from January 2014 to 
February 2022 at two hospitals regardless of the type of 
machine used. The inclusion criteria were age 18–100 years, 
all genders, and full leg standing radiographs. Exclusion 
criteria were (1) failure to meet the quality criteria of the 
AI algorithm and (2) presence of any metal implant, which 
was applied on a per leg basis; if only one leg of a bilateral 
image was excluded, then the image remained in the dataset. 
Patient demographic data including race, sex, and age were 
extracted from the database.

Imaging parameters

All images were taken using anteroposterior (AP) full leg 
standing radiographs with feet facing forward. The tube-
to-film distance was 120 cm using 80–90 kilovoltage peak 
(kVp) and 20–30 milli-ampere-second (mAs) depending on 
the patient’s size.

AI algorithm

A vendor-provided deep-learning based software (IB Lab 
LAMA, IB Lab GmbH, Vienna, Austria) automatically 
locates anatomical landmarks on AP full leg standing radio-
graphs and performs 13 measurements: hip-knee-ankle angle 
(HKA), anatomical tibiofemoral angle (aTFA), anatomical-
mechanical axis angle (AMA), joint line convergence angle 
(JLCA), mechanical lateral proximal femur angle (mLPFA), 
mechanical lateral distal femur angle (mLDFA), mechanical 
medial proximal tibia angle (mMPTA), mechanical lateral 
distal tibia angle (mLDTA), femur length, tibia length, full 
leg length, leg length discrepancy (LLD), and mechanical axis 
deviation (MAD). An example AI report is shown in Fig. 1.

The AI software accepts images in DICOM format as 
input and returns a DICOM compatible AI report. A soft-
ware failure is considered when the output of the software is 
an error report or when no report at all is returned.

All images used in the study were securely transferred 
to our institutional research PACS server. From there, the 
images were pushed to a local installation of the vendor AI 
software to obtain the automated measurements.

Image quality assurance

The AI software has a set of imaging requirements to ensure 
proper functioning, as listed in Table 2. An initial quality 
assurance (QA) process was performed through a Redcap 
form by three medical students to exclude images not meet-
ing those requirements. The radiologist readers carried out 
QA with the same requirements when performing the study 
reads. The QA criteria were applied on a per-image basis 
and some images had multiple violations. The number of 
images that were in violation of each criterion are included 
in Table 2.

A total of 1172 legs (586 images) entered the quality 
assurance process, and 526 legs (from 263 images) passed 
the process. In total, 370 of these 526 legs did not contain 
implants. From this group, 164 legs (the adequate sample 
size determined from Bland–Altman analysis described 
below) were randomly sampled to obtain the final cohort 
(Fig. 2).

Clinically meaningful maximum allowed differences

Clinically meaningful maximum allowed differences were 
defined as the threshold values for which any difference, 
as large or larger, was considered meaningful to patients, 
clinicians, or both [13]. Clinically meaningful maximum 
allowed differences for each variable were assigned prospec-
tively and confirmed by a senior musculoskeletal fellowship 
trained radiologist and fellowship-trained hip preservation 
orthopedic surgeon (Table 3).

Reference standard

Manual measurements were performed by two expert radi-
ologist readers, both more than 5 years after musculoskel-
etal radiology fellowship. Both readers were trained in all 
the measurements using an external set of 10 images which 
were not included in the final study. They were also given a 
presentation guide on a PowerPoint (Microsoft, Redwood, 
WA) describing the measurements with pictures to use as 
examples during the image evaluations (Figs. 3 and 4).



926	 Skeletal Radiology (2024) 53:923–933

1 3

Fig. 1   Example artificial 
intelligence (AI) output. This 
figure shows an example of the 
output produced by the AI. The 
colorful lines represent the land-
marks and axis used for each 
measurement. When a value 
is outside of the normal range, 
based on selected literature, it is 
highlighted on the output table 
in orange

Table 2   Criteria to fit AI software image quality requirements and how many exclusions there were for each criterion

AI software image quality exclusions

Criteria Exclusions

1) Total ankle arthroplasty present 2
2) Bone contours of the tibia, femur, talus and acetabular pelvic region are not fully visible and/or are overlapped by, e.g., calibra-

tion devices, radiographic protections, implants or image artifacts
137

3) Critical areas including landmarks used for angle and length measurements are not fully visible and are overlapped by, e.g., 
calibration devices, radiographic protections, implants or image artifacts

138

4) The image stitching is not continuous, and anatomical features are not clearly and completely visible 19
5) The contrast across stitched images is not homogenous 55
6) The image cropping has not been done correctly (additional regions are included) 47
7) The calibration ball, if present, is positioned close to the region of interest or not fully visible 0
8) The radiograph is not of adequate quality (e.g., too noisy, poor contrast on all or part of the image) as subjectively assessed by 

the radiologists
33

Fig. 2   Final study cohorts with 
inclusions and exclusions
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Following the training process, the measurements were 
performed by each reader on IntelliSpace Picture Archiv-
ing and Communication System (IPACS, Philips, Best, 
the Netherlands) with the built-in measurement tools. The 
measurements were performed independently, and the 
readers were blinded to each other’s measurements and 
the AI measurements. Reader discrepancies for measure-
ments that had different signs (positive vs. negative) for 
the parameters that required sign in addition to magnitude 
(HKA, aTFA, JLCA, MAD) or obvious recording errors 
(e.g., writing 950° instead of 9.50° or using cm instead of 
mm) were repeated.

Definition of reading time

The reading time was automatically captured in Redcap 
form, where the measurements were stored. There were 
separate start and stop buttons built into the Redcap form 
so that the time for each leg could be recorded individu-
ally. The reading time for each leg was calculated as the 
difference between the starting time and ending time. 
The AI “reading time” was recorded with a stopwatch; 
it measured the time from which the image was sent via 
cloud to the vendor for analysis to the time the AI report 
returned.

Table 3   Maximum allowed 
differences prospectively 
assigned for each variable

Angles (º) HKA aTFA AMA JLCA mLPFA mLDFA mMPTA mLDTA
3 4 3 4 8 4 4 5

Lengths (mm) MAD Leg length Femur length Tibia length LLD
6 6 8 8 8

Fig. 3   Landmarks used for man-
ual angle measurements. A Hip 
knee angle (HKA). B Anatomi-
cal tibiofemoral angle (aTFA). 
C Anatomical mechanical axis 
angle (AMA). D Mechanical 
lateral proximal femur angle 
(mLPFA). E Mechanical lateral 
distal femur angle (mLDFA). 
F Joint line convergence angle 
(JLCA). G Mechanical medial 
proximal tibia angle (mMPTA). 
H Mechanical lateral distal tibia 
angle (mLDTA)
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Statistical methods

Summary statistics including counts and percentages were 
tabulated for the scanners used in the study and for the 
patient characteristics of race, site, sex, and age.

All analyses were done on a per-leg basis except for LLD, 
where analyses were conducted on a per-image basis on 
images which contained two non-implant legs.

The failure rate of the AI algorithm was defined as the 
percentage of leg readings returning an error report or no 
report due to algorithm-based errors. Each completed report 
from the AI algorithm was visually inspected, and error rates 
due to missed image QA measures, incorrect meta data 
requirements, and misplaced measurement landmarks were 
recorded. Images containing these errors were removed from 
the study if the errors were deemed to be easily identifiable 
(i.e., misplaced landmark) upon manual inspection of the 
report.

Inter-reader agreement between the two expert readers 
was assessed using intraclass correlation coefficients (ICC, 
single-rating, absolute-agreement, two-way random-effects 
model). Bland–Altman analyses as well as ICC (single-
rating, absolute-agreement, two-way mixed-effects model) 
were conducted to assess the agreement between the refer-
ence standard and the AI algorithm measurements for all 13 
variables [14]. Agreement between the AI algorithm and the 
reference standard was deemed acceptable if the 95% confi-
dence interval upper limit for the upper limit of agreement 
(LOA) and the 95% confidence interval lower limit for the 
lower LOA were both smaller in magnitude than the prede-
fined clinically meaningful maximum allowed difference for 
the given leg variable as defined in Table 3.

To calculate the percentage time reduction offered by the 
AI algorithm for a given patient, a linear mixed model was 
fit with log-transformed time as the dependent variable and 
a three-level categorical variable indicating the reader as the 

independent variable. Random intercepts were included for 
each leg. Linear contrasts were estimated and exponentiated 
to calculate the percentage time reduction produced by the 
AI algorithm for a given patient relative to each of the two 
readers.

Equivalence index, root mean square error [15], and mean 
absolute deviation (along with 95% confidence intervals) 
were calculated for all variables. Equivalence index is a 
metric to assess interchangeability using the concept from 
Obuchowski et al. [16]. It is meant to demonstrate that when 
tests are compared to each other (such as the AI product 
versus the expert readers), both assessments produce the 
same results in a given patient. An equivalence index above 
0 indicates that deviation between the AI and radiologists 
is larger than the deviation between the two radiologists. 
Therefore, if the equivalence index is equal to or below 0, 
there is evidence that the AI measurements are interchange-
able with radiologist measurements in this study.

Ninety-five percent confidence intervals were reported 
for all ICC and time reduction estimates. Benchmarks for 
the ICC estimates were as follows: 0.00 to 0.40 poor; 0.41 
to 0.59 fair; 0.60 to 0.74 good; and 0.75 to 1.00 excellent 
[17]. Agreement analyses were performed in R (R Core 
Team, 2022) using the irr package (ICC) and Python 3.8 
(Python Software Foundation, 2019) using in-house code 
(Bland–Altman). The timing mixed model analysis was per-
formed in the SAS v.9.4 Mixed Procedure (SAS Institute, 
USA).

Sample size determination

Sample sizes were determined based on the Bland–Altman 
analysis. For each variable, the method of Lu et al. was used 
which required the clinically meaningful maximum allowed 
difference values as well as estimated values for the mean and 
standard deviation of the differences between the AI algorithm 

Fig. 4   Landmarks used for 
manual length measurements. 
A Mechanical axis deviation 
(MAD). B Full leg length. C 
Femur length. D Tibia length
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and the reference standard [18]. The significance level and 
statistical power for the study were set to 0.05 and 0.80, respec-
tively. To determine estimates for the mean and standard devia-
tion of the differences, a pilot study using 50 images external 
to the final study was performed by three trained medical stu-
dent readers. The resulting sample sizes required to achieve 
80% power for each variable are provided in Table 4.

Results

Patients

Summary statistics of the study population characteristics in 
Fig. 5 show that patients were majority female (58%), between 
the ages of 45 and 64 (45%), and of white race (53%). There 
were more patients from site 2 (58%) than site 1 (42%), and 
the majority of scanners (71%) used across images were from 
Siemens, Erlangen, Germany.

AI algorithm computational performance

Of the available 164 legs from 103 images, 132 legs from 85 
images were successfully processed by the AI algorithm and 
served as the final study population for the agreement and time 
reduction analyses. The failure rate due to internal errors of the 
AI algorithm was calculated at 1.8% (3/164). An additional 
11.0% (18/164) of legs led to no output by the AI algorithm 
due to quality assurance criteria not being met upon secondary 
inspection (n = 2), missing pixel spacing DICOM metadata tags 
(n = 11), and incorrect pixel scaling of length measurements 
(n = 5). Lastly, 6.7% (11/164) legs had incorrect landmarks set 
by the AI algorithm. Visual inspection of the reports for these 
images with missed landmarks deemed their output as obvious 
errors that would be caught easily (Supplemental.Fig. 1); hence, 
these images were removed from the final agreement and time 
reduction analyses. However, results for ICC calculation and 
Bland–Altman analysis including the images removed upon 
visual inspection are available in the Supplementary Materials 
(Supplemental.Table.1, Supplemental.Table.2).

Because the analyses assume independence, which may be 
unlikely given that some patients contributed two legs to the 
analysis, calculations were performed again with a single leg 
randomly chosen. There were minor differences in the results 
(Supplemental. Table.3, Supplemental.Table.4, Supplemental.
Table.5, Supplemental.Table.6).

Inter‑reader agreement

ICC estimates between the two radiologist readers dem-
onstrated fair to excellent agreement across all variables 
(Table 6), with excellent agreement being demonstrated by 
12 of the 13 variables. The lowest agreement between readers 
occurred for AMA (ICC = 0.55). Similarly, in the analysis that 
included images previously removed for erroneous landmark 
placement, 12/13 variables demonstrated excellent (Supple-
mental.Table.2). AMA agreement was fair (ICC = 0.57).

AI algorithm agreement with reference standard

The results of the Bland–Altman agreement analysis are 
shown in Table 5. The AI algorithm met the performance tar-
gets for agreement for the following measurements: Femur 
length, tibia length, leg length, LLD, HKA, aTFA, AMA, 
JLCA, mLPFA, mLDFA, and mMPTA. The AI algorithm did 
not meet the performance targets for agreement for MAD and 
mLDTA. In the analysis that included images with errone-
ously placed landmarks, performance targets were not met for 
4/13 variables: mLDTA, mLPFA, mMPTA, and MAD (Sup-
plemental.Table.1).

Given that 132 legs were available for the analysis, 80% 
prospective power was maintained for all variables except 
mLPFA and LLD. Since images consisting of two native legs 
were required for the LLD variable, only 47 measurements 
were available for this measure.

Equivalence index, root mean square error (RMSE), and mean 
absolute deviation (MAD) are shown in Table 7. A correspond-
ing table including outliers is shown in Supplemental.Table.7.

ICC estimates between the AI algorithm and the refer-
ence standard demonstrated excellent agreement across 12/13 
variables (Table 6). The lowest agreement occurred for AMA 
(ICC = 0.64) and mLDTA (ICC = 0.80). In the analysis that 
included images previously removed for erroneous landmark 
placement, 11/13 variables demonstrated excellent ICC. AMA 
(ICC = 0.64) and mLPFA (ICC = 0.73) had good agreement 
(Supplemental.Table.2).

Time reduction analysis

A subset of 48 images of the total 85 images contained 
two native legs and were thus used for the time reduction 
analysis. The mean (standard error in parenthesis) reading 

Table 4   Sample sizes to 
achieve 80% power in the 
Bland–Altman analysis for each 
variable

Angles (º) HKA aTFA AMA JLCA mLPFA mLDFA mMPTA mLDTA
16 58 10 43 168 99 23 84

Lengths (mm) MAD Leg length Femur length Tibia length LLD
131 10 8 22 60
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time per image for the AI algorithm and the two radi-
ologist readers were 38.3 (0.7), 435.0 (25.0), and 625.0 
(35.8) seconds, respectively. For a given image, the AI 
algorithm performed reads 91.0% (90.0 to 91.8%) and 
93.9% (93.2 to 94.5%) faster than reader 1 and reader 2, 
respectively.

Discussion

To the authors’ knowledge, there are no commercially 
available software products that comprehensively perform 
all the measurements evaluated in this study. With outlier 
cases excluded, the AI algorithm demonstrated excellent 
agreement (ICC > 0.75) for 12/13 of these measurements 
(AMA = 0.64). The lowest ICC values were for AMA 
(ICC = 0.64) and mLDTA (ICC = 0.80), but the expert read-
ers expert readers also showed more variability with these 
measurements (ICC = 0.55 and 0.84, respectively).

In general, the AI was successful at performing these 
measurements with a few exceptions. With outlier cases 
excluded, the Bland–Altman analysis showed that the AI met 
the performance target on 11/13 variables (with the exception 
of MAD and mLDTA). Though not being accepted in the 
Bland–Altman analysis, the MAD showed excellent agree-
ment in the ICC analysis (ICC = 0.99). Notably, in the analy-
sis that excluded outlier cases, 5/13 variables (AMA, HKA, 
mLDFA, leg length, tibia length) had equivalence indices 
with upper limits below 0, which suggests interchangeabil-
ity between AI measurements and reader measurements in 
those variables (Table 7). With all images included, only 
AMA and HKA were deemed “interchangeable” based on 
the equivalence index (Supplemental.Table.7). Therefore, 
using equivalence index, it appears most measurements are 
not interchangeable despite meeting Bland–Altman perfor-
mance targets. Femur length, leg length, and tibia length had 
the lowest RMSE and MAD values, indicating less deviation 
from the radiologists’ measurements (Table 7). This is con-
sistent with ICC and Bland–Altman analysis, which showed 
good performance in these length measurements compared 
to the angular measurements. The highest RMSE and MAD 
values were seen with mLPFA, MAD, and mLDTA, indicat-
ing more deviation from radiologists’ measurements. MAD 
and mLDTA were not accepted in Bland–Altman analysis 
(Table 5), so poor performance in these variables as captured 
by RMSE and MAD is expected. mLPFA, although accepted 
by Bland–Altman, had the third lowest ICC in the study and 
thus expectedly had large RMSE and MAD values as well.

Although Bland–Altman analysis was the primary tool to 
assess AI software performance in this study, equivalence 
index, RMSE, and MAD provide additional insight confirm-
ing poor performance of mLPFA, MAD, and mLDTA and 

Race n (%)

White 45 (53%)

Black or African 

American
10 (12%)

Asian 2 (2%)

Other/Unknown 28 (33%)

Total 85 (100%)

Site n (%)

Site 1 36 (42%)

Site 2 49 (58%)

Total 85 (100%)

Vendors n (%)

CANON Inc. 11 (13%)

KODAK 11 (13%)

KONICA MINOLTA 3 (4%)

SIEMENS 60 (71%)

Total 85 (100%)

Patient Sex n (%)

Female 49 (58%)

Male 36 (42%)

Total 85 (100%)

Age Group n (%)

18 to 24 2 (2%)

25 to 44 15 (18%)

45 to 64 38 (45%)

65 to 79 16 (19%)

80 and over 5 (6%)

Unknown 9 (11%)

Total 85 (100%)

Fig. 5   Patient demographics
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confirming relatively good performance of the length meas-
urements (particularly leg length).

There were 13 variables used in this study, and for physi-
cians who do not perform these measurements regularly, it 
is burdensome to remember the intricacies and exact land-
marks of each measurement. If AI software could accurately 
measure these variables, radiologists, physical therapists, 
and orthopaedic surgeons would no longer need to focus 
on remembering “how to” perform these measurements and 
could instead devote time prudently to more difficult tasks 
not suited for AI.

The results of this study show that, regardless of which 
cases are included or excluded, AI can measure femur 
length, leg length, and tibia length very quickly and reli-
ably. This tool could provide preliminary leg length meas-
urements to clinicians for quick evaluation of the lower 
extremity. Difficult cases, determined by quickly looking at 
the AI output, could be measured manually.

Table 5   Bland–Altman analysis 
results between AI algorithm 
and the reference standard

Variable n Mean differences (lower 95% CI of lower 
LOA, upper 95% CI of upper LOA)

SD of differ-
ences

Acceptance

AMA (°) 132 0.08 (− 1.63, 1.79) 0.76 Yes
aTFA (°) 132  − 0.59 (− 3.3, 2.11) 1.2 Yes
HKA (°) 132  − 0.2 (− 1.51, 1.41) 0.71 Yes
JLCA (°) 132 0.22 (− 3.01, 3.46) 1.44 Yes
mLDFA (°) 132  − 0.3 (− 2.21, 1.61) 0.85 Yes
mLDTA (°) 132  − 0.65 (− 5.61, 4.3) 2.2 No
mLPFA (°) 132 2.43 (− 3.05, 7.9) 2.43 Yes
mMPTA (°) 132  − 0.4 (− 3.39, 3.32) 1.49 Yes
Femur Length (mm) 132 0.08 (− 0.2, 0.36) 0.12 Yes
Leg Length (mm) 132 0.05 (− 0.2, 0.3) 0.11 Yes
LLD (mm) 47 0.03 (− 3.33, 3.39) 1.36 Yes
MAD (mm) 132  − 1.53 (− 7.03, 3.97) 2.44 No
Tibia Length (mm) 132  − 0.02 (− 0.26, 0.22) 0.11 Yes

Table 6   Intraclass correlation coefficient (ICC) estimates for AI algo-
rithm vs. reference standard and for reader 1 vs. reader 2

Variable Reader 1 vs. reader 2 
ICC (95% CI)

AI algorithm vs. refer-
ence standard ICC (95% 
CI)

AMA 0.55 (0.42, 0.66) 0.64 (0.56, 0.72)
aTFA 0.98 (0.98, 0.99) 0.98 (0.98, 0.99)
HKA 0.99 (0.99, 0.99) 0.99 (0.99, 0.99)
JLCA 0.89 (0.82, 0.93) 0.89 (0.85, 0.92)
mLDFA 0.91 (0.88, 0.94) 0.93 (0.91, 0.95)
mLDTA 0.84 (0.78, 0.89) 0.8 (0.74, 0.85)
mLPFA 0.94 (0.9, 0.96) 0.88 (0.72, 0.93)
mMPTA 0.89 (0.83, 0.92) 0.89 (0.85, 0.92)
Femur Length  > 0.99 (> 0.99, 1)  > 0.99 (> 0.99, 1)
Leg Length  > 0.99 (> 0.99, 1)  > 0.99 (> 0.99, 1)
LLD 0.99 (0.98, 0.99) 0.99 (0.98, 0.99)
MAD 0.99 (0.99, 1) 0.99 (0.99, 1)
Tibia Length  > 0.99 (> 0.99, 1)  > 0.99 (> 0.99, 1)

Table 7   Equivalence index, root 
mean square error, and mean 
absolute deviation between AI 
and readers

Variable Equivalence Index (95% CI) RMSE (95% CI) MAD (95% CI)

AMA  − 0.57 (− 0.83, − 0.38) 0.76 (0.66, 0.87) 0.58 (0.5, 0.67)
aTFA 0.4 (0.07, 1.27) 1.34 (1.18, 1.49) 1.06 (0.93, 1.2)
HKA  − 0.43 (− 0.79, − 0.25) 0.74 (0.65, 0.84) 0.58 (0.51, 0.66)
JLCA 0.17 (− 0.66, 1.22) 1.45 (1.2, 1.78) 1.11 (0.97, 1.29)
mLDFA  − 0.82 (− 1.01, − 0.66) 0.9 (0.79, 1.01) 0.7 (0.61, 0.8)
mLDTA 1.48 (1.07, 2.02) 2.29 (1.96, 2.61) 1.78 (1.54, 2.03)
mLPFA 2.81 (2.55, 3.09) 3.43 (3.15, 3.71) 2.96 (2.66, 3.25)
mMPTA  − 0.27 (− 1.59, 0.43) 1.49 (1.14, 1.91) 1.05 (0.89, 1.24)
Femur length 0.08 (0.06, 0.11) 0.15 (0.12, 0.18) 0.11 (0.1, 0.13)
Leg length  − 0.05 (− 0.14, − 0.02) 0.12 (0.1, 0.14) 0.1 (0.08, 0.11)
LLD  − 0.43 (− 1.56, 0.09) 1.36 (1.14, 1.57) 1.12 (0.92, 1.34)
MAD 1.32 (0.72, 2.96) 2.88 (2.51, 3.25) 2.25 (1.95, 2.56)
Tibia length  − 0.1 (− 0.13, − 0.08) 0.11 (0.09, 0.13) 0.08 (0.07, 0.09)
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Additionally, there are significant time savings associated 
with using AI to perform these measurements. The LAMA 
AI system generated reads more than 90% faster than the 
expert readers. Although there were some errors made by 
the AI with regard to landmark detection, these errors are 
readily detectable by viewing the AI output. Those who look 
at the AI-generated reports for quality control do not need to 
be fellowship-trained MSK radiologists to see clear errors, 
such as those shown in the supplemental figures section. The 
interpreter is always in control of the output data to make 
clinically meaningful decisions.

Limitations

One limitation of this study is that images went through 
a thorough QA process, during which the majority of the 
initial images were excluded, to determine if they were ade-
quate to send to the AI. However, if prospective imaging 
can be standardized, the output data success rates from the 
software would be improved.

Importantly, 11 cases were excluded in the primary 
analysis due to the AI placing incorrect landmarks. This 
was determined by a visual inspection of every report. It 
is important to note that in the analysis including cases 
with incorrect landmarks, the AI software was still useful 
for most measurements; 11/13 rather than 12/13 ICCs were 
in the excellent range, and 9/13 variables were accepted in 
Bland–Altman analysis rather than 11/13. However, because 
errors could be significant, any future use of this product 
should include visual inspection of the reports to ensure 
adequate quality. Furthermore, software updates to ensure 
adequacy or to prevent erroneous report generation should 
be implemented before it is widely used.

Another limitation is that for the time savings analysis, 
different processes were used for radiologist and AI read-
ing time; radiologists used start and stop buttons, whereas 
a stopwatch was used to time AI processing. We also did 
not record the time that radiologists used to look at each AI 
report. However, the magnitude of the savings is so substan-
tial that this limitation has little bearing on the study results.

Although we performed a sensitivity analysis choosing a 
single leg randomly which showed only minor differences in 
results, this analysis did not fully account for potential data 
dependencies and clusters in the data.

Additionally, there were no clear, universal thresholds 
found in the literature for clinically relevant differences in 
all of these measurements. Because of this, we used con-
servative estimates of maximum allowed differences. The AI 
performed well on most parameters, notably including the 
most frequently used measurements — HKA and leg length.

Future directions

This study assessed the AI’s ability to perform LLD and 
angular measurements on radiographs without any implants. 
Future studies may evaluate the AI’s performance on radio-
graphs with lower-extremity implants and more standardized 
prospective leg-length radiographs for more generalizability.

Conclusion

In conclusion, our study showed that, with few exceptions, 
AI-based leg-length and angular measurements on legs 
without implants are reliably and accurately obtained with 
significant time savings as compared to expert radiologists.

Supplementary Information  The online version contains supplemen-
tary material available at https://​doi.​org/​10.​1007/​s00256-​023-​04502-5.
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