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Abstract
Analytical ultracentrifugation (AUC) is based on the concept of recording and analyzing macroscopic macromolecular 
redistribution that results from a centrifugal force acting on the mass of suspended macromolecules in solution. Since AUC 
rests on first principles, it can provide an absolute measurement of macromolecular mass, sedimentation and diffusion coef-
ficients, and many other quantities, provided that the solvent density and viscosity are known, and provided that the instru-
ment is properly calibrated. Unfortunately, a large benchmark study revealed that many instruments exhibit very significant 
systematic errors. This includes the magnification of the optical detection system used to determine migration distance, the 
measurement of sedimentation time, and the measurement of the solution temperature governing viscosity. We have previ-
ously developed reference materials, tools, and protocols to detect and correct for systematic measurement errors in the AUC 
by comparison with independently calibrated standards. This ‘external calibration’ resulted in greatly improved precision and 
consistency of parameters across laboratories. Here we detail the steps required for calibration of the different data dimen-
sions in the AUC. We demonstrate the calibration of three different instruments with absorbance and interference optical 
detection, and use measurements of the sedimentation coefficient of NISTmAb monomer as a test of consistency. Whereas 
the measured uncorrected sedimentation coefficients span a wide range from 6.22 to 6.61 S, proper calibration resulted in a 
tenfold reduced standard deviation of sedimentation coefficients. The calibrated relative standard deviation and mean error 
of 0.2% and 0.07%, respectively, is comparable with statistical errors and side-by-side repeatability in a single instrument.
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Introduction

Analytical ultracentrifugation (AUC) is a classical technique 
for measuring the hydrodynamic and thermodynamic prop-
erties of a variety of particles across a very large size scale, 
starting from small molecules, to biomacromolecules, such 
as proteins, nucleic acids, or carbohydrates, as well as syn-
thetic polymers, nanoparticles, supramolecular structures, 
and entire organisms. Its fundamental principle is the appli-
cation of a precisely known centrifugal force that acts on 

the mass of dissolved particles and causes their directional 
bias in Brownian motion, which can be assessed by opti-
cally measuring the macroscopic redistribution of particles 
in the solution (Svedberg and Pedersen 1940; Schuck et al. 
2015). Since it is label-free, requires no matrix other than 
solvent, and is directly rooted in first principles, it can make 
absolute measurements and occupies a unique place among 
the biophysical techniques. In recent decades, sedimentation 
velocity (SV)—essentially the dynamic measurement of free 
fall of particles in the gravitational field—has become the 
most popular mode of AUC, in part because it can report on 
the sample size distribution with high hydrodynamic reso-
lution and measure very precisely species’ sedimentation 
coefficients (Schuck 2013, 2016). The latter informs on, for 
example, protein solution conformations, and can be used as 
a sensitive measure of even transient macromolecular inter-
actions (Harding and Rowe 2010; Schuck and Zhao 2017).

The trust placed in the accuracy of AUC requires that all 
parameter dimensions are correctly calibrated. In principle, 
for measurement of macromolecular sedimentation velocity, 
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the most critical quantities are the rotor rotation frequency 
generating the centrifugal field, the optical magnification of 
the detection system for measuring macromolecular migra-
tion, the time associated with observed migration, and 
the rotor temperature governing the solvent viscosity and 
thereby setting the resistance to migration. The measurement 
of all of these quantities needs to be examined to validate 
the accuracy of macromolecular sedimentation parameters. 
Jointly with 67 laboratories around the world, we have tested 
the performance of AUC instruments in a benchmark study 
involving 129 data sets which were collected on the same 
reference sample (Zhao et al. 2015). We have shown that if 
calibration errors (i.e., residual errors that occur after car-
rying out standard calibration procedures provided by the 
manufacturer) in the critical parameters are left unaccounted 
for, the sedimentation coefficient of the molecule of interest 
varies significantly in different instruments, leading to sys-
tematic errors of up to 15% and higher, which unfortunately 
render many quantitative aspects of SV meaningless. This 
range of values is two orders of magnitude larger than side-
by-side repeatability of sedimentation experiments in the 
same instrument and same run (Errington and Rowe 2003). 
This highlights the importance of absolute calibration meth-
ods that rely on independent (‘external’) standards that can 
be traced to SI units.

We have investigated the origin of systematic errors in 
detail. First, the measurement of the rotation frequency can 
be accomplished very precisely with access to an electronic 
timing signal, and we found insignificant discrepancies 
between nominal and measured values in pilot experiments 
(Ghirlando et al. 2013). By contrast, the seemingly trivial 
task of measuring the time between the scans—on the order 
of minutes or hours—was shockingly found to be in error in 
2013 by approximately ~ 10% (Zhao et al. 2013). Subsequent 
‘fixes’ on the instruments by the manufacturer have reduced 
but not eliminated this error, with a range of remaining 
timing errors reported between 0.1 and 2%, depending on 
scan settings, rotor speed, and instrument (Ghirlando et al. 
2013). A very simple and effective strategy to circumvent 
and essentially eliminate this error is to take the time inter-
vals from metadata of the scan files stored by the operating 
system (Zhao et al. 2013). This can be conveniently accom-
plished in the freeware software SEDFIT (sedfitsedphat.
nibib.nih.gov/software) or REDATE (kindly provided by Dr. 
Chad Brautigam at utsouthwestern.edu/labs/mbr/software).

Second, it has been known for many decades that meas-
urement of the temperature of the spinning rotor in a high 
vacuum is far from trivial and is error-prone (Cecil and 
Ogston 1948). We have recently revisited this problem by 
taking advantage of current semiconductor technology, 
which allows us to quasi-continuously record and store ther-
mistor-based temperature measurements in an inexpensive 
miniaturized chip and battery assembly, called ‘iButton’. It 

offers a high temperature resolution and can be calibrated 
to a NIST-traceable reference thermometer. It can operate 
in vacuum and be placed on top of the resting rotor. Since 
it may be exposed to gentle centrifugal forces, it can also 
be inserted into centrifugal cell assemblies for low-speed 
experiments, or even be installed onto the axis of a spin-
ning rotor in high-speed experiments (Ghirlando et al. 2013, 
2014; Zhao et al. 2014). When using the same nominal set-
point of 20 °C, variation of the real rotor temperature among 
67 instruments was found to be > 4 °C, corresponding to 
differences of water viscosity spanning > 10%, with sedi-
mentation coefficients being proportionally affected. In our 
experience, run-to-run variation in individual instruments 
is usually < 0.1 °C, and instrumental deviations of the true 
temperature setpoint are therefore not stochastic but system-
atic and will usually persist virtually indefinitely or until 
the instrument is physically altered. This means that this 
error would not be detectable in a laboratory with a single 
instrument.

Finally, the optical detection system measuring the spatial 
migration introduces potential errors in the distance from the 
center of rotation and in the measurement of the distance 
traveled by macromolecules. The former affects the centrifu-
gal field ~ ω2r (where ω is the rotor angular velocity and r 
the distance from the center of rotation). For example, abso-
lute radial errors of ~ 0.1 mm in comparison to the average 
sample distance of r = 70 mm would result in about 0.15% 
error in the g-force. This is significant but close to statistical 
error and repeatability of the measurement of sedimentation 
coefficients (Errington and Rowe 2003; Schuck et al. 2015). 
However, the accuracy of the optical magnification across 
the ~ 10 mm sample solution is much more consequential. In 
the multilaboratory study, instrument errors in optical mag-
nification were generally found on the order of 2%, but with 
several outliners, some of which in error as much as 15% or 
more. To solve these problems, we have developed experi-
mental and computational tools (Ghirlando et al. 2013; Zhao 
et al. 2013, 2014, 2015; LeBrun et al. 2018) to establish 
proper calibration for the AUC instrument on scan time, 
temperature, and radial magnification. This is achieved by 
measurement of external standards and calculating correc-
tion factors that account for differences between apparent 
and true values. Only after all the calibration factors are 
being accounted for simultaneously, an optimal consist-
ency of the different AUC instruments can be reached. In 
the multi-laboratory benchmark study, this is highlighted 
by a five- to tenfold reduction in error for the sedimentation 
coefficient of a reference molecule in the control experiment 
(Zhao et al. 2015).

The significance of the systematic errors for AUC high-
lights the need to carry out such additional control experi-
ments on a stable reference molecule with a well-known 
s-value. Comparison of the true value with the measured 
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value after external calibration corrections can provide 
confidence in accurate data acquisition and instrument 
performance, or flag the presence of remaining problems. 
In the previous multilaboratory benchmark study, bovine 
serum albumin (BSA) was used for this purpose, as it is 
suitable for long-term storage and can be easily resuspended 
in situ after SV experiments. Since then, the NISTmAb has 
become available as a formulated reference molecule from 
the National Institutes of Standards and Technology (NIST), 
RM 8671 (Schiel et al. 2018). Thus, it can serve as a more 
satisfactory reference, as it side-steps possible subtle varia-
tion among lots or vendors.

The following protocol reviews the strategies and steps 
required for the practical implementation of AUC calibra-
tion and reference experiments. The complete calibration for 
AUC contains three components for the data dimensions of 
time, temperature, and radial magnification, and a validation 
experiment to test internal consistency. A comprehensive 
in-depth discussion of theoretical and experimental consid-
erations can be found in Chapter 6 of the book “Basic Prin-
ciples of AUC” (Schuck et al. 2015), and somewhat more 
detailed step-by-step instructions can be found in (Zhao 
et al. 2020). We describe the results of such calibration of 
three instruments in our laboratory, each with absorbance 
and Rayleigh interference optical detection, and the results 
from control experiments using NISTmAb as a reference.

Protocol

Temperature measurement

This requires the iButton temperature logger DS1922L 
(Maxim Integrated) with NIST-traceable temperature cali-
bration; the latter may be purchased with the iButton or cali-
bration may be carried out using a reference thermometer 
(Ghirlando et al. 2013). There are different strategies for 
applying the iButton to AUC measurements, and we will 
describe the one that does not require a custom-made rotor 
hole insert (Ghirlando et al. 2013), or modified rotor handle 
(Zhao et al. 2014), but instead can be carried out without any 
additional hardware by placing the iButton in a specific way 
on top of a resting rotor (Ghirlando et al. 2014).

Step 1: Set up the iButton temperature logger

Thermodata viewer software and USB-based iButton adapt-
ers are installed in a PC (preferably not the AUC instrument 
computer). After inserting the iButton into the adapter, it can 
be programmed to acquire temperature data in 11-bit resolu-
tion with a time interval of 1 or 2 min. Start the temperature 
data acquisition and mark the time.

Step 2: Temperature measurement using a resting rotor.

Insert a standard counterbalance in an An-50 or An-60 TI 
rotor, and place the rotor into the rotor chamber such that the 
radiometer at the bottom of the rotor chamber is maximally 
covered by the metal of the rotor. Place the iButton loosely 
at the center on top of the counterbalance, with the sensor 
side down (Fig. 1). Do not install any optical system. Close 
the rotor chamber, activate the vacuum pump, and adjust the 
nominal temperature setpoint to 20.0 °C on the instrument 
console. After a vacuum below 1000 micron is established, 
enter a run speed of 0 rpm, press the ‘Start’ button (this step 
is necessary for systems with oil diffusion pumps, but can be 
carried out for any system). During the following hour, the 
AUC console will show a temperature reading that slowly 
approaches the set point. However, additional temperature 
gradients may persist within the rotor, and therefore addi-
tional time is required for temperature equilibration and sta-
bilization. After 3–4 h, stop the run, open the rotor chamber, 
and retrieve the iButton.

Step 3: Retrieve the temperature data.

Connect the iButton to the computer with thermodata viewer 
software and export the temperature log. After initial fluctu-
ations and slow equilibration, a steady-state value will have 
been attained at a time prior to opening the rotor chamber, 
followed by fluctuations associated with the opening of the 
rotor chamber and iButton removal. The steady-state value 
prior to the opening of the chamber reports on the ‘true’ 

Fig. 1  Picture of iButton positioned top of the counterbalance in an 
8-hole rotor for determining the temperature of a resting rotor. Repro-
duced from (Ghirlando et al. 2014)
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rotor temperature corresponding to the AUC temperature 
setpoint of nominal 20.0 °C.

Step 4: Calculate the temperature calibration factor.

In addition to knowing the true temperature at nominal 
20 °C, it is convenient to determine a multiplicative correc-
tion factor for s-values to reference to the conventional 20 °C 
standard. This can be achieved by calculating the ratio of 
solvent viscosity at the true temperature and 20 °C. In case 
that the desired run temperature differs significantly from 
20 °C, the same steps described above should be repeated 
for that temperature.

Calibration of radial magnification

The manufacturer’s instrument radial calibration is based on 
two reference edges in the counterbalance. Unfortunately, 
the counterbalance inserts can come loose or be oriented 
incorrectly, and in some instruments radial calibration can 
be subject to significant error of unexplained origin (Zhao 
et al. 2015). Furthermore, this two-point calibration lacks 
information on linearity of radius measurement.

To achieve independent multi-point calibration with an 
external standard, we originally used a precision steel mask 
(Ghirlando et al. 2013). More recently, in collaboration 
with the US National Institute of Standards and Technology 
(NIST), we have developed a lithographically patterned win-
dow that will be calibrated at NIST against the SI reference, 
and be available as a Standard Reference Material (SRM) 
(LeBrun et al. 2018). This is accompanied by a supporting 
radial calibration software MARC (sedfitsedphat.nibib.nih.
gov/software). The unique patterning of the calibration win-
dow provides a larger number of radial positions leading to a 
better and more detailed assessment for radial magnification 
errors (Fig. 2). The dual pattern allows for correction for 
rotational misalignment of the mask. In the following, we 
focus on the use of the SRM calibration window.

The calibration measurement is carried out in a SV run 
in parallel with the measurement of the sedimentation of 
the reference molecule. It requires preparation of the radial 
calibration cell assembly in the following steps:

Step 1: Assemble the reference cell components.

Use a regular cell housing barrel to assemble a standard 
12 mm pathlength cell assembly with standard compo-
nents using a sapphire window as the bottom window, and 
the calibration window as the top window. Insert the cali-
bration window such that the lithographic pattern faces 
the centerpiece. Aim to rotate the window such that the 

center line of symmetry is in parallel with the centerpiece 
sector divider (the precise rotation will be measured later). 
Assemble and torque as usual, fill with 450 uL water on 
both sides and close the fill ports.

Place this cell into any rotor hole but not opposite the 
counterbalance. Use an extra water-filled cell assembly to 
achieve weight balance in the opposite rotor hole. Align 
the rotation of the cell assemblies by matching the scribe 
marks on the barrel and the rotor.

Step 2: Aquire scan data for the radial reference cell.

For the calibration run, create a data acquisition ‘Method’ 
file that includes both scan data acquisition for the radial 
reference cell, side-by-side with that for the reference 
molecule (below) sedimenting in the same run. For the 
reference cell, set up data acquisition for both interfer-
ence optics and absorbance optics. The interference optics 
proceeds as usual with centering the acquisition angle to 
the middle of the sector, maximizing fringe contrast. The 
absorbance scan settings should specify a wavelength of 
280 nm and acquisition radial step size of 0.001 cm across 
the range from 5.65 to 7.25 cm. An important deviation 
from standard protocol is the acquisition of intensity data 
instead of absorbance. This allows edges of transmission 
to be observed more accurately.

Fig. 2  Calibration pattern on the radial calibration window, in units 
of µm. The series of lines on the sample and reference side has a pitch 
of 1 mm, but are shifted by half the pitch. Reproduced from (LeBrun 
et al. 2018)
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Step 3: Analysis of radial calibration factor.

The software MARC was written to process scans from 
fringe shift data of the Rayleigh interference optical system 
and the recorded intensity data from the absorbance opti-
cal system. Briefly, after loading a set of at least ten repli-
cate scans acquired during the calibration run, the program 
identifies equivalent points on the edges of the lines and 
calculates the average pitch (i.e., spacing). Since the offset 
of patterns in sample and reference side is half the pitch, an 
apparent deviation from this shift arises from rotation of the 
mask. This allows the rotation angle to be calculated, and 
cosine errors to be factored into the analysis of the pitch. 
From the calibrated known pitch and the apparent pitch in 
the measured data, a correction factor R is calculated as the 
ratio of the two.

Sedimentation velocity experiment of reference 
molecule

In our experience, based on the multilaboratory bench-
mark study, bovine serum albumin (BSA) is a solid choice 
as a molecule that can be reproducibly used in many AUC 
experiments, with its hydrodynamically resolved monomer 
s-value as the key parameter for assessing the accuracy of 
the measurement. However, BSA is a commercially avail-
able material which can be found in various formulations. 
Additionally, the user has no information on the possible 
variation in different lots. This can potentially lead to vari-
ations in the exact s-value of BSA monomer. Recently, the 
NIST monoclonal antibody (NISTmAb) reference material, 
RM 8671, which is intended for use in evaluating the perfor-
mance of different methods for physical–chemical proper-
ties, has become commercially available (Schiel et al. 2018). 
The standardized formulation and convenient availability 
lends itself well to be used as a reference material for AUC 
measurement.

Step 1 Prepare reference sample and assemble 
the reference sample cell.

If using BSA, dissolve 10 mg lyophilized powder in 1 mL 
phosphate-buffered saline (PBS) and dialyze overnight. 
Measure the BSA concentration spectrophotometrically and 
dilute into PBS to achieve a final concentration of ~ 0.5 mg/
mL (or ~ 0.35  OD280). If using NISTmAb, dilute in the for-
mulation buffer [12 mM histidine pH 6.0 (Schiel et al. 2018)] 
to a final concentration of ~ 0.5 mg/mL (or ~ 0.7  OD280).

Assemble a standard AUC sample cell with 12 mm opti-
cal pathlength centerpieces and sapphire windows. Load 
400 µL of protein solution and 400 µL of the corresponding 
reference buffer in the sample and reference sector, respec-
tively, and close both loading ports. It is highly desirable to 

dedicate the cell components to the reference sample and 
keep the cell assembled in the refrigerator after the run. 
Sample may be resuspended by gentle mixing after the run 
(Schuck and Zhao 2020) and reused for subsequent calibra-
tion and quick diagnostic experiments.

Step 2 Carry out SV experiment with reference sample 
and calibration cell

Place the reference sample cell in the rotor opposite to the 
counterbalance, adjusting the latter to balance weight. Also 
insert into the same rotor the radial calibration cell described 
above, and its weight balancing extra cell. Carefully align 
all cells in the rotor. Place the rotor into the AUC chamber, 
install the optical arm, and pull the vacuum. After a rough 
vacuum is achieved, set a target temperature of 20 °C at 
the centrifuge console and a target rotor speed of 0 rpm, 
and start the run. In this state let the centrifuge temperature 
equilibrate for 2–3 h, or 2 h beyond the time when the tem-
perature reading equals the set-point.

At the instrument computer, set up the experimental 
parameters to a rotor speed close to 50,000 rpm, 20 °C, 
acquiring interference data and absorbance data for both 
the radial magnification and the reference sample cell. For 
the radial magnification cell, use the scan settings outlined 
above. For the sample cell, set the data acquisition wave-
length to 280 nm and scan with a step size of 0.003 cm from 
6.0 to 7.23 cm in 1 min time intervals. Under the Options 
menu of the AUC control software, switch to absorbance 
data acquisition in intensity mode. When sufficient time for 
temperature equilibration has passed (above), initiate rotor 
acceleration, adjust interference optics exposure to the mid-
dle of the sectors, and commence scan data acquisition. The 
experiment can be stopped after several hours once the trail-
ing edge of the protein sedimentation boundary has migrated 
outside the radial observation window.

Sedimentation velocity analysis and time correction

The measurement of the sedimentation time is conveniently 
on a scale that can be measured very precisely by common 
digital clocks. Therefore, it is bewildering that AUC scan 
files are in error in this parameter. Fortunately, the scan file 
metadata has a timestamp from the computer clock which is 
sufficiently precise to time the scan intervals. This informa-
tion is automatically evaluated in the software SEDFIT and 
REDATE, and ASCII scan files are re-written to correct the 
nominal elapsed time since the start of the sedimentation in 
the file header.

The second kind of timing error is caused by the finite 
scan velocity of the absorbance system. For this, the scan-
ning step size is important. This effect can be taken into 
account in the data analysis on the level of modeling the 
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recorded sedimentation process, or simply by a correction 
to the apparent s-value based on scanning range and veloc-
ity (Brown et al. 2009; Ghirlando et al. 2013; Schuck 2016), 
following

with s′ the apparent velocity, s the actual velocity, ω the 
rotor angular velocity, m and b the meniscus and bottom, 
respectively, and vscan the scanner velocity (Brown et al. 
2009). With the scan settings above (data interval 0.003 cm) 
the absorbance radial scan speed during rotor rotation at 
50,000 rpm has been measured as 2.43 cm/min, which leads 
to an error in s-values by 0.18% for the BSA monomer and 
by 0.25% for the NISTmAb. [For 0.002- and 0.001-cm inter-
vals and single acquisitions, the measured scan speeds were 
1.65 and 0.94 cm/min, respectively, leading to slightly dif-
ferent scan velocity correction factors (Brown et al. 2009)]. 
Considering the magnitude of correction factors, it is suf-
ficient to insert the apparent value s’ in the right-hand side 
of Eq. (1).

Step 1: correct scan files for time errors.

Load the entire run data into the software REDATE to create 
copies of the scan files with corrected entries. The corrected 
scan files are recognized in SEDFIT as such, and no further 
time correction is applied. Alternatively, data can be loaded 
into SEDFIT directly, which will, by default, check the file 
timestamps and suggest creating copies of scan files with 
corrected entries. REDATE is more convenient in that it can 
correct data from the entire run at once. For the details of 
time correction, see (Zhao et al. 2013).

(1)
s

s�
=

[

1 −
s�2(b − m)

v
E
log(b∕m)

]

An important detail is in the creation of archives for data 
transfer between AUC and data analysis computer. Unless 
the time correction has occurred already, the archive must 
be created such that the file metadata is preserved. This is 
usually the case when archiving on the level of folders, as 
opposed to a set of scan files. Whether metadata in scan files 
are preserved can be easily inspected through examining 
file creation dates and times (Fig. 3). These should reflect 
the data acquisition, and not the time when the archive was 
expanded.

Step 2: calculate sedimentation coefficient distribution c(s) 
for the reference sample.

Separately for absorbance and interference data, load the 
time-corrected scan files into SEDFIT, and calculate a stand-
ard c(s) distribution (Schuck 2016) (Fig. 4). After integration 
of the monomer peak, record the weight-average s-values of 
the monomer, sapp, for each data set.

Step 3: apply correction factors to arrive at the corrected 
s‑value

Proceeding as described above, the errors in recorded time 
are already accounted for, leaving the radial magnification 
and temperature (viscosity) errors, and, for the absorbance 
data the scan velocity error:

where we define the symbol �ABS∕IF as 1 for absorbance data 
and 0 for interference data (such that the last term vanishes). 

(2)

scal,20 = sapp × R ×

(

�trueC

�20

)

×

[

1 − �ABS∕IF ×
sapp�

2(b − m)

vscan log(b∕m)

]

,

Fig. 3  Screenshot of AUC scan files in the Windows File Explorer 
displaying scan file time metadata (red highlight). The precision of 
the file creation times is greater than displayed, and more details may 
be visualized, for example, through exploring the individual file prop-

erties. File creation data are stored in seconds, which for a run of sev-
eral hours provides a relative precision on the order of ~ 0.01%. For 
details see (Ghirlando et al. 2013; Zhao et al. 2013)
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In case the temperature deviation is very large, additional 
density corrections may be applied (Ghirlando et al. 2013).

Results

Following the above protocol, we have carried out external 
calibration of three AUC instruments in our laboratory, 
each using absorbance and interference optical detec-
tion systems, and ‘pre-calibrated’ in radius according to 
manufacturer’s instructions. The external radial calibration 
was based on the steel mask (Ghirlando et al. 2013). For 
the reference SV experiment assessing the consistency of 

calibration, we used NISTmAb. The run was carried out 
at a rotor speed of 48,000 rpm instead of the slightly more 
optimal 50,000 rpm, to prevent potential run failure due 
to scratches on the overspeed disk of the rotor used. For 
each instrument, we acquired NISTmAb data in duplicate 
by resuspending the sample after the calibration run and 
carrying out a replicate SV run.

Using the same set-point of 20 °C, the measured actual 
temperatures in the three instruments were 19.7, 20.1, 
and 21.6 °C, respectively. The radial correction factors 
for interference/absorbance detection were 1.014/1.012, 
1.004/1.013, and 1.002/1.013, respectively (Table 1). The 
scan time errors under the present conditions were 0.14%.

For the twelve NISTmAb data sets, excellent fits were 
achieved throughout (Fig. 4), allowing discrimination of 
any trace dimers and higher aggregates and providing a 
clear determination of the monomer s-values. As may be 
discerned from the c(s) distributions in Fig. 5 and the inte-
grated monomer s-values in Table 1, these uncalibrated 
sedimentation velocities differ significantly among instru-
ment and optical detection system, spreading across a 
range of 6.22–6.61 S, with a standard deviation of 0.15 S.

After application of the temperature, radial magnifica-
tion, and scan velocity calibration factors to the s-values, 
the c(s) distributions are better aligned, as shown in Fig. 6. 
The standard deviation of the corrected s-values is reduced 
to 0.014 S (less than one-tenth of the uncorrected value), 
with a best-estimate for the NISTmAb monomer of 6.349 
S ± 0.004 S (SEM). It should be noted this does not yet 
reflect values corrected to the water at 20 °C standard, but 
instead the values for buffer (in this case 5 mM histidine) 
at 20 °C. A more detailed graphical presentation of indi-
vidual monomer s-values before and after calibration is 
shown in Fig. 7.

Fig. 4  Example of 0.5 mg/mL NISTmAb sedimenting at 48,000 rpm 
as recorded by Rayleigh interference optics. Shown are every 5th 
data point of consecutive scans (circles), and the best-fit c(s) analysis 
model (lines) with residuals in the enhanced scale below. The result-
ing rmsd is 0.003543 fringes (0.21% of total signal). This plot and 
those of Figs. 5 and 6 were created using the software GUSSI (Brau-
tigam 2015) (kindly provided by Dr. Chad Brautigam at utsouthwest-
ern.edu/labs/mbr/software) which interfaces with SEDFIT

Table 1  Calibration factors and NISTmAb sedimentation coefficient

Instrument Run # & detection Sexp (S) Temperature
(°C)

Viscosity factor Radial factor Scan velocity 
factor

Calibrated 
s-value (S)

Curly 1 ABS 6.219 19.7029 1.0073 1.0144 0.9975 6.339
1 IF 6.238 19.7029 1.0073 1.0122 1 6.360
2 ABS 6.219 19.7029 1.0073 1.0144 0.9975 6.339
2 IF 6.231 19.7029 1.0073 1.0122 1 6.353

Larry 1 ABS 6.346 20.1400 0.99659 1.0044 0.9975 6.336
1 IF 6.297 20.1400 0.99659 1.0127 1 6.355
2 ABS 6.341 20.1400 0.99659 1.0044 0.9975 6.331
2 IF 6.323 20.1400 0.99659 1.0127 1 6.381

Shemp 1 ABS 6.598 21.6382 0.96119 1.0017 0.9975 6.337
1 IF 6.519 21.6382 0.96119 1.0130 1 6.348
2 ABS 6.612 21.6382 0.96119 1.0017 0.9975 6.350
2 IF 6.53 21.6382 0.96119 1.0130 1 6.358
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Discussion

A major virtue of AUC is that it is an absolute method 
grounded in first principles, but this is only true if the data 
dimensions can be trusted and the instrument is properly 
calibrated. Some classes of experiments, such as quanti-
tation of trace aggregates in the pharmaceutical industry, 
or the measurement of binding constants in concentration 
series, may be carried out in a ‘relative mode’, but even 
these will usually require experimental reproducibility 
from instrument to instrument and from one month to the 
next. For many aspects of AUC that we take for granted, 
the absolute values are crucial, for example, roughly 

estimating protein molecular weights from s-values, or 
even more so for comparison of hydrodynamic shapes with 
data from small angle scattering or theoretical hydrody-
namic calculations (García de la Torre et al. 2000; Rai 
et al. 2005; Aragon 2011; Perkins et al. 2011). The motiva-
tion of the present protocol was to provide a review of cali-
bration procedures and magnitude of systematic errors and 
to demonstrate the utility of the NISTmAb reference mol-
ecule (Schiel et al. 2018) as a standard in AUC calibration.

The recent discovery of time-errors on the order of 10% 
on all instruments (Zhao et al. 2013; The Editors 2013), 
and the discovery of significant systematic errors in other 
measurements in many instruments in a large multilabora-
tory study (Zhao et al. 2015), show the magnitude of the 
problem. In the absence of any control measurements or cali-
brations, s-values spanning a range of ± 15% were observed 
for the same BSA monomer sample, with a standard devia-
tion of 4.4%. This is consistent with the uncorrected results 
in the present study using three instruments in our laboratory 
with NISTmAb as control. Regarding the present NISTmAb 
results, it should be noted that all instruments receive regu-
lar manufacturer maintenance and appear fully functioning 
and that their performance characteristics are highly stable 
over time.

The largest sources of errors are found in rotor tem-
perature, radial magnification, and—surprisingly—time 
measurements. The absolute radius position has a second-
ary impact, as shown in a detailed analysis of the multi-
laboratory data (Zhao et al. 2015). In this regard, recently, 
a strategy for determining the absolute positions of the bot-
tom of the solution column was proposed by Stoutjesdyk 
et al. (2020), but we think this is usually of no or secondary 
concern in SV, and must be considered a fitting parameter 
in sedimentation equilibrium analysis if using soft mass 

Fig. 5  Uncalibrated measured c(s) distributions of 0.5 mg/mL NIST-
mAb in three different instruments, two different optical detection 
systems, acquired in replicate (12 data sets total, plotted in different 
colors). For details on integrated monomer sw-values and precise run, 
information see Table 1

Fig. 6  c(s) distributions of NISTmAb after application of calibra-
tion corrections for the same data sets shown in Fig. 5. For details on 
numerical values see Table 1

Fig. 7  Measured uncorrected and calibrated monomer s-value of 
NISTmAb monomer for instruments Shemp (cyan), Larry (magenta), 
and Curly (blue) in absorbance (circles) and interference (triangles) 
detection, each in two consecutive runs (horizontal offset). The black 
horizontal lines are mean ± standard deviation, and the red horizontal 
lines depict the mean ± standard error of the mean. For individual val-
ues see Table 1
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conservation constraints in the analysis (Vistica et al. 2004; 
Brown and Schuck 2008).

Fortunately, the previous multilaboratory study has dem-
onstrated (Zhao et al. 2015) that, if we apply critical cali-
bration procedures for time, temperature, and radial mag-
nification, these jointly improve the accuracy significantly. 
Similarly, the data from the present study show an order of 
magnitude improvement in precision across instruments in 
our laboratory when using the NISTmAb as a control. This 
molecule has potentially significant advantages for use as a 
control by avoiding uncontrolled vendor- or lot-dependent 
variation. In the current study, we have observed that the 
same NISTmAb sample can be resuspended and used for 
multiple experiments, which offers an additional benefit for 
the calibration experiments. Regarding the time correction, 
unfortunately, the independent scan time measurement has 
been disabled by the manufacturer’s design of the newest 
AUC model (Beckman Coulter Optima AUC), which strips 
the scan files of their metadata that enable error detection. It 
is our hope that this will be changed in the future.

Finally, we note that the procedure for radial magnifica-
tion measurement using a NIST calibrated reference window 
will be equally applicable to other optical systems for AUC 
that are currently being developed in different laboratories 
(Strauss et al. 2008; Pearson et al. 2017; Wawra et al. 2019). 
More generally, the calibration efforts described here are 
synergistic to improvements in the precision of SV through 
the development of cell alignment tools (Gabrielson et al. 
2009; Doyle et al. 2017, 2020; Channell et al. 2018), which 
should also prove universally useful in AUC.
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