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Abstract. We study an impulse control problem where the cost of interfering in a
stochastic system with an impulse of sizeζ ∈ R is given by

c+ λ|ζ |,

wherec andλ are positive constants. We callλ theproportionalcost coefficient and
c theintervention cost. We find the value/cost functionVc for this problem for each
c > 0 and we show that limc→0+ Vc = W, whereW is the value function for the
corresponding singular stochastic control problem. Our main result is that

dVc

dc
= ∞ at c = 0.

This illustrates that the introduction of an intervention costc > 0, however small,
into a system can have a big effect on the value function: the increase in the value
function is in no proportion to the increase inc (from c = 0).

Key Words. Impulse control, Vanishing intervention cost, Quasi-variational in-
equalities, Singular stochastic control, Nonrobustness feature.

AMS Classification. 93E20, 60G40, 60J65, 49J40, 35R35.



356 B. Øksendal

1. Introduction

Many mathematical models make stylized assumptions which strictly speaking are not
satisfied in real applications. For example, in mathematical finance it is often assumed
that the transactions can be performed continuously (i.e., in continuous time) and that
there are no transaction costs. In recent years models where the transaction costs are
proportional to the size|ζ | of the transaction have also been studied (see, e.g., [DN] and
the references therein). An even more realistic model is obtained by assuming that the
interventions occur at discrete times and then with a cost given by

c+ λ|ζ |,
wherec ≥ 0,λ > 0 are constants. This leads to theimpulse controlmodel (see below). A
natural question is how the resultVc,λ (the value function) depends on the parametersc, λ.
In this paper we fixλ > 0 and study howVc = Vc,λ depends onc nearc = 0 in a specific
case. It has been shown in [MR1] and [MR2] that (under some conditions)Vc→ V0 as
c→ 0+. The purpose of this paper is to show thatVc may not be differentiable atc = 0:
we give an example where[

dVc

dc

]
c=0

= ∞ (Theorem 2.6).

We now describe this in more detail.
Suppose that—if there are no interventions—the stateYt ∈ Rn at time t of the

system we consider, satisfies an Ito stochastic differential equation of the form

Yt = y+
∫ t

0
b(Yr )dr +

∫ t

0
σ(Yr )d Br ; t ≥ 0. (1.1)

Here b: Rn → Rn and σ : Rn → Rn×m are given Lipschitz continuous functions,
Bt = Bt (ω); t ≥ 0,ω ∈ Ä, is a Brownian motion inRm with filtrationFt and probability
law P when starting at 0∈ Rm. The pointy ∈ Rn is the starting value of the system at
time 0. (See, e.g., [Ø] for background on stochastic differential equations.)

An impulse controlfor this system is a (possibly finite) sequence

v = (τ1, τ2, . . . , τk, . . . ; ζ1, ζ2, . . . , ζk . . .)k≤N (N ≤ ∞), (1.2)

where 0≤ τ1 ≤ τ2 ≤ · · · areFt -stopping times andζ1, ζ2, . . . belong to a given set
Z ⊂ Rl . We interpretτ1, τ2, . . . as theintervention times, i.e., the times when we decide
to intervene. The quantitiesζ1, ζ2, . . . are theimpulseswe give the system at the times
τ1, τ2, . . ., respectively. If the system is in statex ∈ Rn when it gets the impulseζ ∈ Z,
we assume that it jumps immediately to a new statex + g(ζ ), whereg: Z → Rn is a
given function.

If the impulse controlv given by (1.2) is applied to the system{Yt }, it gets the form
{Yv

t }, which is given by

Yv
t = y+

∫ t

0
b(Yv

r )dr +
∫ t

0
σ(Yv

r ) d Br +
∑
τk≤t

g(ζk); 0≤ t < T∗. (1.3)
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We still call y = Yv
0− thestarting pointof Yt at t = 0, although we need not haveY0 = y,

becauseYt could possibly jump att = 0. HereT∗ = T∗(ω) is theexplosion timeof the
processYv

t , defined by

T∗(ω) = lim
R→∞

(inf{t > s; |Yv
t (ω)| ≥ R}) ≤ ∞. (1.4)

Let Qy = Qv
y denote the law of the stochastic process{Yv

t }t≥0 starting aty = Y0− at
time t = 0.

Suppose we are given a familyV of impulse controls, called theadmissibleimpulse
controls. We assume that allv = (τ1, τ2, . . . ; ζ1, ζ2, . . .) ∈ V satisfy

τk → T∗ a.s.Qy for all y ∈ Rn. (1.5)

Suppose that thecost ratewhen the system is in statex is f (x), where f : Rn → R is
a given function. Moreover, suppose that theimpulse cost K(x, ζ ) of giving the system
the impulseζ ∈ Z is given by

K (x, ζ ) = c+ λ|ζ | (independent ofx), (1.6)

wherec ≥ 0,λ > 0 are constants. Thus the impulse cost consists of afixed, minimum cost
c (the intervention cost) plus a costλ|ζ | proportional to the size|ζ | of the intervention
ξ . Then if we applyv = (τ1, τ2, . . . , ζ1, ζ2, . . .) ∈ V, we get theperformanceor total
expected cost Jvc (y) defined by

Jvc (y) = Ey

[∫ ∞
0

f (Yv
t )dt +

N∑
k=1

(c+ λ|ζk|)e−ρτk

]
, (1.7)

whereEy denotes expectation with respect toQy. The corresponding impulse control
problem is the following:

Problem 1.1 (General Impulse Control Problem). Find the value functionVc = Vc(y)
defined by

Vc(y) = inf
v∈V

Jvc (y), y ∈ Rn, (1.8)

and find anoptimalv∗ ∈ V such that

Vc(y) = Jv
∗

c (y), y ∈ Rn. (1.9)

We refer the reader to [BL] for more information about impulse control and its
relation to quasi-variational inequalities (see Theorem 2.1).

A study of impulse control problems for diffusions with jumps can be found in [M].
Note that Problem 1.1 also makes sense ifc = 0. The infimum is still taken over

impulse controls with finitely many jumps in compact time intervals in [0, T∗). However,
if c = 0 it is conceivable that no optimal impulse controlv∗ ∈ V exists: Since the number
of interventions do not matter, only the sizes of them, it is natural to guess that the infimum
is obtained by letting the number of interventions go to infinity and at the same time the
sizes of the interventions go to zero. This would in the limit bring us to a control outside
V. We will show that this is indeed the case in the problem we consider.
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From now on we assume that we only allow nonnegative impulses, i.e., that

Z = [0,∞), (1.10)

and that the impulseζ acts linearly on just one of the components ofYt , say the last one:

g(ζ ) = (0, . . . ,bζ ) ∈ Rn for ζ ∈ Z, (1.11)

whereb ∈ R is a constant.
Then ifc = 0 it is also natural to model the problem above as asingular stochastic

controlproblem, as follows:
Let our space0 of admissible controls consist of allFt -adapted,t-right continuous

processesγt (ω) such that the functiont → γt (ω) is nondecreasing for a.a.ω ∈ Ä. We
can associate toγt (ω) the measuredγt (ω) with the property that∫ t

s+
dγr (ω) :=

∫
(s,t ]

dγr (ω) = γt (ω)− γs(ω); t > s. (1.12)

Note that with this notation we have∫ t

s
dγr (ω) = 1γs(ω)+ γt (ω)− γs(ω), (1.13)

where in general

1γti (ω) = γti (ω)− γt−i
(ω) (1.14)

is the jump ofγt (ω) at t = ti .
In analogy with (1.3) we now assume that if the admissible controlγt ∈ 0 is applied

to the system{Yt }t≥0, it gets the form{Yγ
t }t≥0 given by the equation (using (1.11))

Yγ
t = y+

∫ t

0
b(Yγ

r )dr +
∫ t

0
σ(Yγ

r )d Br +
(

0, . . . ,b
∫ t

0
dγr

)
; t ≥ 0. (1.15)

Note that this coincides withYv
t given by (1.3) ifγt only increases att = τk and then

performs jumps of sizeζk, k = 1,2, . . . . Furthermore, in analogy with (1.7) forc = 0,
we assume that the cost of applying the controlγ ∈ 0 is given by

Jγ (y) = Ey

[∫ ∞
0

f (Yγ
t )dt + λ

∫ ∞
0

e−ρt dγt

]
. (1.16)

Hence the singular stochastic control problem corresponding toc = 0 is the following:

Problem 1.2 (General Singular Stochastic Control Problem). Find the value function
W(y) defined by

W(y) = inf
γ∈0

Jγ (y), y ∈ Rn, (1.17)

and find anoptimalγ ∗ ∈ 0 such that

W(y) = Jγ
∗
(y), y ∈ Rn. (1.18)
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Since we can regard the set of impulse controlsv ∈ V as a subset of the set of
singular stochastic controlsγ ∈ 0 (by identifying an impulseζ > 0 with the jump
1γ = ζ ), we have

W(y) ≤ Vc(y) for all c ≥ 0. (1.19)

It was proved in Theorems 2.1 and 2.5 of [MR1] and in [MR2] (ifλ = 0) that

W(y) = V0(y) = lim
c→0+

Vc(y). (1.20)

In particular, the functionc→ Vc(y) is continuous atc = 0.
In this paper we study a specific impulse control problem of the form (1.8)–(1.9)

in detail (see Problem 2.2) and we investigate howVc(y) and other quantities of the
problem depends onc. Our main result is thatVc(y) is not differentiable atc = 0. More
precisely, we show that

lim
c→0+

d

dc
Vc(y) =

[
dVc

dc

]
c=0

= ∞ for all y (1.21)

(see Theorem 2.6).
This means that going fromc = 0 to a small positivec causes an increase in the

value function which is in no proportion to the increase inc.
We also solve explicitly the corresponding singular stochastic control problem when

c = 0 (see Problem 3.1) and we show that the reflecting barrierx̂ in the solution of this
problem is the common limit of the impulse barriersx0(c) and x1(c) of the impulse
problem asc→ 0. (See Theorem 3.3.)

This work was motivated by a discussion of a combined stochastic control and
impulse control of a problem in [MØ], where a property similar to (1.21) was deduced
under certain conditions. (See (4.47) and (4.48) in [MØ].)

This work is also related to [JS], where it is proved that the limit of the impulse
barriers asc → 0 (of a different impulse control problem) is equal to the reflecting
barrier of a corresponding singular control problem. However, the property (1.21) is not
studied there.

It is natural to conjecture that the statement (1.21) holds not just for the case we
consider, but more generally for a large class of impulse control problems where the cost
of interferring has the form given by (1.6). This will be discussed in a forthcoming paper
by Ubøe, Zhang, and the author [ØUZ].

2. The Impulse Control Problem

We begin by stating a verification theorem of quasi-variational type for impulse control
problems. The result is a special case of Theorem 3.1 in [BØ2], which again is an
elaboration of results in [BL]. First we introduce some notation.

Define theintervention operatorN on the space of functionsh: Rn→ R by

Nh(x) = inf
ζ∈Z
{h(x + g(ζ ))+ c+ λ|ζ |}. (2.1)
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Suppose that for eachx ∈ Rn there exists at least oneζ̂ = ζ̂ (x) ∈ Z such that the infimum
in (2.1) is attained and that ameasurable selection̂ζ = Rh(x) of such minimum points
ζ̂ exists. Then we have

Nh(x) = h(x +Rh(s, x))+ c+ λ|Rh(s, x)|. (2.2)

Note that if we do not have any interventions, thenYt is an Ito diffusion with a generator
A which coincides onC2

0(R
n) with the partial differential operator

L =
n∑

i=1

bi (x)
∂

∂xi
+ 1

2

n∑
i, j=1

(σσ T )i j (x)
∂2

∂xi ∂xj
. (2.3)

As is customary, we letC1(Rn) (resp.C2(Rn)) denote the set of all once (resp. twice)
continuously differentiable functions onRn, andC2

0(R
n) denotes the set of functions in

C2(Rn) with compact support.
TheGreen measureof Yt is the “total expected occupation measure”G = GY(·, y)

defined for eachy ∈ Rn by

GY(F, y) = Ey

[∫ ∞
0
XF (Yt )dt

]
; F ⊂ Rn (Borel). (2.4)

We say that a continuous functionf : Rn→ R is stochastically C2 (with respect toY) if
L f (x) is defined (pointwise) for a.a.x with respect to the Green measureGY(·, y) and
thegeneralized Dynkin formulaholds for f :

Ey[ f (Yτ )] = f (y)+ Ey

[∫ τ

0
L f (Yt )dt

]
, y ∈ Rn, (2.5)

for all bounded stopping timesτ which are less than the exit time forYt from some
compact set. By the classical Dynkin formula allC2(Rn) functions are stochasticallyC2.
More generally, functions which areC2 except on a “small” set (forYt ) are stochastically
C2. See [BØ1] for more details.

Theorem 2.1 [BØ2] (Sufficient Quasi-Variational Inequalities for Impulse Control).
Let c≥ 0.

(a)Suppose we can find a continuous functionϕ: Rn→ R, ϕ ≥ 0, such that:

ϕ is stochastically C2 with respect to Y. (2.6)

Lϕ(y)+ f (y) ≥ 0 for a.a. y with respect to GY(·, z) for all z ∈ Rn. (2.7)

ϕ(y) ≤ Nϕ(y) for all y ∈ Rn (2.8)

lim
t→∞ϕ(Y

v
t ) = 0 a.s. Qv

y for all v ∈ V and all y∈ Rn. (2.9)

The family{ϕ(Xv
τ ); τ stopping time} is Qy-uniformly integrable

for all y ∈ Rn and all v ∈ V. (2.10)
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Then

ϕ(y) ≤ Jvc (y) for all v ∈ V, y ∈ Rn,

where Jvc (y) is defined by(1.7).
(b) Define thecontinuation regionD by

D = {y;ϕ(y) < Nϕ(y)}. (2.11)

Suppose that, in addition to(2.6)–(2.10)above, we have

Lϕ(y)+ f (y) = 0 for all y ∈ D. (2.12)

Define the impulse control

v̂ = (τ̂1, τ̂2, . . . ; ζ̂1, ζ̂2, . . .)

inductively as follows:
Put τ̂0 = 0 and

τ̂k+1 = inf{t > τ̂k;Y(k)
t 6∈ D}, (2.13)

ζ̂k+1 = Rϕ
(
Y(k)
τ̂−k+1

)
, (2.14)

where Y(k)t is the result of applying the impulse controlv̂:= (τ̂1, . . . , τ̂k; ζ̂1, . . . , ζ̂k),
k = 1,2, . . ., to the process Yt . Suppose

τ̂ ∈ V (2.15)

Then

ϕ(y) = J v̂c (y) for all y. (2.16)

Hence

ϕ(y) = Vc(y) (defined by(1.8)) (2.17)

and therefore

v∗ = v̂ is optimal(i.e., satisfies(1.9)). (2.18)

A Special Case. We now apply this to a special case. The following impulse control
problem is related to the problems studied in [HST] and [V]. Whenλ = 0 this problem
was solved in Section 1 of [MR1].

If there are no interventions, we assume that the systemYt is given by

Yt = (s+ t, x + Bt ), t ≥ 0, (2.19)

whereBt is a one-dimensional Brownian motion starting at 0 (soYt starts aty = (s, x)).
If the impulse controlv = (τ1, τ2, . . . ; ζ1, ζ2, . . .) ∈ V is applied to{Yt }, it gets the form

Yv
t = (s+ t, Xv

t ), (2.20)
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where

Xv
t = x + Bt −

∑
τk≤t

ζk; 0≤ t < T∗ = ∞. (2.21)

We assume that the cost of applying the impulseζ ≥ 0 is given by

K (ζ ) = c+ λζ, (2.22)

wherec ≥ 0, λ ≥ 0 are constants. Assume that the cost rate is

f (r, ξ) = e−ρr ξ2. (2.23)

This leads to a total expected costJvc (s, x) given by

Jvc (s, x) = Es,x

[∫ ∞
0

e−ρ(s+t)(Xv
t )

2 dt +
∑

k

(c+ λ|ζk|)e−ρ(s+τk)

]
. (2.24)

Note that it is not optimal to moveXt downward if Xt is already below 0. Hence
it is enough to consider impulse controlsv = (τ1, τ2, . . . ; ζ1, ζ2, . . .) such thatζk ≤
x + Bτk −

∑k−1
j=1 ζ ; i.e.,

∑k
j=1 ζj ≤ x + Bτk . We let the family of suchv satisfying (1.5)

be our admissible familyV.

Problem 2.2 (Special Impulse Control Problem). LetJvc (s, x) be as in (2.24) and let
Xv

t be as in (2.21). For allc > 0 find the value functionVc(s, x) and the optimal impulse
controlv∗ = v∗c ∈ V such that

Vc(s, x) = inf
v∈V

Jvc (s, x) = Jv
∗

c (s, x). (2.25)

In order to solve this problem we make some guesses about the value function
Vc(s, x) and the continuation regionD given by (2.11). Then we verify that this is
indeed the solution by applying Theorem 2.1.

First, as a candidateϕ(s, x) = ϕc(s, x) for Vc(s, x) we try to put

ϕ(s, x) = e−ρsψ(x) (2.26)

and as a candidate for the continuation regionD we try

D = {(s, x); x < x1}, (2.27)

whereψ(x) andx1 ∈ R remain to be determined. With this choice ofϕ we get

Lϕ(s, x)+ f (s, x) = ∂ϕ

∂s
+ 1

2

∂2ϕ

∂x2
+ e−ρsx2

= e−ρs
(

1
2ψ
′′(x)− ρψ(x)+ x2

)
,

so (2.12) indicates that we chooseψ(x) in (−∞, x1) as a solutionh(x) of the equation

1
2h′′(x)− ρh(x)+ x2 = 0. (2.28)
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The general solution of (2.28) is

h(x) = C1e
√

2ρ x + C2e−
√

2ρ x + 1

ρ
x2+ 1

ρ2
, (2.29)

whereC1,C2 are arbitrary constants.
If we make no interventions, then the expected total cost is

J0(s, x) = Es,x

[∫ ∞
0

e−ρ(s+t)(Bx
t )

2 dt

]
= e−ρs

∫ ∞
0

e−ρt (x2+ t)dt

= e−ρs

(
1
ρ

x2+ 1

ρ2

)
.

Hence we must have

0≤ ψ(x) ≤ 1

ρ
x2+ 1

ρ2
for all x ≤ x1,

and comparing with (2.29) we see that the last inequality is only possible ifC2 ≤ 0. The
first inequality rules out thatC2 < 0. HenceC2 = 0. ThenC1 ≤ 0 and we put

ψ(x) = 1

ρ
x2+ 1

ρ2
− ae
√

2ρ x for x ≤ x1, (2.30)

wherea = −C1 ≥ 0. We guess thata > 0.
For x ≥ x1 we haveϕ(x) = Nϕ(x) and hence

ψ(x) = inf
ζ>0
{ψ(x − ζ )+ c+ λζ }. (2.31)

To find the minimum ofh(ζ ) := ψ(x − ζ ) + c+ λζ we look for ζ̂ = ζ̂ (x) such that
h′(ζ̂ ) = −ψ ′(x − ζ̂ )+ λ = 0, i.e.,

ψ ′(x0) = λ, (2.32)

where

x0 = x − ζ̂ (x). (2.33)

From (2.31) we get thatψ(x) = ψ(x − ζ̂ (x))+ c+ λζ̂ (x), i.e.,

ψ(x) = ψ(x0)+ c+ λ(x − x0) for x ≥ x1. (2.34)

In particular,

ψ ′(x1) = λ (2.35)

and

ψ(x1) = ψ(x0)+ c+ λ(x1− x0). (2.36)



364 B. Øksendal

To summarize we put

ψ(x) =


1

ρ
x2+ 1

ρ2
− ae
√

2ρ x for x ≤ x1,

ψ(x0)+ c+ λ(x − x0) for x ≥ x1,

(2.37)

wherex0, x1, anda are determined by (2.32), (2.35), and (2.36), i.e.,

a
√

2ρ e
√

2ρ x0 = 2

ρ
x0− λ, (2.38)

a
√

2ρ e
√

2ρ x1 = 2

ρ
x1− λ, (2.39)

ae
√

2ρ x1 − ae
√

2ρ x0 = 1

ρ
(x2

1 − x2
0)− c− λ(x1− x0), (2.40)′

where 0≤ x0 < x1 anda > 0.
Note that by subtracting (2.38) from (2.39) and rearranging we get

(x1− x0)(x1+ x0− 2x̂) = cρ, (2.40)

where

x̂ := ρx

2
+ 1√

2ρ
. (2.41)

To study the solutions of (2.38)–(2.40), we first consider the function

g(x) = ga(x) = a
√

2ρ e
√

2ρ x − 2

ρ
x + λ for fixed a > 0. (2.42)

Note that

g′(x) = 2ρae
√

2ρ x − 2

ρ
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so that

g′(x) = 0 ⇔ 2ρae
√

2ρ x = 2

ρ
, (2.43)

which has a unique solutionx = x = x(a).
Since

g′′(x) =
√

2ρ 2ρae
√

2ρ x > 0 for all x, (2.44)

we see thatx = x is a minimum point forg(x). Then note that from (2.43) we have

g(x ) < 0⇔ a
√

2ρ e
√

2ρ x − 2

ρ
x + λ < 0

⇔ 2

ρ
√

2ρ
− 2

ρ
x + λ < 0 ⇔ x >

ρλ

2
+ 1√

2ρ
= x̂. (2.45)

Equivalently, since by (2.43)

a = 1

ρ2
e−
√

2ρ x, (2.46)

we get thatg(x ) < 0 if and only ifa < A, where

A = 1

ρ2
exp

(
−1− λρ

√
2ρ

2

)
= 1

ρ2
exp(−

√
2ρ x̂). (2.47)

From this we conclude that (2.38) and (2.39) have exactly two solutionsx0 = x0(a) and
x1 = x1(a) such that

0< x0(a) < x(a) < x1(a)

if and only if 0< a < A.
From now on assume that 0< a < A. To study howx0 = x0(a) depends ona we

differentiate (2.38) with respect toa and get√
2ρ e
√

2ρ x0(a) + a2ρe
√

2ρ x0(a)x′0(a) =
2

ρ
x′0(a)
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or

x′0(a) =
√

2ρe
√

2ρ x0(a)

2/ρ − 2ρae
√

2ρ x0(a)
=
√

2ρ e
√

2ρ x0(a)

−g′(x0)
> 0. (2.48)

Similarly

x′1(a) =
√

2ρ e
√

2ρ x1(a)

2/ρ − 2ρae
√

2ρ x1(a)
=
√

2ρ e
√

2ρ x1(a)

−g′(x1)
< 0. (2.49)

Hencex0(a) decreases asa→ 0 and from (2.38) it follows that

lim
a→0

x0(a) = λρ

2
. (2.50)

On the other hand,x1(a) increasesasa→ 0 and from (2.39) it follows that

lim
a→0

x1(a) = lim
a→0

ae
√

2ρ x1(a) = ∞. (2.51)

If a→ A, thenx(a)→ ρλ/2+ 1/
√

2ρ by (2.45) and (2.47) and hence

ga(x(a)) =
√

2ρ

ρ2
− 2

ρ
x(a)+ λ→ 0,

while g′′a(x(a)) is bounded away from 0. Therefore

lim
a→A

x0(a) = lim
a→A

x1(a) = lim
a→A

x(a) = ρλ

2
+ 1√

2ρ
= x̂. (2.52)

Moreover, we claim that

x′0(a)+ x′1(a) < 0 for all a ∈ (0, A). (2.53)

To prove this we use (2.48), (2.49) and rewrite (2.53) as (withx0 = x0(a), x1 = x1(a))

e
√

2ρ x0

2/ρ − 2ρae
√

2ρ x0

<
e
√

2ρ x1

2ρae
√

2ρ x1 − 2/ρ
.

By (2.46) this inequality is equivalent to

e
√

2ρ x0(e
√

2ρ(x1−x) − 1) < e
√

2ρ x1(1− e
√

2ρ(x0−x))

or, by multiplying withe
√

2ρ(x−x0),

e
√

2ρ x(e
√

2ρ(x1−x) − 1) < e
√

2ρ x1(e
√

2ρ(x−x0) − 1). (2.54)

Sinceg′′′(x) = 4ρ2ae
√

2ρ x > 0 for all x we must have

x1− x < x − x0

and since we also havex < x1, we conclude that (2.54)—and hence (2.53)—holds.
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We have now proved the following:

Lemma 2.3. For all a ∈ (0, A) there exists a unique solution x0 = x0(a) < x1 = x1(a)
of (2.38)and(2.39).Moreover,

x′0(a) > 0, x′1(a) < 0, x′0(a)+ x′1(a) < 0, (2.55)

lim
a→0

x0(a) = λρ

2
, lim

a→0
x1(a) = ∞, (2.56)

lim
a→A

x0(a) = lim
a→A

x1(a) = x̂ = λρ

2
+ 1√

2ρ
. (2.57)

Accordingly,

λρ

2
< x0(a) < x̂ < x1(a) (2.58)

and

x0(a)+ x1(a) > 2x̂ for all a ∈ (0, A). (2.59)

Using this result we get the existence of a solutiona, x0, x1 of (2.38)–(2.40):

Lemma 2.4. For all c > 0 there exists a= a∗(c) ∈ (0, A) such that(2.40)holds. With
this choice of a= a∗ the triple a= a∗, x0 = x0(a∗), x1 = x1(a∗) is a solution of the
system(2.38)–(2.40).

Proof. Let L(a) = (x1(a)− x0(a))(x1(a) + x0(a)− 2x̂) denote the left-hand side of
(2.40). Then by Lemma 2.3 we have

lim
a→0

L(a) = ∞, lim
a→A

L(a) = 0.

Hence, for allc > 0 there existsa = a∗(c) such thatL(a) = cρ. Now use this value of
a in Lemma 2.3.

We can summarize this as follows:

Theorem 2.5. For c > 0 let a∗ = a∗(c), x0 = x0(a∗), and x1 = x1(a∗) be as in
Lemma2.4.Define

ϕc(s, x) = e−ρsψc(x) (2.60)

with

ψc(x) =


1

ρ
x2+ 1

ρ2
− a∗e

√
2ρ x for x ≤ x1(a∗),

ψ(x0(a∗))+ c+ λ(x − x0(a∗)) for x > x1(a∗).
(2.61)
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Thenϕc satisfies all the conditions of Theorem2.1.Henceϕc solves Problem2.2, i.e.,

ϕc(s, x) = Vc(s, x) defined in(2.25) (2.62)

and the following impulse controlv∗ = (τ ∗1 , τ ∗2 , . . . ; ζ ∗1 , ζ ∗2 , . . .) is optimal:
Setτ ∗0 = 0 and define inductively, as in(2.13),

τ ∗k+1 = inf{t > τ ∗k ; X(k)
t ≥ x1(a

∗)} (2.63)

and(from (2.33))

ζ ∗k+1 = ζ̂ (x1(a
∗)) = x1(a

∗)− x0(a
∗); k = 0,1,2, . . . . (2.64)

Remark. (a) Note that sinceζ ∗k+1 does not depend onk, we clearly have that

τ ∗k →∞ as k→∞

and thereforev∗ ∈ V.
(b) It follows from Theorem 2.5 thata∗ must be unique (and hencex0(a∗) and

x1(a∗)), because the correspondingϕc(y) is the (unique) value functionVc(y).

We proceed to study how the solution depends onc > 0. Let a = a(c), x0 =
x0(c), and x1 = x1(c) denote the unique solution we have found for (2.38)–(2.40).
Differentiating (2.38) and (2.39) with respect toc we get, witha′ = a′(c), x′0 = x′0(c),
andx′1 = x′1(c):

a′
√

2ρe
√

2ρ x0 + a2ρe
√

2ρ x0 · x′0 =
2

ρ
x′0, (2.65)

a′
√

2ρ e
√

2ρ x1 + a2ρe
√

2ρ x1 · x′1 =
2

ρ
x′1. (2.66)

Differentiating (2.40) with respect toc gives

(x′1− x′0)[x1+ x0− 2x̂] + (x1− x0)[x
′
1+ x′0] = ρ

or

(2x1− λρ)x′1 = (2x0− λρ)x′0+
2√
2ρ
(x′1− x′0)+ ρ. (2.67)

Now (2.65) and (2.66) can be written, using (2.38) and (2.39),

a′
√

2ρ e
√

2ρ x0 +
√

2ρ

(
2

ρ
x0− λ

)
x′0 =

2

ρ
x′0, (2.68)

a′
√

2ρ e
√

2ρ x1 +
√

2ρ

(
2

ρ
x1− λ

)
x′1 =

2

ρ
x′1. (2.69)

Subtracting (2.68) from (2.69) and using (2.67) we get

a′
√

2ρ(e
√

2ρ x1 − e
√

2ρ x0)+
√

2ρ

ρ

(
2√
2ρ
(x′1− x′0)+ ρ

)
= 2

ρ
(x′1− x′0)
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or

a′(c) = −(e
√

2ρ x1(c) − e
√

2ρ x0(c))−1 < 0. (2.70)

Combining (2.48) with (2.70) we get

x′0(c) =
dx0

dc
= dx0

da
· da

dc
< 0 (2.71)

and

x′1(c) =
dx1

dc
= dx1

da
· da

dc
> 0. (2.72)

We conclude from (2.70), (2.71), and (2.72) that

â:= lim
c→0

a(c), x̂0:= lim
c→0

x0(c), and x̂1:= lim
c→0

x1(c) (2.73)

exist. To find these limits, we note that they must solve the system (2.38)–(2.40) with
c = 0, i.e.,

â
√

2ρ e
√

2ρ x̂0 = 2

ρ
x̂0− λ, (2.74)

â
√

2ρ e
√

2ρ x̂1 = 2

ρ
x̂1− λ, (2.75)

(x̂1− x̂0)(x̂1+ x̂0− 2x̂) = 0. (2.76)

Clearly â ≤ A. Assumeâ < A. Then by Lemma 2.3 we must havex̂0 < x̂1 and
x̂0+ x̂1 > 2x̂. However, this contradicts (2.76). Henceâ = A and therefore

x̂0 = lim
a→A

x0(a) = x̂ and x̂1 = lim
a→A

x1(a) = x̂.

From (2.70) it follows thata′(c) → −∞ asc > 0+. Then by (2.71), (2.71) combined
with (2.48), (2.49) we see thatx′0(c)→−∞ andx′1(c)→∞ asc→ 0+.

We summarize this as follows:

Theorem 2.6. Let a(c), a0(c), and x1(c) be the solution given in Theorem2.5 of the
special impulse control problem(Problem2.2) for c > 0. Then

lim
c→0+

x0(c) = lim
c→0+

x1(c) = λρ

2
+ 1√

2ρ
=: x̂ (2.77)

and

lim
c→0+

a(c) = 1

ρ2
· exp(−

√
2ρ x̂) =: A. (2.78)

Moreover

a′(c) = −(e
√

2ρ x1(c) − e
√

2ρ x0(c))−1→−∞ as c→ 0+ (2.79)
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and

x′0(c)→−∞, x′1(c)→∞ as c→ 0+. (2.80)

Hence

lim
c→0+

Vc(s, x) = e−ρsψ0(x), (2.81)

where

ψ0(x) =


1

ρ
x2+ 1

ρ2
− Ae
√

2ρ x for x ≤ x̂,

ψ0(x̂)+ λ(x − x̂) for x > x̂.

(2.82)

Moreover,

lim
c→0+

d

dc
Vc(s, x) = ∞ for all s, x. (2.83)

3. The Singular Stochastic Control Problem

We now consider the casec = 0 only. As explained in the Introduction (see Problem 1.2)
there is a natural singular control problem interpretation of Problem 2.2, as follows:

Forγ ∈ 0 let the stateYγ
t of our system be given by

Yγ
t =

(
s+ t, x + Bt −

∫ t

0
dγr

)
; t ≥ 0. (3.1)

Assume that the cost of applying the controlγ ∈ 0 is given by

Jγ (y) = Jγ (s, x) = Es,x

∫ ∞
0

e−ρ(s+t)(Xγ
t )

2 dt + λ
∞∫

0

e−ρ(s+t) dγt

 , (3.2)

where

Xγ
t = x + Bt −

∫ t

0
dγr . (See (2.20)–(2.24).) (3.3)

This leads to the following problem:

Problem 3.1 (Special Singular Stochastic Control Problem whenc = 0). LetJγ (s, x)
be as in (3.2). Find the value functionW(s, x) and the optimal controlγ ∗ ∈ 0 such that

W(s, x) = inf
γ∈0

Jγ (s, x) = Jγ
∗
(s, x). (3.4)

We briefly recall the concept of areflectedIto diffusion:
Let Yt be an Ito diffusion inRn given by

dYt = b(Yt )dt + σ(Yt )d Bt ; t ≥ 0, Y0 = y ∈ Rn.
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Let D be a domain inRn whose boundary has a tangent at every point. For eachx ∈ ∂D
choose a vectorη(x) ∈ Rn pointing into D. Choosey ∈ D, the closure ofD. Then
consider the problem of finding a pair(Ŷt , ξt ) of continuous,Ft -adapted stochastic
processes with the following properties:

Ŷt ∈ D for all t ≥ 0, (3.5)

ξt is a nondecreasing process, increasing only whent ∈ 3:= {t; Ŷt ∈ ∂D}, (3.6)

3 = 3(ω) ⊂ [0,∞) has Lebesgue measure 0 for a.a.ω, (3.7)

and

dŶt = b(Ŷt )dt + σ(Ŷt )d Bt + η(Ŷt )dξt , t ≥ 0, (3.8)

Ŷ0 = y ∈ D and ξ0 = 0. (3.9)

Equations (3.8)–(3.9) (with the conditions (3.5)–(3.7)) are called aSkorohodstochastic
differential equation. If it has a unique solution, then̂Yt is called thereflectionof Yt at
∂D (in the direction of the vector fieldsη(x), x ∈ ∂D) andξt is calledthe local time of
Yt at ∂D. For more information see [F] and the references therein.

In the special case whenYt = Zt is a constantσ times a Brownian motion plus a
constant drift inR andD has the formD = (−∞, x∗), then there is a simple construction
of the reflected procesŝZt , which in this case is called thedownward reflectionof Zt at
x∗. In fact, Ẑt is given by

Ẑt = Zt − ξt ,

where

ξt := sup
s≤t
(Zs − x∗)+

is the local time of{Zt } at x∗. This is due to Skorohod (see, e.g., p. 222 of [RY]). Here
we have used the standard notationy+ = max(y,0).

The pair(Ẑt , ξt ) satisfies all the requirements above, except possibly (3.7). Ifσ

nonzero, it also satisfies (3.7). However, (3.7) is not needed in the result below.
Analogous to the quasi-variational inequality verification result for impulse control

(Theorem 2.1) there is a variational inequality verification result for singular stochastic
control. The following formulation is sufficient for our purposes.

Note that it is not optimal to moveXt downward if Xt is already below 0. Hence
we have

W(s, x):= inf
γ∈0

Jγ (s, x) = inf
γ∈00

Jγ (s, x),

where

00 = {γ ∈ 0; γt increases only whenXt ≥ 0}.
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Theorem 3.2 [LØ] (Sufficient Variational Inequalities for the Singular Stochastic Con-
trol Problem). Suppose we can findϕ ∈ C2(R2), ϕ ≥ 0, such that

∂ϕ

∂x
≤ λe−ρt everywhere, (3.10)

∂ϕ

∂t
+ 1

2

∂2ϕ

∂x2
+ e−ρt x2 ≥ 0 everywhere, (3.11)

and

lim
R→∞

Es,x[ϕ(TR, Xγ

TR
)] = 0 for all γ ∈ 00, (3.12)

where

TR = R∧ inf{t > 0; |Xγ
t | ≥ R}.

Then

ϕ(t, x) ≤ W(t, x). (3.13)

Now define thenonintervention region

D =
{
(t, x); ∂ϕ

∂x
< λe−ρt

}
. (3.14)

Assume that

D = {(t, x); x < x∗} for some x∗ ∈ R (3.15)

and that

∂ϕ

∂t
+ 1

2

∂2ϕ

∂x2
+ e−ρt x2 = 0 inD. (3.16)

Let X0
t = x + Bt (corresponding toγ = 0 in (3.3)).Define the following control

γ̂ ∈ 00:

γ̂t =
{
(x − x∗)+ for t = 0,
ξt for t > 0,

(3.17)

where

ξt = sup
s≤t
(X0

s − x∗)+. (3.18)

Then

ϕ(t, x) = W(t, x) (3.19)

and

γ ∗ = γ̂ is optimal. (3.20)
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The proof of Theorem 3.2 is similar to the proof of Theorem 3.3 in [LØ] and is
omitted.

Note that the first statement of the following theorem is just a special case of a result
in [MR1] (see (1.20)).

Theorem 3.3. With Vc(s, x) as in Theorem2.6 for c > 0 and W as in Problem3.1we
have

lim
c→0+

Vc(s, x) = W(s, x).

Moreover, the optimal singular stochastic controlγ ∗ ∈ 0 for Problem3.1coincides with
the local timeξt at x = x̂ wherêx is as in Theorem2.6, i.e.,

x̂ = λρ

2
+ 1√

2ρ
= lim

c→0+
x0(c) = lim

c→0+
x1(c), (3.21)

corresponding to an optimal state process Yγ ∗
t being thedownward reflectionof the

process Y0t = (s+ t, X0
t ) at ∂D = {(t, x); x = x̂}.

Proof. We verify thatϕ(s, x) = e−ρsψ0(x) with ψ0 given by (2.82) satisfies the re-
quirements of Theorem 3.2. By (2.82) it suffices to verify thatψ0(x) ∈ C2(R) and that
the following hold:

ψ ′0(x) ≤ λ everywhere, (3.22)

−ρψ0(x)+ 1
2ψ
′′
0 (x)+ x2 ≥ 0 everywhere, (3.23)

D:= {(t, x);ψ ′0(x) < λ} = {(t, x); x < x̂}, (3.24)

−ρψ0(x)+ 1
2ψ
′′
0 (x)+ x2 = 0 for x < x̂. (3.25)

Moreover, we must check that (3.12) holds, i.e.,

lim
R→∞

Es,x[e−ρTRψ0(X
γ

TR
)] = 0 for all γ ∈ 00. (3.26)

To check thatψ0 ∈ C2(R) we first note that

d

dx

(
1

ρ
x2+ 1

ρ2
− Ae
√

2ρ x

)
= 2

ρ
x − A

√
2ρ e
√

2ρ x = λ

for x = x̂ by (2.74) and (2.77). Since(d/dx)(ψ0(x̂) + λ(x − x̂)) = λ also, we have



374 B. Øksendal

ψ0 ∈ C1(R). Next, since

d2

dx2

(
1

ρ
x2+ 1

ρ2
− Ae
√

2ρ x

)
= 2

ρ
− 2ρ Ae

√
2ρ x

= 2

ρ
− 2ρ · 1

ρ2
exp(

√
2ρ(x − x̂)) = 0 for x = x̂, (3.27)

we conclude thatψ0 ∈ C2(R).
For x ≥ x̂ we haveψ ′0(x) = λ, while for x < x̂ we have

ψ ′0(x) =
2

ρ
x − A

√
2ρ e
√

2ρ x < λ

becauseψ ′′0 (x) > 0 for x < x̂ by (3.27). Hence (3.22) holds. Moreover,

D = {x;ψ ′0(x) < λ} = {x; x < x̂}.

To verify (3.23) we first show that the functionh(x) defined by

h(x) := −ρ(ψ0(x̂)+ λ(x − x̂))+ 1
2(ψ0(x̂)+ λ(x − x̂))′′ + x2

= −ρψ0(x̂)− ρλ(x − x̂)+ x2

satisfies

h(x) ≥ 0 for x ≥ x̂. (3.28)

Sinceh′(x) = −ρλ+2x > 0 for x > ρλ/2 andx̂ = ρλ/2+1/
√

2ρ > λρ/2, it suffices
to verify (3.27) forx = x̂, i.e., to verify that

−ρψ0(x̂)+ x̂2 ≥ 0. (3.29)

By (2.82) we have

−ρψ0(x̂)+ x̂2 = ρAe
√

2ρ x̂ − 1

ρ
= 0.

To verify (3.25), and thereby also completing the verification of (3.23), we note that for
x < x̂ we have

−ρψ0(x)+ 1
2ψ
′′
0 (x)+ x2 = 0

by (2.82) and (2.28).
Finally we note that (3.26) clearly holds, because ifγ ∈ 00, then

ψ0(X
γ
t ) ≤

1

ρ
B2

t + C,

for some constantC not depending ont . That completes the proof of Theorem 3.3.
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Summary

We have studied an impulse control problem and found its value functionVc for all
positive intervention costsc. Then we have shown that

lim
c→0+

d

dc
Vc = ∞,

which implies that increasing the intervention cost fromc = 0 to a positivec, albeit
small, can have a big effect on the value function for the problem.
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