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Abstract
We establish existence of nearly-optimal controls, conditions for existence of an
optimal control and a saddle-point for respectively a control problem and zero-sumdif-
ferential game associated with payoff functionals of mean-field type, under dynamics
driven by weak solutions of stochastic differential equations of mean-field type.
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1 Introduction

In this work we investigate existence of an optimal control and a saddle-point for
a zero-sum game associated with a payoff functional of mean-field type, under a
dynamics driven by the weak solution of a stochastic differential equation (SDE) also
of mean-field type. The obtained results extend in a natural way those obtained in [17]
for standard payoffs associated with standard diffusion processes.

Given a control process u := (ut )t≤T with values in some compact metric space
U , the controlled SDE of mean-field type we consider in this paper is of the following
functional form:

dxt = f (t, x., P
u ◦ x−1

t , ut )dt + σ(t, x.)dW
Pu

t , x0 = x ∈ R
d , (1.1)
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i.e. f depends on the whole path x. and Pu ◦ x−1
t and σ depends on x. (this feature can

be improved substantially, see Remark 3.2), the marginal probability distribution of
xt under the probability measure Pu , and where WPu

is a standard Brownian motion
under Pu .

The payoff functional J (u), u ∈ U , associated with the controlled SDE is of the
form

J (u) := Eu
[∫ T

0
h

(
t, x., P

u ◦ x−1
t , ut

)
dt + g

(
xT , Pu ◦ x−1

T

)]
,

where Eu denotes the expectation w.r.t. Pu .
As an example, the functions f , g and h can have the following forms

f (t, x., E
u[ϕ1(xt )], u), g(x, Eu[ϕ2(xT )]) and h(t, x., E

u[ϕ3(xt )], u)

where ϕi , i = 1, 2, 3, are bounded Borel-measurable functions.
Taking h = 0 and g(x, y) = ϕ2(x)2 − y2, the cost functional reduces to the variance,
J (u) = Eu[ϕ2(xT )2]) − (Eu[ϕ2(xT )])2 = VarPu [ϕ2(xT )].

While controlling a strong solution of an SDE means controlling the process xu

defined on a given probability space (�,F ,F,P) on which a Brownian motion W
is defined exists and F is its natural filtration, controlling a weak solution of an SDE
boils down to controlling the Girsanov density process Lu := dPu/dP of Pu w.r.t.
a reference probability measure P on � such that (�,P) carries a Brownian motion
W and such that the coordinates process xt is the unique solution of the following
stochastic differential equation:

dxt = σ(t, x.)dWt , x0 = x.

Integrating by parts, the payoff functional can be expressed in terms of Lu as follows

J (u) = E

[∫ T

0
Lu
t h

(
t, x., P

u ◦ x−1
t , ut

)
dt + Lu

T g
(
xT , Pu ◦ x−1

T

)]
,

where E denotes the expectation w.r.t. P. For this reason, we do not include a control
parameter in the diffusion term σ .

In the first part of this paper we establish conditions for existence of an optimal
control associated with J (u): find a stochastic process u∗ with values in U such that

J (u∗) = min
u∈U

J (u).

Optimal control of SDEs of mean-field type is also known as McKean–Vlasov type
optimal control or simply optimal control of nonlinear diffusion; see e.g. the recent
books [3] and [5] and the references therein.

The recent paper by Carmona and Lacker [6] discusses a similar problem but in the
so-called mean-field game setting (where they further consider the marginal laws of
the control process, i.e., Pu ◦ u−1

t ) which has the following structure (cf. [6]):
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(1) Fix a probability measure μ on the path space and a flow ν : t �→ νt of measures
on the control space;

(2) Standard optimization: With μ and ν frozen, solve the standard optimal control
problem:

{
infu Eu

[∫ T
0 h(t, x., μ, ν, ut )dt + g(xT , μ)

]
,

dxt = f (t, x., μ, ut )dt + σ(t, x.)dW Pu

t , x0 = x ∈ R
d ,

(1.2)

i.e. find an optimal control u, inject it into the dynamics of (1.2), and find the
law �x (μ, ν) of the optimally controlled state process and the flow �u(μ, ν) of
marginal laws of the optimal control process;

(3) Matching: Find a fixed point μ = �x (μ, ν), ν = �u(μ, ν).

To perform the matching step (3), the authors of [6] are led to impose more or less
stringent assumptions which in turn narrow the scope of the applicability of their
framework. This is mainly due to the fact that the functional which is supposed to
provide the optimal control is rather irregular. Overall, to show existence of a fixed
point is not an easy task and cannot work in broader frameworks. For an in-depth
comparison between the mean-field games approach and optimal control of strong
solutions of SDEs of mean-field type see [3], [7], and the references therein. In the
recent paper [1] the authors derive a non-linear Feynman–Kac representation for the
value function associated with an optimal control related to such SDEs. However they
do not address the problem of existence of optimal or even ε-optimal controls.

In this paper we use another approach which in a way addresses the full control
problemwhere themarginal law changeswith the control process and is not frozen as in
themean-field game approach. Our strategy goes as follows: By a fixed point argument
we first show that for any admissible control u there exists a unique probability Pu

under which the SDE

dxt = f (t, x., P
u ◦ x−1

t , ut )dt + σ(t, x.)dW
Pu

t , x0 = x ∈ R
d ,

has a weak solution, where WPu
is a Brownian motion under Pu . Moreover, the

mapping which to u associates Pu is continuous. Therefore, the mean-field terms
which appear in the drift of the above equation and in the payoff functional J (u)

are treated as continuous functions of u. Using this point of view, which avoids the
irregularity issues encountered in [6],we suggest conditions for existence of an optimal
control using backward stochastic differential equations (BSDEs) in a similar fashion
to the standard control problems, i.e. without mean-field terms. Indeed, if (Yu, Zu) is
the solution of the BSDEs associated with the driver (Hamiltonian) H(t, x., z, u) :=
h(t, x., Pu ◦ x−1

t , ut ) + z · σ−1(t, x.) f (t, x., Pu ◦ x−1
t , ut ) and the terminal value

g(xT , Pu ◦ x−1
T ), we have Yu

0 = J (u). Moreover, the unique solution (Y ∗, Z∗) of the
BSDE associated with

H∗(t, x., z) := ess inf
u∈U

H(t, x., z, u), g∗(x.) := ess inf
u∈U

g(xT , Pu ◦ x−1
T )
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satisfies, under appropriate assumptions, Y ∗(t) = ess inf
u∈U

Yu(t). In particular if g

does not depend on the mean-field term this equality holds. The use of the essential
infimum over the whole set of admissible controls U instead of the infimum of the
Hamiltonian H over the setU of actions (as is the case for the standard control problem,
as discussed, e.g. in [17]) is simply due to the fact that themean-field coupling Pu◦x−1

t
involves the whole path of the control u over [0, t] and not only ut . This nonlocal
feature of the dependence of H on the control does not seem covered by the powerful
Benes’ type ‘progressively’ measurable selection, frequently used in standard control
problems. Thus, if there exists u∗ ∈ U such that H∗(t, x., z) = H(t, x., z, u∗) and
g∗(x.) = g(xT , Pu∗ ◦ x−1

T ), then u∗ is an optimal control for J (u). We don’t know of
any suitable measurable selection theorem that would guarantee existence of u∗. At
the end of this section, by using Ekeland’s variational principle, we show the existence
of a near-optimal control. Finally, we suggest some particular cases where an optimal
control exists.

The zero-sum game we consider is between two players with controls u and v

valued in some compact metric spaces U and V , respectively. The dynamics and the
payoff function associated with the game are both of mean-field type and are given by

dxt = f

(
t, x., P

u,v ◦ x−1
t , ut , vt

)
dt + σ(t, x.)dW

Pu,v

t , x0 = x ∈ R
d , (1.3)

and

J (u, v) := Eu,v

[∫ T

0
h

(
t, x., P

u,v ◦ x−1
t , ut , vt

)
dt + g

(
xT , Pu,v ◦ x−1

T

)]
,

where Pu,v ◦ x−1
t is the marginal probability distribution of xt under the probability

measure Pu,v ,WPu,v
is a standard Brownian motion under Pu,v and Eu,v denotes the

expectation w.r.t. Pu,v .
In the zero-sum game, the first player (with control u) wants to minimize the payoff

J (u, v) while the second player (with control v) wants to maximize it. The zero-sum
game boils down to investigating the existence of a saddle point for the game, i.e. to
show existence of a pair (u∗, v∗) of controls such that

J (u∗, v) ≤ J (u∗, v∗) ≤ J (u, v∗),

for each (u, v) with values in U × V .
This framework of games is symmetric in the sense that two players are allowed

to use arbitrary adapted controls. Its introduction goes back to the eighties (see e.g.
[8,9,16,17]). Moreover, these controls are somehow of feedback form since, in the
canonical space, for any control (ut )0≤t≤T (resp. (vt )0≤t≤T ) there exists a measurable
function ū (resp. v̄) such that ut = ū(t, x.) (resp. vt = v̄(t, x.)). This framework is not
the same as the one, e.g. in [4,15], where the zero-sum game is formulated so that the
first player uses controls while the second one strategies which in a way are responses,
making the game nonsymmetric.
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By using the same approach as in the control framework, we show that the game
has a saddle-point. The recent paper by Li and Min [21] deals with the same zero-
sum game for weak solutions of SDEs of the form (1.1), where they apply a similar
‘matching argument’ approach as [6]. However, due to the irregularity of the func-
tional which provides the fixed point, they could only show existence of a so-called
generalized saddle-point, i.e. of a pair of controls (u∗, v∗) which satisfies (see, for
instance, Theorem 5.6 in [21])

J (u∗, v) − Cψ(v, v∗) ≤ J (u∗, v∗) ≤ J (u, v∗) + Cψ(u, u∗),

where ψ(u, ū) := (E[∫ T
0 d2(us .ūs)ds])1/4 and C is a positive constant depending

only on f and h.
Instead of the Wasserstein metric which is by now standard in the literature dealing

with mean-field models, because it is designed to guarantee weak convergence of
probability measures and convergence of finite moments, in this paper we have chosen
to use the total variation as a metric between two probability measures, although it
does not guarantee existence of finite moments, simply due to its relationship to the
Hellinger distance thanks to the celebrated Csiszár–Kullback–Pinsker inequality (see
the bound (4.22), Theorem V.4.21 in [19]) which gives a simple and direct proof of
existence of a unique probability Pu (resp. Pu,v) under which the SDE (1.1) (resp.
(1.3)) has a weak solution.

The paper is organized as follows. In Sect. 3, we account for existence and unique-
ness of the weak solution of the SDE of mean-field type. In Sect. 4, we provide
conditions for existence of an optimal control and prove existence of nearly-optimal
controls. Finally, in Sect. 5, we investigate existence of a saddle point for a two-persons
zero-sum game.

2 Preliminaries

Let � := C([0, T ];Rd) be the space of Rd -valued continuous functions on [0, T ]
endowed with the metric of uniform convergence on [0, T ]; |w|t := sup0≤s≤t |ws |,
for 0 ≤ t ≤ T . Denote byF the Borel σ -field over�. Given t ∈ [0, T ] and ω ∈ �, let
x(t, ω) be the position in Rd of ω at time t . Denote by F0

t := σ(xs, s ≤ t), 0 ≤ t ≤
T , the filtration generated by x . Below, C denotes a generic positive constant which
may change from one line to another.

Let σ be a function from [0, T ] × � into Rd×d such that

(A1) σ is F0
t -progressively measurable ;

(A2) There exists a constant C > 0 such that

(a) For every t ∈ [0, T ] and w, w̄ ∈ �, |σ(t, w) − σ(t, w̄)| ≤ C |w − w̄|t .
(b) σ is invertible and its inverse σ−1 satisfies |σ−1(t, w)| ≤ C(1 + |w|αt ), for

some constant α ≥ 0.
(c) For every t ∈ [0, T ] and w ∈ �, |σ(t, w)| ≤ C(1 + |w|t ).
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Let P be a probability measure on � such that (�,P) carries a Brownian motion
(Wt )0≤t≤T and such that the coordinates process (xt )0≤t≤T is the unique solution of
the following stochastic differential equation:

dxt = σ(t, x.)dWt , x0 = x ∈ R
d . (2.1)

Such a triplet (P,W , x) exists due to Proposition 4.6 in [20, p. 315] since σ satisfies
(A2). Moreover, for every p ≥ 2,

EP[|x |pT ] ≤ Cp, (2.2)

where Cp depends only on p, T , the initial value x and the linear growth constant of
σ (see [20, p. 306]). Again, since σ satisfies (A2),F0

t is the same as σ {Ws, s ≤ t}, for
any t ≤ T , since dWt = σ−1(t, x.)dxt . We denote by F := (Ft )0≤t≤T the completion
of (F0

t )t≤T with the P-null sets of �.
Let P(Rd) denote the set of probability measures on Rd and P2(R

d) the subset of
measures ν with finite second moment:

∫
Rd

|y|2ν(dy) < +∞.

For μ, ν ∈ P(Rd), the total variation distance is defined by the formula

d(μ, ν) = 2 sup
B∈B(Rd )

|μ(B) − ν(B)|. (2.3)

Furthermore, let P(�) be the space of probability measures P on � and Pp(�), p ≥
1, be the subspace of probability measures such that

‖P‖p
p :=

∫
�

|w|pT P(dw) = EP[|x |pT ] < +∞,

where |x |t := sup0≤s≤t |xs |, 0 ≤ t ≤ T .
Define on F the total variation metric

d(P, Q) := 2 sup
A∈F

|P(A) − Q(A)|, P, Q ∈ P(�). (2.4)

Similarly, on the filtration F, we define the total variation metric between two proba-
bility measures P and Q as

Dt (P, Q) := 2 sup
A∈Ft

|P(A) − Q(A)|, 0 ≤ t ≤ T . (2.5)

It satisfies
Ds(P, Q) ≤ Dt (P, Q), 0 ≤ s ≤ t . (2.6)

123



Applied Mathematics & Optimization (2020) 81:933–960 939

For P, Q ∈ P(�) with time marginals Pt := P ◦ x−1
t and Qt := Q ◦ x−1

t , the total
variation distance between Pt and Qt satisfies

d(Pt , Qt ) ≤ Dt (P, Q), 0 ≤ t ≤ T . (2.7)

Indeed, we have

d(Pt , Qt ) := 2 supB∈B(Rd ) |Pt (B) − Qt (B)|
= 2 supB∈B(Rd ) |P(x−1

t (B)) − Q(x−1
t (B))|

≤ 2 supA∈Ft
|P(A) − Q(A)| = Dt (P, Q).

Endowed with the total variation metric DT on (�,FT ),P(�) is a complete metric
space. For the sake of completeness, a proof is displayed in the Appendix. Moreover,
by the Portmanteau Theorem, DT carries out the usual topology of weak convergence.

3 Diffusion Process of Mean-Field Type

Hereafter, a process θ from [0, T ] × � into a measurable space is said to be pro-
gressively measurable if it is progressively measurable w.r.t. F. Let S2

T be the set of
F-progressively measurable continuous processes (ζt )t≤T such thatE[supt≤T |ζt |2] <

∞ and finally letH2
T be the set of F-progressively measurable processes (θt )t≤T such

that E[∫ T
0 |θs |2ds] < ∞.

Let b be a measurable function from [0, T ] × � × P(Rd) into R
d such that

(A3) For every Q ∈ P(�), the process ((b(t, x., Q ◦ x−1
t ))t≤T is progressively

measurable.
(A4) For every t ∈ [0, T ], w ∈ � and μ, ν ∈ P(Rd),

|b(t, w,μ) − b(t, w, ν)| ≤ Cd(μ, ν).

(A5) For every t ∈ [0, T ], w ∈ � and μ ∈ P(Rd),

|b(t, w,μ)| ≤ C(1 + |w|t ).

Next, for Q ∈ P(�), let PQ be the measure on (�,F) defined by

dPQ := LQ
T dP (3.1)

with

LQ
t := Et

(∫ ·

0
σ−1(s, x·)b(s, x·, Q ◦ x−1

s )dWs

)
, 0 ≤ t ≤ T , (3.2)

where, for any (F,P)-continuous local martingaleM = (Mt )0≤t≤T , E(M) denotes the
Doleans exponential, i.e., E(M) := (expMt − 1

2 〈M〉t )0≤t≤T . Thanks to assumptions
(A2) and (A5), PQ is a probability measure on (�,F). A proof of this fact follows
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the same lines of the proof of Proposition A.1 in [12]. Hence, in view of Girsanov’s
theorem, the process (WQ

t , 0 ≤ t ≤ T ) defined by

WQ
t := Wt −

∫ t

0
σ−1(s, x.)b(s, x., Q ◦ x−1

s )ds, 0 ≤ t ≤ T ,

is an (F, PQ)-Brownian motion. Furthermore, under PQ ,

dxt = b(t, x., Q ◦ x−1
t )dt + σ(t, x.)dW

Q
t , x0 = x ∈ R

d . (3.3)

Now, in view of (A2) and (A5), the Hölder and Burkholder–Davis–Gundy inequalities
yield, for every p ≥ 2,

‖PQ‖p
p = EPQ

[|x |pT ] ≤ Cp

(
1 + EPQ

[∫ T

0
|x |pt dt

])
.

where the constant Cp depends only on p, T , x and the linear growth constants of b
and σ . By Gronwall’s inequality, we obtain

EPQ [|x |pT ] ≤ Cp < +∞. (3.4)

Next, we will show that there is Q̄ such that P Q̄ = Q̄, i.e., Q̄ is a fixed point.
Moreover, Q̄ has a finite moment of any order p ≥ 2.

Theorem 3.1 The map

� : P(�) −→ P(�)

Q �→ �(Q) := PQ; dPQ := LQ
T dP

admits a unique fixed point.
Moreover, for every p ≥ 2, the fixed point, denoted Q̄, belongs to Pp(�), i.e.

EQ̄[|x |pT ] ≤ Cp < +∞, (3.5)

where the constant Cp depends only on p, T , x and the linear growth constants of b
and σ .

Proof We show the contraction property of the map � in the complete metric space
P(�), endowed with the total variation distance DT . To this end, given Q, Q̂ ∈ P(�),
we use an estimate of the total variation distance DT (�(Q),�(Q̂)) in terms of a
version of the Hellinger process associated with the coordinate process x under the
probability measures �(Q) and �(Q̂), respectively. Indeed, since by (3.3),

⎧⎪⎨
⎪⎩
under �(Q), dxt = b(t, x., Qt )dt + σ(t, x.)dW

Q
t , x0 = x ∈ R

d ,

under �(Q̂), dxt = b(t, x., Q̂t )dt + σ(t, x.)dW
Q̂
t , x0 = x ∈ R

d ,
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in view of Theorem IV.1.33 in [19], a version of the associated Hellinger process is


T := 1

8

∫ T

0
�bt (Q, Q̂)†a−1

t �bt (Q, Q̂)dt, (3.6)

where
�bt (Q, Q̂) := b(t, x., Qt ) − b(t, x., Q̂t )

and at := (σσ †)(t, x.) and M† denotes the transpose of the matrix M . We may use
the estimate (4.22) of Theorem V.4.21 in [19], to obtain

DT (�(Q),�(Q̂)) ≤ 4
√
E�(Q) [
T ]. (3.7)

By (A2), (A4) and (3.4), we have

E�(Q)

[
�bt (Q, Q̂)†a−1

t �bt (Q, Q̂)
]

≤ Cd2(Qt , Q̂t ) ≤ CD2
t (Q, Q̂),

which together with (3.7) yield

D2
T (�(Q),�(Q̂)) ≤ C

∫ T

0
D2
t (Q, Q̂)dt . (3.8)

Iterating this inequality, we obtain, for every N > 0,

D2
T (�N (Q),�N (Q̂)) ≤ CN

∫ T

0

(T − t)N−1

(N − 1)! D2
t (Q, Q̂)dt ≤ CNT N

N ! D2
T (Q, Q̂),

where �N denotes the N -fold composition of the map �. Hence, for N large enough,
�N is a contraction which entails that � admits a unique fixed point.

Let Q̄ be such a fixed point for the map �. Thus, under Q̄,

dxt = b(t, x., Q̄t )dt + σ(t, x.)dW
Q̄, x0 = x ∈ R

d ,

where Q̄t := Q̄ ◦ x−1
t . In view of assumptions (A2) and (A5), the Hölder and

Burkholder–Davis–Gundy inequalities yield

‖Q̄‖p
p = EQ̄

[|x |pT ] ≤ Cp

(
1 + EQ̄

[∫ T

0
|x |pt dt

])
.

By Gronwall’s inequality, we obtain (3.5), i.e.

EQ̄[|x |pT ] ≤ Cp < +∞.


�
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Remark 3.2 The dependence of the drift bwith respect to the lawof xt under Q, i.e., Q◦
x−1
t can be relaxed substantially sincewe can replace this latter by Q◦φ(t, x)−1 where

φ(t, x) is an adapted process. For example one can choose φ(t, x) = sup0≤s≤t xs . The
main point is that the inequality (2.7) holds for a general adapted process φ(t, x). 
�

4 Optimal Control of the Diffusion Process of Mean-Field Type

Let (U , δ) be a compact metric space with its Borel σ -field B(U ) and U the set of
F-progressively measurable processes u = (ut )t≤T with values in U . We call U the
set of admissible controls.

Next let f and h be two measurable function from [0, T ] × � × P(Rd) × U into
R
d and R, respectively, and g be a measurable functions from R

d × P(Rd) into R

such that

(B1) For any u ∈ U and Q ∈ P(�), the processes ( f (t, x., Q ◦ x−1
t , ut ))t and

(h(t, x., Q◦x−1
t , ut ))t are progressivelymeasurable.Moreover, g(xT , Q◦x−1

T )

is FT -measurable.
(B2) For every t ∈ [0, T ], w ∈ �, u, v ∈ U and μ, ν ∈ P(Rd),

|φ(t, w,μ, u) − φ(t, w, ν, v)| ≤ C(d(μ, ν) + δ(u, v)).

for φ ∈ { f , h}.
For every w ∈ � and μ, ν ∈ P(Rd),

|g(w,μ) − g(w, ν)| ≤ Cd(μ, ν).

(B3) For every t ∈ [0, T ], w ∈ �, μ ∈ P(Rd) and u ∈ U ,

| f (t, w,μ, u)| ≤ C(1 + |w|t ).

(B4) h and g are uniformly bounded.

For u ∈ U , let Pu be the probability measure on (�,F) which is a fixed point of
�u defined in the same way as in Theorem (3.1) except that the drift term b(·) depends
moreover on u but this does not rise a major issue. Thus we have

dPu := Lu
T dP, (4.1)

where

Lu
t := Et

(∫ ·

0
σ−1(s, x.) f (s, x., P

u ◦ x−1
s , us)dWs

)
, 0 ≤ t ≤ T . (4.2)

By Girsanov’s theorem, the process (Wu
t , 0 ≤ t ≤ T ) defined by

Wu
t := Wt −

∫ t

0
σ−1(s, x.) f (s, x., P

u ◦ x−1
s , us)ds, 0 ≤ t ≤ T ,
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is an (F, Pu)-Brownian motion. Moreover, under Pu ,

dxt = f (t, x, Pu ◦ x−1
t , ut )dt + σ(t, x)dWu

t , x0 = x ∈ R
d . (4.3)

Let Eu denote the expectation w.r.t. Pu . In view of (3.5), we have, for every u ∈ U ,

∀p ≥ 2, ‖Pu‖p
p = Eu[|xT |p] ≤ C < ∞, (4.4)

where the constant C depends only on T , x and the linear growth constants of f and
σ .

We also have the following estimate of the total variation between Pu and Pv .

Lemma 4.1 For every u, v ∈ U , it holds that

D2
T (Pu, Pv) ≤ CEu

[∫ T

0
δ2(ut , vt )dt

]
. (4.5)

In particular, the function u �→ Pu from U into P(�) is Lipschitz continuous: for
every u, v ∈ U,

DT (Pu, Pv) ≤ Cδ(u, v). (4.6)

Proof Using a similar estimate as (3.7), we have

DT (Pu, Pv) ≤ 4

√
Eu

[

̃
u,v
T

]
, (4.7)

where 
̃ is the following version of the Hellinger process associated with Pu and Pv:


̃T := 1

8

∫ T

0
� ft (u, v)†a−1

t � ft (u, v)dt,

where

� ft (u, v) := f (t, x., P
u ◦ x−1

t , ut ) − f (t, x., P
v ◦ x−1

t , vt ).

Using (A2) and (B2), we obtain

� ft (u, v)†a−1
t � ft (u, v) ≤ C(1 + |x |2αt )(d2(Pu ◦ x−1

t , Pv ◦ x−1
t ) + δ2(ut , vt ))

≤ C(1 + |x |2αt )(D2
t (P

u, Pv) + δ2(ut , vt )).

Hence, in view of (4.7), Gronwall’s inequality yields

D2
T (Pu, Pv) ≤ CEu

[∫ T

0
δ2(ut , vt )dt

]
.

Inequality (4.6) follows from (4.5) by letting ut ≡ u ∈ U and vt ≡ v ∈ U .
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The cost functional J (u), u ∈ U , associated with the controlled SDE (4.3) is

J (u) := Eu
[∫ T

0
h(t, x., P

u ◦ x−1
t , ut )dt + g(xT , Pu ◦ x−1

T )

]
, (4.8)

where h and g satisfy (B1)–(B4) above.
Any u∗ ∈ U satisfying

J (u∗) = min
u∈U

J (u) (4.9)

is called optimal control. The corresponding optimal dynamics is given by the proba-
bility measure P∗ on (�,F) defined by

dP∗ = E
(∫ ·

0
σ−1(s, x.) f (s, x., P

∗ ◦ x−1
s , u∗

s )dWs

)
dP, (4.10)

under which

dxt = f (t, x, P∗ ◦ x−1
t , u∗

t )dt + σ(t, x)dWu∗
t , x0 = x ∈ R

d . (4.11)

We want to find such an optimal control and characterize the optimal cost functional
J (u∗).

For (t, w,μ, z, u) ∈ [0, T ]×�×P(Rd)×R
d ×U we introduce the Hamiltonian

associated with the optimal control problem (4.3) and (4.8)

H(t, w,μ, z, u) := h(t, w,μ, u) + z · σ−1(t, w) f (t, w,μ, u). (4.12)

The function H enjoys the following properties.

Lemma 4.2 Assume that (A1), (A2), (B1) and (B2) hold. Then, the function H satisfies

|H(t, w,μ, p, u) − H(t, w, ν, p, v)| ≤ C(1 + |w|αt ))(1 + |p|)(d(μ, ν) + δ(u, v)).

(4.13)

Assume further that (B3) holds. Then H satisfies the (stochastic) Lipschitz condition

|H(t, w,μ, z, u) − H(t, w,μ, z′, u)| ≤ C(1 + |w|1+α
t )|z − z′|. (4.14)

Proof Inequality (4.13) is a consequence of (A2) and (B2). Assume further that (B3)
is satisfied. Then (4.14) is also satisfied since f and σ−1 are of polynomial growth in
w. 
�

Next, we show that the payoff functional J (u), u ∈ U , can be expressed in terms of
solutions of linear BSDEs.
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Proposition 4.3 Assume that (A1), (A2), (B1), (B2), (B3) and (B4) are satisfied. Then,
for every u ∈ U , there exists a unique F-progressively measurable process (Yu, Zu) ∈
S2
T × H2

T such that

{−dY u
t = H(t, x., Pu ◦ x−1

t , Zu
t , ut )dt − Zu

t dWt , 0 ≤ t < T ,

Yu
T = g(xT , Pu ◦ x−1

T ).
(4.15)

Moreover, Y u
0 = J (u).

Proof The mapping p �→ H(t, x., Pu ◦ x−1
t , p, ut ) satisfies (4.14) and H(t, x., Pu ◦

x−1
t , 0, ut ) = h(t, x., ut ) and g(xT , Pu ◦ x−1

T ) are bounded, then by Theorem I-3 in
[17], the BSDE (4.15) has a unique solution. Note that the proof in [16,17] is made for
α = 0. However it can be generalized without any difficulty to the case when α > 0.
The most important thing is that the moment of any order of (xt )t≤T exist under P.

It remains to show that Yu
0 = J (u). Indeed, in terms of the (F, Pu)-Brownian

motion

Wu
t := Wt −

∫ t

0
σ−1(s, x.) f (s, x., P

u ◦ x−1
s , us)ds, 0 ≤ t ≤ T ,

the process (Yu, Zu) satisfies

Yu
t = g(xT , Pu ◦ x−1

T ) +
∫ T

t
h(s, x., P

u ◦ x−1
s , us)ds −

∫ T

t
Zu
s dW

u
s , 0 ≤ t ≤ T .

Therefore,

Yu
t = Eu

[∫ T

t
h(s, x., P

u ◦ x−1
s , us)ds + g(xT , Pu ◦ x−1

T )
∣∣Ft

]
Pu-a.s.

In particular, sinceF0 contains only the P-null sets of� and, Pu and P are equivalent,
then

Yu
0 = Eu

[∫ T

0
h(s, x., P

u ◦ x−1
s , us)ds + g(xT , Pu ◦ x−1

T )

]
= J (u).


�

4.1 Existence of Optimal Controls

In the remaining part of this section we want to find u∗ ∈ U such that u∗ =
argminu∈U J (u). A way to find such an optimal control is to proceed as in Proposi-
tion 4.3 and introduce a BSDE whose solution Y ∗ satisfies Y ∗

0 = infu∈U J (u) = Yu∗
0 .

By the comparison theorem for BSDEs, the problem can be reduced to minimizing
the corresponding Hamiltonian and the terminal value g w.r.t. the control u. Since in
the Hamiltonian H(t, x., Pu ◦ x−1

t , z, ut ) the marginal law Pu ◦ x−1
t of xt under Pu
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depends on the whole path of u over [0, t] and not only on ut , we should minimize
H w.r.t. the whole set U of admissible stochastic controls. Therefore, we should take
the essential infimum of the Hamiltonian over U , instead of the minimum over U .
Thus, for the associated BSDE to make sense, we should show that it exists and is
progressively measurable. This is shown in the next proposition.

Let L denote the σ -algebra of progressively measurable sets on [0, T ] × �. For
(t, x., z, u) ∈ [0, T ] × � × R

d × U , set

H(t, x., z, u) := H(t, x., P
u ◦ x−1

t , z, ut ). (4.16)

Note that since H is linear in z and, for every fixed z and u, H(·, ·, z, u) a progressively
measurable process, it is an L × B(Rd)-random variable.

Next we have:

Proposition 4.4 For any z ∈ R
d , there exists anL-measurable process H∗(·, ·, z) such

that,
H∗(t, x., z) = ess inf

u∈U
H(t, x., z, u), dP × dt-a.e. (4.17)

Moreover, H∗ is stochastic Lipschitz continuous in z, i.e., for every z, z′ ∈ R
d ,

|H∗(t, x., z) − H∗(t, x., z
′)| ≤ C(1 + |x |1+α

t )|z − z′|. (4.18)

Proof For n ≥ 0 let zn ∈ Q
d , the d-cube of rational numbers. Then, since (t, ω) �→

H(t, ω, zn, u) is L-measurable, its essential infimum w.r.t. u ∈ U is well defined, i.e.
there exists a L-measurable r.v. Hn such that

Hn(t, x., zn) = ess inf
u∈U

H(t, x., zn, u). (4.19)

Moreover, there exists a countable set Jn of U such that

Hn(t, x., zn) = inf
u∈Jn

H(t, x., zn, u), dP × dt-a.e. (4.20)

Finally note that the process (t, ω) �→ inf
u∈Jn

H(t, ω, zn, u) is L-measurable.

Next, set N = ⋃
n≥0 Nn , where

Nn := {(t, ω) : Hn(t, ω, zn) �= inf
u∈Jn

H(t, ω, zn, u)}.

Then obviously dP ⊗ dt(N ) = 0.
We now define H∗ as follows: for (t, ω) ∈ N , H∗ ≡ 0 and for (t, ω) ∈ Nc (the

complement of N ) we set:
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H∗(t, x., z) =
⎧⎨
⎩

inf
u∈Jn

H(t, x., zn, u) if z = zn ∈ Q
d ,

lim
zn∈Qd→z

infu∈Jn H(t, x., zn, u) otherwise.
(4.21)

The last limit exists due to the fact that, for n �= m, we have

| inf
u∈Jn

H(t, x., zn, u) − inf
u∈Jm

H(t, x., zm, u)|
= |Hn(t, x., zn) − Hm(t, x., zm)|
= |ess inf

u∈U
H(t, x., zn, u) − ess inf

u∈U
H(t, x., zm, u)|

≤ ess inf
u∈U

|σ−1(t, x.) f (t, x., Pu ◦ x−1
t , ut )||zn − zm |

≤ C(1 + |x |α+1
t )|zn − zm |.

Furthermore, the last inequality implies that the limit does not depend on the sequence
(zn)n≥0 of Qd which converges to z. Finally note that H∗(t, x., z) is L ⊗ B(Rd)-
measurable and is Lipschitz-continuous in z with the stochastic Lipschitz constant
C(1 + |x |α+1

t ).
It remains to show that, for every z ∈ R

d ,

H∗(t, x., z) = ess inf
u∈U

H(t, x., z, u), dP × dt-a.e. (4.22)

If z ∈ Q
d , the equality follows from the definitions (4.19) and (4.21). Assume z /∈ Q

d

and let zn ∈ Q
d such that zn → z. Then

H∗(t, x., zn) = ess inf
u∈U

H(t, x., zn, u), dP × dt-a.e. (4.23)

But, H∗(t, x., zn) = inf
u∈Jn

H(t, x., zn, u) →n H∗(t, x., z) and ess inf
u∈U

H(t, x., zn, u)

→n ess inf
u∈U

H(t, x., z, u) which finishes the proof. 
�

Consider further the FT -measurable random variable

g∗(x.) := ess inf
u∈U

g(xT , Pu ◦ x−1
T ) (4.24)

and let (Y ∗, Z∗) ∈ S2
T × H2

T be the solution of the following BSDE

Y ∗
t = g∗(x.) +

∫ T

t
H∗(s, x., Z

∗
s )ds −

∫ T

t
Z∗
s dWs, t ≤ T . (4.25)

The existence of the pair (Y ∗, Z∗) follows from the boundedness of g∗ and h, the
measurability of H∗ and (4.18) (see [17] for more details).

123



948 Applied Mathematics & Optimization (2020) 81:933–960

The next proposition displays a comparison result between the solutions Y ∗ and
Yu, u ∈ U of the BSDEs (4.25) and (4.15), respectively.

Proposition 4.5 (Comparison) For every t ∈ [0, T ], we have

Y ∗
t ≤ Yu

t , P-a.s., u ∈ U . (4.26)

Proof For any t ≤ T , we have:

Y ∗
t − Yu

t = g∗(x.) − g(xT , Pu ◦ x−1
T ) − ∫ T

t (Z∗
s − Zu

s )dWs

+ ∫ T
t {H∗(s, x., Z∗

s ) − H(s, x., Z∗
s , u)}ds

+ ∫ T
t {H(s, x., Z∗

s , u) − H(s, x., Zu
s , u)}ds.

Since, g∗(x.) − g(xT , Pu ◦ x−1
T ) ≤ 0 and H∗(s, x., Z∗

s ) − H(t, x., Z∗
s , u) ≤ 0, then,

performing a change of probability measure and taking conditional expectation w.r.t.
Ft , we obtain Y ∗

t ≤ Yu
t , P-a.s., ∀u ∈ U . 
�

Proposition 4.6 (ε-optimality) Assume that for any ε > 0 there exists uε ∈ U such
that P-a.s., {

H∗(t, x., Z∗
t ) ≥ H(t, x., Z∗

t , u
ε) − ε, 0 ≤ t < T ,

g∗(x.) ≥ g(xT , Puε ◦ x−1
T ) − ε.

(4.27)

Then,
Y ∗
t = ess inf

u∈U
Yu
t , 0 ≤ t ≤ T . (4.28)

Proof Let (Y ε, Z ε) ∈ S2
T × H2

T be the solution the following BSDE

Y ε
t = g(xT , Puε ◦ x−1

T ) +
∫ T

t
H(s, x., Z

ε
s , u

ε)ds −
∫ T

t
Z ε
s dWs .

Once more the existence of (Y ε, Z ε) follows from ([17], Theorem I.3). We then have

Y ∗
t − Y ε

t = g∗(x.) − g(xT , Puε ◦ x−1
T ) −

∫ T

t
(Z∗

s − Z ε
s )dWs

+
∫ T

t
{H∗(s, x., Z

∗
s ) − H(s, x., Z

∗
s , u

ε)}ds

+
∫ T

t
{H(s, x., Z

∗
s , u

ε) − H(s, x., Z
ε
s , u

ε)}ds.

Since g∗(x.) − g(xT , Puε ◦ x−1
T ) ≥ −ε and H∗(s, x., Z∗) − H(t, x., Z∗

s , u
ε) ≥ −ε,

then, once more, performing a change of probability measure and taking conditional
expectation w.r.t. Ft , we obtain Y ∗

t ≥ Yuε

t − ε(T + 1). This entails that, in view of
(4.26), for every 0 ≤ t ≤ T , Y ∗

t = ess inf
u∈U

Yu
t . 
�

In next theorem, we characterize the set of optimal controls associated with (4.9)
under the dynamics (4.3).
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Theorem 4.7 (Existence of optimal control) If there exists u∗ ∈ U such that

{
H∗(t, x., Z∗

t ) = H(t, x., Pu∗ ◦ x−1
t , Z∗

t , u
∗
t ), dP × dt-a.e., 0 ≤ t < T ,

g∗(x.) = g(xT , Pu∗ ◦ x−1
T ), dP-a.s.

(4.29)
Then,

Y ∗
t = Yu∗

t = ess inf
u∈U

Yu
t , 0 ≤ t ≤ T . (4.30)

In particular, Y ∗
0 = infu∈U J (u) = J (u∗).

Proof Under (4.29), for any t ≤ T we have

Y ∗
t − Yu∗

t =
∫ T

t
(Z∗

s − Zu∗
s )dWs +

∫ T

t
{H(s, x., P

u∗ ◦ x−1
s , Z∗

s , u
∗
s )

− H(s, x., P
u∗ ◦ x−1

s , Zu∗
s , u∗

s )}ds
=

∫ T

t
(Z∗

s − Zu∗
s )dWs +

∫ T

t
(Z∗

s − Zu∗
s )σ−1(s, x .)

f (s, x., P
u∗ ◦ x−1

s , u∗
s )ds.

Making now a change of probability and taking expectation leads to Ẽ[Y ∗
t −Yu∗

t ] = 0,
∀t ≤ T where Ẽ is the expectation under the new probability P̃ which is equivalent
to P. As Y ∗

t ≤ Yu∗
t , P-a.s. and then P̃-a.s., we obtain, in taking into account of (4.26),

Y ∗ = Yu∗
which means, once more by (4.26), that u∗ is an optimal control. 
�

Remark 4.8 As is the case for any optimality criteria for systems, obviously check-
ing the sufficient condition (4.29) is quite hard simply because there are no general
conditions which guarantee existence of essential minima for systems. One should
rather solve the problem in particular cases. In the special case where the marginal
law Pu ◦ x−1

t only depends on (ut , x |[0,t]) at each time t ∈ [0, T ], we may minimize
H and g over the action set U , instead of using the essential infimum, and use Beneš
selection theorem [2] to find two measurable functions u∗

1 from [0, T ) × � ×R
d into

U and u∗
2 from R

d into U such that

H∗(t, x., z) := inf
u∈U H(t, x., P

u ◦ x−1
t , z, u) = H(t, x, Pu∗

1 ◦ x−1
t , z, u∗

1(t, x, z))

(4.31)
and

g∗(x.) := inf
u∈U g(xT , Pu ◦ x−1

T ) = g(xT , Pu∗
2 ◦ x−1

T ). (4.32)

Combining (4.31) and (4.32), it is easily seen that the progressively measurable func-
tion u∗ defined by

û(t, x., z) :=
{
u∗
1(t, x., z), t < T ,

u∗
2(xT ), t = T ,

(4.33)
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satisfies

H∗(t, x., z) = H(t, x., P
û ◦ x−1

t , z, û) and g∗(x.) = g(xT , Pû ◦ x−1
T ). (4.34)


�
We are going now to deal with the case when the terminal payoff g does not depend

on the mean-field term. To begin with let us show the following result:

Proposition 4.9 Let θ be an L-measurable process with values in Rd . We then have;

H∗(t, x., θt ) = ess inf
u∈U

H(t, x., θt , u), dP × dt-a.e.

Proof First note that for any z ∈ R
d and u ∈ U , H∗(t, x., z) ≤ H(t, x., z, u), dP ×

dt-a.e. and then, for any u ∈ U ,

H∗(t, x., θt ) ≤ H(t, x., θt , u), dP × dt-a.e.

Next let � be a L-measurable process such that �(t, ω) ≤ H(t, x., θt , u) for any
u ∈ U . Assume first that θ is uniformly bounded. Then there exists a sequence of
L-processes (θn)n≥0 such that for any n ≥ 0, θn takes its values in Q

d , is piecewise
constant and verifies ‖θn − θ‖∞ := sup(t,ω) |θnt (ω)− θt (ω)| → 0 as n → ∞ (for e.g.

if d = 1, one can take θn = ∑n2n
i=1

i−1
2n 1{θ−1([ i−1

2n , i
2n [)} +n1{θ≥n} and the generalization

to the case when d ≥ 2 is straightforward). On the other hand by the definition of H
in (4.16) we have

|H(t, x., θt , u) − H(t, x., θ
n
t , u)| ≤ C(1 + ‖x‖1+α

t )‖θn − θ‖∞.

Now let ε > 0 and n0 such that for any n ≥ n0, ‖θn − θ‖∞ ≤ ε. Then for n ≥ n0 and
u ∈ U we have,

�(t, ω) ≤ H(t, x., θ
n
t , u) + εC(1 + ‖x‖1+α

t )

which implies that

1Bk
n
�(t, ω) ≤ 1Bk

n
{H(t, x., z

k
n, u) + εC(1 + ‖x‖1+α

t )}

where Bk
n is a subset of [0, T ] × � on which θn is constant and equals to zkn ∈ Q

d .
Therefore

1Bk
n
�(t, ω) ≤ 1Bk

n
{infu∈J k

n
H(t, x., zkn, u) + εC(1 + ‖x‖1+α

t )}
= 1Bk

n
{H∗(t, x., zkn) + εC(1 + ‖x‖1+α

t )}
= 1Bk

n
{H∗(t, x., θ

n
t ) + εC(1 + ‖x‖1+α

t )},

where J k
n is the countable subset of U defined in (4.20) and associated with zkn .

Summing now over k to obtain

�(t, ω) ≤ H∗(t, x., θt ) + 2εC(1 + ‖x‖1+α
t ) (4.35)
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since H∗ is stochastic Lipschitz w.r.t. z (see (4.18)) and then

|H∗(t, x., θt ) − H∗(t, x., θ
n
t )| ≤ εC(1 + ‖x‖1+α

t )

for n ≥ n0. Send now ε to 0 in (4.35) to obtain that �(t, ω) ≤ H∗(t, x., θt ) which
means

H∗(t, x., θt ) = ess inf
u∈U

H(t, x., θt , u), dP × dt-a.e.

If θ is not bounded, one can find a sequence of bounded L-processes (θ̄n)n≥0 such that
θ̄n →n θ , dP × dt-a.e.

Therefore we have

H∗(t, x., θ̄n(t)) = ess inf
u∈U

H(t, x., θ̄n(t), u), dP × dt-a.e. (4.36)

But the stochastic Lipschitz property of H∗ and the linearity of H w.r.t. z imply
H∗(t, x., θ̄n(t)) →n H∗(t, x., θ(t)) and ess inf

u∈U
H(t, x., θ̄n(t), u) →n ess inf

u∈U
H(t, x., θ̄ , u). We then obtain the desired result by taking the limit in (4.36). 
�
Proposition 4.10 If g does not depend on the mean-field term then

Y ∗
0 = ess inf

u∈U
J (u).

Proof Recall that Z∗ is defined in (4.25). Then by the previous result and the properties
of ess inf (see [11, p. 229]), there exists a countable subset Ū of U such that

H∗(t, x., Z
∗
t ) = inf

u∈Ū
H(t, x., Z

∗
t , u)

Therefore for any ε > 0 there exists uε ∈ Ū such that H∗(t, x., Z∗
t ) ≥

H(t, x., Z∗
t , u

ε)−ε. Thus (4.27) is satisfied since g does not depend on the mean-field
term. Finally the result follows from Proposition 4.6. 
�

4.2 Existence of Nearly-Optimal Controls

As noted above, the sufficient condition (4.29) is quite hard to verify in concrete
situations, which makes Theorem (4.7) less useful for showing existence of optimal
controls. Nevertheless, near-optimal controls enjoy many useful and desirable proper-
ties that optimal controls do not have. In fact, thanks to Ekeland’s variational principle
[14], that we will use below, under very mild conditions on the control set U and the
payoff functional J , near-optimal controls always exist while optimal controls may
not exist or are difficult to establish. Moreover, there are many candidates for near-
optimal controls which makes it possible to select among them appropriate ones that
are easier to implement and handle both analytically and numerically.
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For later use we introduce the Ekeland metric dE on the space U of admissible
controls defined as follows. For u, v ∈ U ,

dE (u, v) := P̂{(ω, t) ∈ � × [0, T ], δ(ut (ω), vt (ω)) > 0}, (4.37)

where d P̂ = dP×dt is the product measure of P and the Lebesgue measure on [0, T ].
On the other hand let us consider the following assumption on σ which will replace

(A2)-(b),(c).
Assumption (A6) σ(t, x.) and σ−1(t, x.) are bounded.

Lemma 4.11 (i) dE is a distance. Moreover, (U , dE ) is a complete metric space.
(ii) Let (un)n and u be in U . If dE (un, u) → 0 then E[∫ T

0 δ2(unt , ut )dt] → 0.

Proof For a proof of

(i) See [10]. The proof of completeness of (U , dE ) needs only completeness of the
metric space (U , δ).

(ii) Let (un)n and u be inU . Then, by definition of the distance dE , since dE (un, u) →
0 then δ(unt , ut ) converges to 0, dP× dt-a.e. Now, since the setU is compact, it
is totally bounded, i.e. for every ε > 0, there exists an integer pε ≥ 1 and points
y1, . . . , ypε inU such thatU ⊂ ⋃pε

j=1 B(y j , ε), where B(x, ε) denotes the closed
ball with center x and radius ε. In particular, by the triangle inequality, for every
n ≥ 1 and (t, ω), δ(unt (ω), ut (ω)) ≤ 2pεε. Thus, by dominated convergence,

E[∫ T
0 δ2(unt , ut )dt] → 0. 
�

Proposition 4.12 Assume (A1), (A2)-(a),(A6) and (B1)–(B4). Let (un)n and u be in
U . If dE (un, u) → 0 then D2

T (Pun , Pu) → 0. Moreover, for every t ∈ [0, T ], Lun
t

converges to Lu
t in L1(P).

Proof In view of Lemma 4.11, we have E[∫ T
0 δ2(ut , unt )dt] → 0. Therefore the

sequence (
∫ T
0 δ2(ut , unt )dt)n≥0 converges in probability w.r.t P to 0 and by compact-

ness of U it is bounded. On the other hand since Lu
T is integrable then the sequence

(Lu
T

∫ T
0 δ2(ut , unt )dt)n≥0 converges also in probability w.r.t to P to 0. Next by the uni-

form boundedness of (
∫ T
0 δ2(ut , unt )dt)n≥0, the sequence (Lu

T

∫ T
0 δ2(ut , unt )dt)n≥0 is

uniformly integrable. Finally as we have

Eu
[∫ T

0
δ2(ut , u

n
t )dt

]
= E

[
Lu
T

∫ T

0
δ2(ut , u

n
t )dt

]

then

Eu
[∫ T

0
δ2(ut , u

n
t )dt

]
→n 0.

Now to conclude it is enough to use the inequality (4.5).

123



Applied Mathematics & Optimization (2020) 81:933–960 953

To prove the last statement, set Mu
t := ∫ t

0 σ−1(s, x.) f (s, x., Pu ◦ x−1
s , us)dWs . In

view of (B2), we have

E[|Mun
t − Mu

t |2] = E

[ ∫ t

0
|σ−1(s, x.)( f (s, x., P

un ◦ x−1
s , uns )

− f (s, x., P
u ◦ x−1

s , us))|2ds
]

≤ C(Dt (P
un , Pu) + E

[ ∫ T

0
δ2(unt , ut )dt

]
,

which converge to zero as n → +∞.
Furthermore, setting f (t, x., u) := f (t, x., Pu◦x−1

t , ut ), we have (taking into account
of (A6))

E

[
|〈Mun 〉t − 〈Mu〉t |] ≤ CE

[ ∫ t

0
| f (s, x., u

n)

− f (s, x., u)|(| f (s, x., u
n)| + | f (s, x., u)|)ds

]

≤ C
(
E

[ ∫ t

0
| f (s, x., u

n) − f (s, x., u)|2
])1/2(

E

[ ∫ t

0
(| f (s, x., u

n)|

+| f (s, x., u)|)2ds
])1/2

≤ C
(
E

[ ∫ t

0
| f (s, x., u

n) − f (s, x., u)|2
])1/2

E

[ ∫ t

0
(1 + |x |2s )ds

])1/2

which converges to zero as n → +∞. Therefore, Lun
t converges to Lu

t in probability
w.r.t P. But, by Theorem 2.2 in [18], under (A6), (Lun

t )n is uniformly integrable. Thus,
Lun
t converges to Lu

t in L1(P) when n → +∞. 
�
Proposition 4.13 For any ε > 0, there exists a control uε ∈ U such that

J (uε) ≤ inf
u∈U

J (u) + ε. (4.38)

uε is called near or ε-optimal for the payoff functional J .

Proof The result follows from Ekeland’s variational principle, provided that we prove
that the payoff function J , as a mapping from the complete metric space (U , dE ) toR,
is lower bounded and lower-semincontinuous. Since f and g are assumed uniformly
bounded, J is obviously bounded. We now show continuity of J : J (un) converges to
J (u) when dE (un, u) → 0.
Integrating by parts, we obtain

J (u) = E

[∫ T

0
Lu
t h(t, x., P

u ◦ x−1
t , ut )dt + Lu

T g(xT , Pu ◦ x−1
T )

]
.
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Now by the boundedness of h we have the inequality

|Lun
t h(t, x., u

n) − Lu
t h(t, x., u)| ≤ C |Lun

t − Lu
t | + Lu

t |h(t, x., u
n) − h(t, x., u)|

and (B3) together with the boundedness of h, by Proposition (4.12), E[∫ T
0 Lun

t h(t, x.,

Pun ◦x−1
t , unt )dt] converges toE[∫ T

0 Lu
t h(t, x., Pu ◦x−1

t , ut )dt] as dE (un, u) → 0. A
similar argument yields convergence of E[Lun

T g(xT , Pun ◦ x−1
T )] to E[Lu

T g(xT , Pu ◦
x−1
T )] when dE (un, u) → 0. 
�
Finally below we provide examples where an optimal control exists. Actually

assume that:

(i) The drift f does not depend on themean field term Pu ◦x−1
t and the set f (t, ζ,U )

is convex for any fixed (t, ζ ) ∈ [0, T ] × �. Additionally for simplicity assume
that σ = Id .

(ii) The instantaneous (resp. terminal) payoff has the following form:

h(t, x., u) = 
(t, x., E
u[ψ1(xt )]) (resp. g(xT , Pu ◦ x−1

T ) = �(xT , Eu[ψ2(xT )]))

where:

(a) the functions ψi , i = 1, 2, are bounded ;
(b) the mapping a ∈ R

d �→ (
(t, ζ, a),�(η, a) is continuous (ζ ∈ C and η ∈ R
d ).

Then an optimal control exists. Indeed let (un)n≥0 be a sequence of U such that

inf
u∈U

J (u) = lim
n→∞ J (un).

As the set of densities {Lu
T , u ∈ U} is weakly compact for the topology σ(L1, L∞)

(see e.g. [2, p. 470]), then there exist u∗ ∈ U and a subsequence {Lunk
T , k ≥ 0} which

converges weakly to Lu∗
T . But for any t ≤ T ,

Eunk [ψ1(xt )] = E[Lunk
T ψ1(xt )] →k E[Lu∗

T ψ1(xt )] = Eu∗ [ψ1(xt )] and
Eunk [ψ2(xT )] = E[Lunk

T ψ2(xT )] →k E[Lu∗
T ψ2(xT )] = Eu∗ [ψ2(xT )].

Using now boundedness and continuity of 
, � and finally dominated convergence
theorem to obtain that:

limk→∞
∫ T
0 
(s, x., Eunk [ψ1(xt )])ds + �(xT , Eunk [ψ2(xT )])
= ∫ T

0 
(s, x., Eu∗ [ψ1(xt )])ds + �(xT , Eu∗[ψ2(xT )]) (4.39)

in L p for any p ≥ 1. Next

J (unk ) = E

[
L
unk
T

{∫ T

0

(s, x., E

unk [ψ1(xt )])ds + �(xT , Eunk [ψ2(xT )])
}]
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and by Theorem 2.2 in [18], there exists p0 > 1 such that E[(Lunk
T )p0 ] is bounded

by a constant which does not depend on k. Therefore by the weak convergence of
(L

unk
T )k≥0 and (4.39) we have that limk→∞ J (unk ) = J (u∗) which implies that

J (u∗) = infu∈U J (u) and then u∗ is optimal.
As a final remark, this example can be formalized and generalized substantially. 
�

5 The Zero-SumGame Problem

In this section we consider a symmetric two-players zero-sum game. Let U (resp. V)
be the set of admissibleU -valued (resp. V -valued) controls for the first (resp. second)
player, where (U , δ1) and (V , δ2) are compact metric spaces.
For (u, v), (ū, v̄) ∈ U × V , we set

δ((u, v), (ū, v̄)) := δ1(u, ū) + δ2(v, v̄). (5.1)

The distance δ defines a metric on the compact space U × V .
Let f and h be two measurable functions from [0, T ]×�×P(Rd)×U × V into Rd

andR, respectively, and g be a measurable function fromR
d ×P(Rd) intoR such that

(C1) For any (u, v) ∈ U × V and Q ∈ P(�), the processes ( f (t, x., Q ◦
x−1
t , ut , vt ))t and (h(t, x., Q ◦ x−1

t , ut , vt ))t are progressively measurable.
Moreover, g(xT , Q ◦ x−1

T ) is FT -measurable.
(C2) For every t ∈ [0, T ], w ∈ �, (u, v), (ū, v̄) ∈ U × V and μ, ν ∈ P(Rd),

|φ(t, w,μ, u, v) − φ(t, w, ν, ū, v̄)| ≤ C(d(μ, ν) + δ((u, v), (ū, v̄)),

for φ ∈ { f , h}. For every w ∈ � and μ, ν ∈ P(Rd),

|g(w,μ) − g(w, ν)| ≤ Cd(μ, ν).

(C3) For every t ∈ [0, T ], w ∈ �, μ ∈ P(Rd) and (u, v) ∈ U × V ,

| f (t, w,μ, u, v)| ≤ C(1 + |w|t ).

(C4) h and g are uniformly bounded.

For (u, v) ∈ U × V , let Pu,v be the probability measure on (�,F) defined by

dPu,v := Lu,v
T dP, (5.2)

where

Lu,v
t := Et

(∫ ·

0
σ−1(s, x.) f (s, x., P

u,v ◦ x−1
s , us, vs)dWs

)
, 0 ≤ t ≤ T . (5.3)

The proof of existence of Pu,v follows the same lines as the one of Pu defined in (4.1)–
(4.2). Hence, by Girsanov’s theorem, the process (Wu,v

t , 0 ≤ t ≤ T ) defined by

123



956 Applied Mathematics & Optimization (2020) 81:933–960

Wu,v
t := Wt −

∫ t

0
σ−1(s, x.) f (s, x., P

u,v ◦ x−1
s , us, vs)ds, 0 ≤ t ≤ T ,

is an (F, Pu,v)-Brownian motion. Moreover, under Pu,v ,

dxt = f (t, x., P
u,v ◦ x−1

t , ut , vt )dt + σ(t, x.)dW
u,v
t , x0 = x ∈ R

d . (5.4)

Let Eu,v denote the expectation w.r.t. Pu,v .
The payoff functional J (u, v), (u, v) ∈ U × V , associated with the controlled SDE
(5.4) is

J (u, v) := Eu,v

[∫ T

0
h(t, x., P

u,v ◦ x−1
t , ut , vt )dt + g(xT , Pu,v ◦ x−1

T )

]
. (5.5)

The zero-sum game we consider is between two players, where the first player (with
control u) wants to minimize the payoff (5.5), while the second player (with control
v) wants to maximize it. The zero-sum game boils down to showing existence of a
saddle-point for the game, i.e. to show existence of a pair (u∗, v∗) of controls such
that

J (u∗, v) ≤ J (u∗, v∗) ≤ J (u, v∗) (5.6)

for each (u, v) ∈ U × V .
The corresponding dynamics is given by the probabilitymeasure P∗ on (�,F) defined
by

dP∗ = ET
(∫ ·

0
σ−1(s, x.) f (s, x., P

∗ ◦ x−1
s , u∗

s , v
∗
s )dWs

)
dP (5.7)

under which

dxt = f (t, x, P∗ ◦ x−1
t , u∗

t , v
∗
t )dt + σ(t, x)dWu∗,v∗

t , x0 = x ∈ R
d . (5.8)

For (u, v) ∈ U × V and z ∈ R
d , we introduce the Hamiltonian associated with the

game (5.4)–(5.5):

H(t, x., z, u, v) := z · σ−1(t, x.) f (t, x., P
u,v ◦ x−1

t , ut , vt )

+ h(t, x., P
u,v ◦ x−1

t , ut , vt ). (5.9)

Next, set

(i) H(t, x., z) := ess sup
v∈V

ess inf
u∈U

H(t, x., z, u, v),

(ii) H(t, x., z) := ess inf
u∈U

ess sup
v∈V

H(t, x., z, u, v),

(iii) g(x.) := ess sup
v∈V

ess inf
u∈U

g(xT , Pu,v ◦ x−1
T ),

(iv) g(x.) := ess inf
u∈U

ess sup
v∈V

g(xT , Pu,v ◦ x−1
T ).
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As in Proposition 4.4, H , H , g and g exist. On the other hand following a similar

proof as the one leading to (4.18), H(t, x., z) and H(t, x., z) are stochastic Lipschitz
continuous in z with the Lipschitz constant C(1 + |x |1+α

t ).
Let (Y , Z) be the solution of the BSDE associated with (H , g) and (Y , Z) the solution

of the BSDE associated with (H , g).

Definition 5.1 (Isaacs’ condition)We say that the Isaacs’ condition holds for the game
if

{
H(t, x., z) = H(t, x., z), z ∈ R

d , 0 ≤ t ≤ T ,

g(x.) = g(x.),

Applying the comparison theorem for BSDEs and then uniqueness of the solution, we
obtain the following

Proposition 5.2 For every t ∈ [0, T ], it holds that Y t ≤ Y t , P-a.s. Moreover, if the
Issac’s condition holds, then

Y t = Y t := Yt , P-a.s., 0 ≤ t ≤ T . (5.10)

In the next theorem, we formulate conditions for which the zero-sum game has a
value. For (u, v) ∈ U × V , let (Yu,v, Zu,v) ∈ S2

T × H2
T be the solution of the BSDE

{−dY u,v
t = H(t, x., Z

u,v
t , u, v)dt − Zu,v

t dWt , 0 ≤ t < T ,

Yu,v
T = g(xT , Pu,v ◦ x−1

T ),
(5.11)

Theorem 5.3 (Existence of a value of the zero-sum game) Assume that, for every
t ∈ [0, T ],

H(t, x., Zt ) = H(t, x., Zt ). (5.12)

If there exists (u∗, v∗) ∈ U × V such that, for every 0 ≤ t < T ,

H(t, x., Zt ) = ess inf
u∈U

H(t, x., Zt , u, v∗) = ess sup
v∈V

H(t, x., Zt , u
∗, v), (5.13)

and

g(x.) = g(x.) = ess inf
u∈U

g(xT , Pu,v∗ ◦ x−1
T ) = ess sup

v∈V
g(xT , Pu∗,v ◦ x−1

T ). (5.14)

Then, P-a.s. for any t ≤ T ,

Yt = ess inf
u∈U

ess sup
v∈V

Yu,v
t = ess sup

v∈V
ess inf
u∈U

Yu,v
t . (5.15)

Moreover, the pair (u∗, v∗) is a saddle-point for the game.
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Proof First note that we can replace in (5.12) Z by Z and the result still holds. So
assume that H(t, x., Zt ) = H(t, x., Zt ). Then by the uniqueness of the solution of
the BSDEs associated with (H , g) and (H , g) we have (Y , Z) = (Y , Z).

On the other hand, by (5.13)-(5.14) one can easily check that the pair (u∗, v∗)
satisfies a saddle-point property for H and g as well, i.e.,

H(t, x., Zt , u
∗, v) ≤ H(t, x., Zt ) = H(t, x., Zt , u

∗, v∗) ≤ H(t, x., Zt , u, v∗), t < T

and

g(xT , Pu∗,v ◦ x−1
T ) ≤ g(x.) = g(x.) = g(xT , Pu∗,v∗ ◦ x−1

T ) ≤ g(xT , Pu,v∗ ◦ x−1
T ).

The previous equalities and the uniqueness of the solutions of the BSDEs imply that
Y t = Y t = Yu∗,v∗

t .
Now let (u, v) ∈ U × V and, (Ŷ u, Ẑ u), (Ỹ v, Z̃v) be the solutions of the following

BSDEs:

⎧⎨
⎩

−dŶ u
t = ess sup

v∈V
H(t, x., Ẑ u

t , u, v)dt − Ẑ u
t dWt , 0 ≤ t ≤ T ,

Ŷ u
T = ess sup

v∈V
g(xT , Pu,v ◦ x−1

T ),
(5.16)

⎧⎨
⎩

−dỸ v
t = ess inf

u∈U
H(t, x., Z̃v

t , u, v)dt − Z̃v
t dWt , 0 ≤ t ≤ T ,

Ỹ v
T = ess inf

u∈U
g(xT , Pu,v ◦ x−1

T ).
(5.17)

Then by comparison we have

Ŷ u∗
t ≥ Yu∗,v

t and Ỹ v∗
t ≤ Yu,v∗

t . (5.18)

But Ŷ u∗
satisfies the following BSDE:

⎧⎨
⎩

−dŶ u∗
t = ess sup

v∈V
H(t, x., Ẑ u∗

t , u∗, v)dt − Ẑ u∗
t dWt , 0 ≤ t < T ,

Ŷ u∗
T = ess sup

v∈V
g(xT , Pu∗,v ◦ x−1

T ).
(5.19)

Taking into account of (5.13)–(5.14) and since the solution of the previous BSDE is
unique, we obtain that

Y t = Yu∗,v∗
t = Ŷ u∗

t .

Moreover, (5.18) implies that Yu∗,v∗
t ≥ Yu∗,v

t for any v ∈ V . But in the same way we
have also Y t = Yu∗,v∗

t = Ỹ v∗
t ≤ Yu,v∗

t , P-a.s., for any u ∈ U . Therefore,

Yu∗,v
t ≤ Yu∗,v∗

t ≤ Yu,v∗
t .
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Thus, (u∗, v∗) is a saddle-point of the game and Y t = Yu∗,v∗
t is the value of the game,

i.e., it satisfies: P-a.s. for any t ≤ T ,

Yu∗,v∗
t = Yt = ess inf

u∈U
ess sup

v∈V
Yu,v
t = ess sup

v∈V
ess inf
u∈U

Yu,v
t .


�
Final remarkAssumptions (B4) and (C4) on the boundedness of the functions g and h
can be substantially weakened by using subtle arguments on existence and uniqueness
of solutions of one dimensional BSDEs which are by now well known in the BSDEs
literature.

Appendix

For the sake of completeness, we display a poof of the fact that the set of probability
measures P(�) endowed with the total variation metric DT defined on (�,FT ) by

DT (P, Q) := 2 sup
A∈FT

|P(A) − Q(A)| (5.20)

is complete. Indeed, let (Qn)n≥0 be a Cauchy sequence for DT . Then , for each set
A ∈ FT , the sequence (Qn(A))n≥0 is a Cauchy sequence inR and thus is a convergent
sequence. By the Vitali-Hahn-Saks-Nikodym Theorem, the set-function Q defined on
(�,FT ) by

Q(A) := lim
n→∞ Qn(A), A ∈ FT ,

is indeed a probability measure.
We will now show that DT (Qn, Q) → 0. Given ε > 0, there exists an integer n0

such that if m, n > n0 and A ∈ FT , such that

|Qn(A) − Qm(A)| < ε.

Sending m to infinity, we obtain

|Qn(A) − Q(A)| ≤ ε.

Now taking the supremum over all A ∈ FT , we finally get that DT (Qn, Q) → 0, as
n → ∞.
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