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Abstract We consider a consumption-investment problem on infinite time horizon
maximizing discounted expected HARA utility for a general incomplete market model.
Based on dynamic programming approach we derive the relevant H–J–B equation and
study the existence and uniqueness of the solution to the nonlinear partial differential
equation. By using the smooth solution we construct the optimal consumption rate
and portfolio strategy and then prove the verification theorems under certain general
settings.
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1 Introduction

In this paper we consider an optimal consumption-investment problem on infinite time
horizon for a general incomplete market model. The market model considered here
consists of m +1 securities, one of which is a risk-less asset and the other m assets are
risky ones. The price of risk-less asset is governed by an ordinary differential equation,
while the prices of risky ones are defined by the stochastic differential equations. We
suppose that all coefficients appearing in those dynamics of the asset prices are affected
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by the economic factors. The dynamics of the economic factors are also formulated by
the stochastic differential equations (cf. (2.1)–(2.3)). In such a general market model,
the investor divides his (her) wealth among those m +1 securities and decides the rate
for consumption. The goal is to select consumption and investment strategies which
maximize the total expected (discounted) power utility of consumption on a long run
(cf. (2.5)).

Our approach is based on the dynamic programming principle, in which the H–
J–B (Hamilton–Jacobi–Bellman) equation (cf. (2.10) and (2.11)) are derived relevant
to the consumption-investment problem. One can construct an optimal consumption-
investment strategy from the smooth solution to the equation. Indeed, the optimal
consumption rate and optimal portfolio strategy can be explicitly expressed in terms
of the smooth solution. In this approach, a pioneering work by Merton for the market
with the risky asset price having constant volatility and return has been done in [14]
and recent progress of the further studies in this direction is seen in [4–8] etc.. In [4–
6] one dimensional H–J–B equations are considered, where the ordinary differential
equations concern. On the other hand, in [7,8], they prove existence of the smooth
solution to the H–J–B equation in general dimension by employing a modification of
the Leray-Schauder fixed point theorem. Then, constructing the optimal consumption-
investment strategy by using the solution, the verification theorems are shown under
certain incomplete market settings. In their proofs they have also the best possible
discount factor. The current paper is motivated by these works [7,8]. Following their
methods we prove existence of the solution to the H–J–B equation (cf. (2.11)) by
giving sub- and super- solutions under the general settings, while we obtain newly
the uniqueness theorems on the solution, which is one of our main concern. In the
current paper the definition of the set of admissible strategies is given by using the
unique solution of the H–J–B equation and thus our uniqueness theorems have a crucial
meaning. As a result our set of admissible strategies generalizes the one defined in [8]
and the proofs of the verification theorems have become quite natural and simple in

the current paper. Indeed, by introducing the new measure P
ĥ

defined by (5.3) from
the unique solution z(x) of H–J–B equation (2.11), the relevant criterion function to
the optimal strategy (ĉs, ĥs) turns out to be described as

ez(x)E
ĥ

⎡
⎣−

∞∫

0

dϕt

⎤
⎦

by using a multiplicative functional ϕt = e− ∫ t
0 e

− z(Xs )
1−γ ds = e− ∫ t

0 ĉγs e−z(Xs )ds as you see
in (5.2) and (5.5). Thus, identification of the value function with the solution to the
H–J–B equation can be done by showing ϕ∞ = 0, a.s. Comparing the value function

with the criterion for strategy (cs, hs) is also seen by looking at ez(x)E
h[− ∫ ∞

0 dϕ̃t ]
with ϕ̃t = e− ∫ t

0 cγs e−z(Xs )ds (cf. Proofs of Theorem 5.1 and 5.2).
There are slight difference between the market models discussed in [7,8] and ours

although the both are factor models. They treat a linear Gaussian model and another
factor model with the boundedness assumptions, where all coefficients appearing in
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the dynamics for the asset prices and the factor process are bounded. In the current
paper, the general factor model including linear Gaussian models is discussed without
boundedness assumptions on the returns of the price process and the drift coefficient
of the factor process. Such difference may cause certain technical difference to treat.

We mention some other works with different approach from ours. Approach using
the martingale methods for a complete market model appears in [2,11,19]. Analytical
solutions are given in [3,12,20]. More attentive introduction to the historical works
can be seen in [7].

The paper is organized as follows. Derivation of the H–J–B equation and our
assumptions are described in Sect. 2 under the setting of the factor model. We devote
Sect. 3 to construction of sub- and super- solutions to the H–J–B equation. In Sect. 4,
we present the existence and uniqueness theorems for the H–J–B equation and the
proofs of uniqueness are given. The proofs of existence of the solution following the
methods due to Hata and Sheu [7] is completed in Appendix 1. We give the proofs of
the verification theorems in Sect. 5. Some notes on the useful gradient estimates for
the proofs are given in Appendix 2.

2 Derivation of H–J–B Equations and Assumptions

Consider a market model with m + 1 securities and n factors, where the bond price is
governed by ordinary differential equation

d S0(t) = r(Xt )S
0(t)dt, S0(0) = s0. (2.1)

The other security prices and factors are assumed to satisfy stochastic differential
equations

d Si (t) = Si (t){αi (Xt )dt +
n+m∑
k=1

σ i
k (Xt )dW k

t },

Si (0) = si , i = 1, . . . ,m, (2.2)

and

d Xt = β(Xt )dt + λ(Xt )dWt ,

X (0) = x, (2.3)

where Wt = (W k
t )k=1,...,(n+m) is an m + n-dimensional standard Brownian motion

process on a probability space (�,F , P). Let N i
t be the number of the shares of i th

security. Then the total wealth that the investor possesses is defined as

Vt =
m∑

i=0

N i
t Si

t
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the portfolio proportion invested to i th security as

hi
t = N i

t Si
t

Vt
, i = 0, 1, 2, . . . ,m.

We assume that self-financing condition holds for a consumption investment strategy
(ht ,Ct ):

dVt =
m∑

i=0

N i
t d Si

t − Ct dt =
m∑

i=0

Vt hi
t

Si
t

d Si
t − Ct dt,

where Ct is the instantaneous nominal consumption. Setting Ct = ct Vt , we have

dVt

Vt
= h0

t r(Xt )dt +
m∑

i=1

hi
t {αi (Xt )dt +

n+m∑
j=1

σ i
j (Xt )dW j

t } − ct dt

= {r(Xt )− ct }dt +
m∑

i=1

hi
t {(αi (Xt )− r(Xt ))dt +

n+m∑
j=1

σ i
j (Xt )dW j

t }

Thus the equation describing the dynamics of wealth Vt = V (c, h)t is given by

dVt

Vt
= {r(Xt )+ h∗

t (α(Xt )− r(Xt )1)− ct }dt + h∗
t σ(Xt )dWt . (2.4)

Here h∗ stands for the transposed vector of h and 1 = (1, 1, . . . , 1)∗. As for the
filtration to be satisfied by admissible investment strategies,

Gt = σ(S(u), X (u), u ≤ t)

is relevant in the present problem and we introduce the following definition.

Definition 2.1 h(t)0≤t≤T is said an investment strategy if h(t) is an Rm valued Gt -
progressively measurable stochastic process such that

P

⎛
⎝

T∫

0

|h(s)|2ds < ∞, ∀T

⎞
⎠ = 1.

The set of all investment strategies is denoted by H(T ). For a given h ∈ H(T ), the
process Vt = Vt (h) representing the total wealth of the investor at time t is determined
by the stochastic differential equation as was seen above. For ρ ≥ 0, let us consider
the following problem

v(x) := sup
h.,c.

E

⎡
⎣

∞∫

0

1

γ
e−ρt {ct Vt (c, h)}γ dt

⎤
⎦ , γ < 1, γ �= 0. (2.5)
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The following equations are equivalent to (2.5)

v∗(x) := sup
h.,c.

E

⎡
⎣

∞∫

0

e−ρt {ct Vt (c, h)}γ dt

⎤
⎦ , 0 < γ < 1, (2.6)

v∗(x) := inf
h.,c.

E

⎡
⎣

∞∫

0

e−ρt {ct Vt (c, h)}γ dt

⎤
⎦ , γ < 0, (2.7)

in each case of 0 < γ < 1 and γ < 0, respectively. It is easy to see that

V γ
t = v

γ
0 eγ

∫ t
0 {η(Xs ,hs )−cs }ds+γ ∫ t

0 h∗
s σ(Xs )dWs− γ 2

2

∫ t
0 h∗

s σσ
∗(Xs )hs ds,

where, v0 is the initial wealth and

η(x, h) = −1 − γ

2
h∗σσ ∗(x)h + h∗α̂(x)+ r(x), α̂(x) = α(x)− r(x)1.

Therefore

E

⎡
⎣

T∫

0

e−ρt {ct Vt (c, h)}γ dt

⎤
⎦

= v
γ
0

T∫

0

e−ρt E[cγt eγ
∫ t

0 {η(Xs ,hs )−cs }ds+γ ∫ t
0 h∗

s σ(Xs )dWs− γ 2

2

∫ t
0 h∗

s σσ
∗(Xs )hs ds]dt.

Now let us assume that (�,F) be a standard measurable space (cf. [18]). Then, if Mh
t

defined by Mh
t = γ

∫ t
0 h∗

sσ(Xs)dWs satisfies

E[eMh
T − 1

2 〈Mh〉T ] = 1, ∀T, (2.8)

then there is a probability measure Ph satisfying

d Ph

d P

∣∣∣∣FT

= eMh
T − 1

2 〈Mh〉T , ∀T .

Then we have

E

⎡
⎣

T∫

0

e−ρt {ct Vt (c, h)}γ dt

⎤
⎦

= v
γ
0 Eh

⎡
⎣

T∫

0

e−ρt cγt eγ
∫ t

0 {η(Xs ,hs )−cs }dsdt

⎤
⎦ ,
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and thus

v∗(x) = sup
h.,c.

v
γ
0 Eh

⎡
⎣

∞∫

0

e−ρt cγt eγ
∫ t

0 {η(Xs ,hs )−cs }dsdt

⎤
⎦ , 0 < γ < 1 (2.6’)

and

v∗(x) = inf
h.,c.

v
γ
0 Eh

⎡
⎣

∞∫

0

e−ρt cγt eγ
∫ t

0 {η(Xs ,hs )−cs }dsdt

⎤
⎦ , γ < 0. (2.7’)

Note that, under the probability measure Ph ,

W h
t = Wt −

t∫

0

γ σ ∗(Xs)hsds

is a Brownian motion process and the stochastic differential equation for the economic
factor Xt is written as

d Xt = {β(Xt )+ γ λσ ∗(Xt )ht }dt + λ(Xt )dW h
t , X0 = x . (2.9)

When setting

v(x) := v
−γ
0 v∗(x), γ < 0,

the H–J–B equation for v(x) turns out to be

ρv = 1

2
tr[λλ∗D2v] + β∗ Dv + inf

c≥0,h∈Rm
{[γ λσ ∗(x)h]∗ Dv + γ (η(x, h)− c)v + cγ }.

By taking a transformation z(x) = log v(x), we obtain

ρ = 1

2
tr[λλ∗D2z] + 1

2
(Dz)∗λλ∗Dz + β∗ Dz

+ inf
c≥0,h∈Rm

{[γ λσ ∗(x)h]∗Dz + γ (η(x, h)− c)+ cγ e−z}, (2.10)

which can be written as

ρ = 1

2
tr[λλ∗D2z] + β∗

γ Dz + 1

2
(Dz)∗λN−1

γ λ∗Dz + Uγ + (1 − γ )e− z
1−γ , (2.11)

where

βγ = β + γ

1 − γ
λσ ∗(σσ ∗)−1α̂, N−1

γ = I + γ

1 − γ
σ ∗(σσ ∗)−1σ,

Uγ = γ

2(1 − γ )
α̂∗(σσ ∗)−1α̂ + γ r.
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On the other hand, for 1 > γ > 0, we set

ṽ(x) := v
−γ
0 v∗(x).

Then, the H–J–B equation of ṽ(x) is seen to be

ρṽ = 1

2
tr[λλ∗D2ṽ] + β∗ Dṽ + sup

c≥0,h∈Rm
{[γ λσ ∗(x)h]∗ Dṽ + γ (η(x, h)− c)v + cγ }

and, by taking a transformation z̃(x) = log ṽ(x), we obtain

ρ = 1

2
tr[λλ∗D2 z̃] + 1

2
(Dz̃)∗λλ∗Dz̃ + β∗ Dz̃

+ sup
c≥0,h∈Rm

{[γ λσ ∗(x)h]∗Dz̃ + γ (η(x, h)− c)+ cγ e−z̃}, (2.12)

which turns out to be the same equation as (2.11).
When γ < 0, we assume that

λ, β, σ, α and r are globally Lipschitz, smooth, (2.13){
c1|ξ |2 ≤ ξ∗λλ∗(x)ξ ≤ c2|ξ |2, c1, c2 > 0, ξ ∈ Rn,

c1|ζ |2 ≤ ζ ∗σσ ∗(x)ζ ≤ c2|ζ |2, ζ ∈ Rm,
(2.14)

r is nonnegative , (2.15)

and that, in the case of ρ = 0,

k1 ≤ α̂∗(σσ ∗)−1α̂(x)+ r(x), k1 > 0. (2.16)

On the other hand, when 0 < γ < 1, we assume (2.13)–(2.15),

α̂∗(σσ ∗)−1α̂ + r → ∞, |x | → ∞, (2.16’)

and the following condition

⎧⎪⎨
⎪⎩

there exists a function z0 bounded below such that
1
2 tr[λλ∗D2z0] + β∗

γ Dz0 + 1
2 (Dz0)

∗λN−1
γ λ∗Dz0 + Uγ → −∞,

as |x | → ∞, and that |Dz0(x)| ≤ C0(|x | + 1), C0 > 0.

(2.17)

Note that

1

1 − γ
I ≤ N−1

γ ≤ I, γ < 0,

I ≤ N−1
γ ≤ 1

1 − γ
I, 0 < γ < 1 (2.18)

hold under these assumptions.
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In considering (2.6) and (2.7) we formulate the set of strategies defined by

A0 := {(cs, hs); cs ≥ 0 and hs are progressively measurable and hs satisfies (2.9)}.

Then, we confine the sets of admissible strategies in each case of 0 < γ < 1 and
γ < 0 as follows. Set

M̃t =
t∫

0

(Dz)∗λ(Xs)dW h
s ,

where z(x) is the unique solution to H–J–B equation (2.11) (see Theorem 4.1 and
Theorem 4.2 ), and consider strategies satisfying

Eh[eM̃T − 1
2 〈M̃〉T ] = 1, ∀T . (2.19)

For such hs we have a probability measure P
h

on (�,F) such that

d P
h

d Ph

∣∣∣∣∣FT

= eM̃T − 1
2 〈M̃〉T , ∀T .

The set A1 of admissible strategies is defined by

A1 = {(cs, hs) ∈ A0; hs satisfies (2.20) }.

3 Sub- and Super-Solution

3.1 Risk-Averse Case (γ < 0)

We first note that there exists a positive constants c0 and c such that

1

2(1 − γ )
α̂∗(σσ ∗)−1α̂ + r − c ≥ c0 > 0 (3.1)

under assumption (2.16). We consider the following stochastic differential equation

d X̄t = λ(X̄t )dWt + βγ (X̄t )dt, X̄0 = x

and set

z(x) = (1 − γ ) log Ex

⎡
⎣

∞∫

0

e
1

1−γ
∫ t

0 Uγ (X̄s )dsdt

⎤
⎦ (3.2)
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and

z(x) = log Ex

⎡
⎣

∞∫

0

cγ e
∫ t

0 {Uγ (X̄s )−γ c}dsdt

⎤
⎦ . (3.3)

Then, we have the following lemma.

Lemma 3.1 Assume assumptions (2.13)–(2.16). Then, z(x) (respectively z(x)) is a
sub-solution (resp. super-solution) to (2.11) for ρ = 0. Further

z(x) ≤ z(x)

Proof Set

ϕ1(x) = Ex

⎡
⎣

∞∫

0

e
1

1−γ
∫ t

0 Uγ (X̄s )dsdt

⎤
⎦ .

Then, it satisfies

1

2
tr[λλ∗D2ϕ1] + β∗

γ Dϕ1 + 1

1 − γ
Uγ ϕ1 + 1 = 0

and thus z does

1

2
tr[λλ∗D2z] + β∗

γ Dz + 1

2(1 − γ )
(Dz)∗λλ∗Dz + Uγ + (1 − γ )e− z

1−γ = 0.

Since 1
1−γ I ≤ N−1

γ , z turns out to be a sub-solution to (2.11).
On the other hand, set

ϕ2(x) = Ex

⎡
⎣

∞∫

0

cγ e
∫ t

0 {Uγ (X̄s )−γ c}dsdt

⎤
⎦ .

Then, it satisfies

1

2
tr[λλ∗D2ϕ2] + β∗

γ Dϕ2 + (Uγ − γ c)ϕ + cγ = 0.

Therefore, z satisfies

1

2
tr[λλ∗D2z] + β∗

γ Dz + 1

2
(Dz)∗λλ∗Dz + (Uγ − γ c)+ cγ e−z = 0.
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The left hand side is obtained when taking in the right hand of (2.12) h =
1

1−γ (σσ
∗)−1α̂(x) and the constant c > 0 satisfying (3.1), and thus we see that z

is a super-solution to (2.11) with ρ = 0.
It is a direct consequence from the following lemma that z(x) ≤ z(x). �

Lemma 3.2 The following inequality holds

E

⎡
⎣

T∫

0

e
1

1−γ
∫ t

0 Uγ (X̄s )dsdt

⎤
⎦

1−γ

≤ E

⎡
⎣

T∫

0

cγ e
∫ t

0 {Uγ (X̄s )−γ c}dsdt

⎤
⎦ (1 − e−cT )−γ .

Proof Set

ft = e
1

1−γ
∫ t

0 Uγ (X̄s )dsc
γ

1−γ e− γ
1−γ ct

,

gt = c− γ
1−γ e

γ
1−γ ct

.

Then, we have

E

⎡
⎣

T∫

0

ft gt dt

⎤
⎦ ≤ E

⎡
⎣

T∫

0

f 1−γ
t dt

⎤
⎦

1
1−γ

E

⎡
⎣

T∫

0

g
− 1−γ

γ

t dt

⎤
⎦

− γ
1−γ

= E

⎡
⎣

T∫

0

cγ e
∫ t

0 {Uγ (X̄s )−γ c}dsdt

⎤
⎦

1
1−γ

(1 − e−cT )
− γ

1−γ .

Hence, we obtain the present lemma. �
Remark When ρ > 0, we do not need to assume (2.16) because there exist positive
constants c and c0 such that

1

2(1 − γ )
α̂∗(σσ ∗)−1α̂ + r − ρ

γ
− c ≥ c0 > 0

and thus, considering Ũγ := γ
2(1−γ ) α̂

∗(σσ ∗)−1α̂+ γ r −ρ in place of Uγ the parallel
arguments to the above apply.

3.2 Risk Seeking Case (0 < γ < 1)

It is not easy to construct a super-solution to (2.11) in risk seeking case, 0 < γ < 1. Let
us start with considering the H–J–B equation of risk-sensitive portfolio optimization
without consumption:

χ = 1

2
tr[λλ∗D2z] + β∗

γ Dz + 1

2
(Dz)∗λN−1

γ λ∗Dz + Uγ . (3.4)
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To study the existence and uniqueness of the solution to (3.4), we introduce the dis-
counted type equation:

εzε = 1

2
tr[λλ∗D2zε] + β∗

γ Dzε + 1

2
(Dzε)

∗λN−1
γ λ∗Dzε + Uγ . (3.5)

We first note that (3.5) can be written as

εzε = Lzε + Q(x, Dzε), (3.6)

where

Lz := 1

2
tr[λλ∗D2z] + β∗ Dz

and

Q(x, p) := 1

2
(λ∗ p + γ σ ∗(σσ ∗)−1α̂)∗N−1

γ (λ∗ p + γ σ ∗(σσ ∗)−1α̂)

+γ
2
α̂∗(σσ ∗)−1α̂ + γ r.

We have the following lemma.

Lemma 3.3 Under assumptions (2.13)–(2.15) and (2.17), (3.5) has a solution zε ∈
C2(Rn) such that zε − z0 is bounded above.

Proof In light of assumption (2.17), we can assume that z0 ≥ 0 and also take R0 such
that, for R ≥ R0,

Lz0 + Q(x, Dz0) < 0, x ∈ Bc
R .

Set

�ε(x) = M

ε
+ z0, M := sup

x∈BR0

|Lz0 + Q(x, Dz0)|.

Then, �ε(x) turns out to be a super-solution to (3.5). In proving the existence of the
solution to (3.5), we first consider the Dirichlet problem for R > R0:

{
εzε,R = Lzε,R + Q(x, Dzε,R), x ∈ BR

zε,R = �ε, x ∈ ∂BR .
(3.7)

Owing to Theorem 8.3 [13, Chapter 4], Dirichlet problem (3.7) has a solution zε,R ∈
C2,μ(Rn). We extend zε,R to the whole Euclidean space as

z̃ε,R(x) =
{

zε,R(x) x ∈ BR,

�ε(x) x ∈ Bc
R .
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Then, we can see that z̃ε,R(x) is non-increasing with respect to R. Indeed, for R < R′,

ε(z̃ε,R − z̃ε,R′) = L(z̃ε,R − z̃ε,R′)

+1

2
{λ∗(Dz̃ε,R + Dz̃ε,R′ + 2γ σ ∗(σσ ∗)−1α̂}∗N−1

γ λ∗(z̃ε,R − z̃ε,R′).

Therefore, from the maximum principle, we see that

z̃ε,R(x)− z̃ε,R′(x) ≥ 0 on BR′

since z̃ε,R(x) = z̃ε,R′(x), x ∈ ∂BR′ . We further note that z̃ε,R(x) ≥ 0 for each R
because z1(x) ≡ 0 is a sub-solution to (3.5) for γ > 0 and the maximum principle
again applies.

Similarly to the proof of Proposition 3.2 in [17], we have the following gradient
estimate: for each R, r < R

2 , and x ∈ Br ,

|∇ z̃ε,R(x)|2 ≤ C(|∇�|22r + 1

r2 |�|22r + |βγ |22r + |∇βγ |2r

+|βγ |2r

2r
+ |Uγ |2r + |∇Uγ |2r + 1)), (3.8)

where C is a positive constant independent of R and ε, | f |r = | f |L∞(Br (x)), and
� = λN−1

γ λ∗. Thus, by similar arguments to the proof of Lemma 2.8 in [9], we can

see that z̃ε,R(x) converges H1
loc strongly and uniformly on each compact set to the

solution zε ∈ C2(Rn). Since z̃ε,R(x) ≤ �ε(x) for each R > R0 we see that zε ≤ �ε ,
and hence, zε − z0 is bounded above. �
Lemma 3.4 Assume assumptions (2.13)–(2.15) and (2.17). Then, the solution zε to
(3.5) such that zε − z0 is bounded above satisfies

zε(x)− z0(x) → −∞, as |x | → ∞.

Proof Let zε be a solution to (3.5) such that zε − z0 is bounded above and set

V := −
{

1

2
tr[λλ∗D2z0] + β∗

γ Dz0 + 1

2
(Dz0)

∗λN−1
γ λ∗Dz0 + Uγ

}
.

Then, we have

εzε + V = 1

2
tr[λλ∗D2(zε − z0)] + β∗

γ D(zε − z0)+ 1

2
(Dzε)

∗λN−1
γ λ∗Dzε

−1

2
(Dz0)

∗λN−1
γ λ∗Dz0 = 1

2
tr[λλ∗D2(zε − z0)]

+β̃∗
γ D(zε − z0)+ 1

2
D(zε − z0)

∗λN−1
γ λ∗ D(zε − z0), (3.9)
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where

β̃γ = βγ + λN−1
γ λ∗Dz0.

Then, similarly to the proof of Lemma 2.1 in [16], we can see that zε − z0 → −∞ as
|x | → ∞ since V (x)+ εzε → ∞, |x | → ∞. �
Lemma 3.5 Under assumptions (2.13)–(2.15) and(2.17), (3.4) has a solution (χ̂ , ẑ)
such that ẑ − z0 is bounded above and ẑ ∈ C2(Rn). Moreover, the solution (χ, z)
such that z − z0 is bounded above is unique, when admitting ambiguity of additive
constants with respect to z.

Proof Let us first note that the same estimate as (3.8) holds for zε for each ε > 0.
Owing to assumptions (2.13) - (2.15), estimate (3.8) implies that

|∇zε(x)|2 ≤ C(|x |2 + 1), (3.10)

where C is a positive constant independent of ε. According to Lemma 3.4, zε(x) −
z0(x) → −∞ as |x | → ∞. Therefore, we can take xε such that

zε(xε)− z0(xε) = sup
x

{zε(x)− z0(x)}.

Then, at xε

D(zε − z0) = 0,
1

2
tr[λλ∗D2(zε − z0)] ≤ 0.

Therefore, from (3.9), we have

V (xε)+ εzε(xε) ≤ 0,

and thus, V (xε) ≤ 0. Since V (x) → ∞ as |x | → ∞, there exists a compact set K
such that xε ∈ K for each ε > 0. Therefore, we can take a subsequence {xεn } ⊂ {xε}
and x̂ such that xεn → x̂ , n → ∞. Once more again from (3.9) we see that

0 ≤ lim
n→∞ εnzεn (xεn ) ≤ −V (x̂).

Thus, by taking a subsequence if necessary, εnzεn (xεn ) → χ̂ , n → ∞. On the other
hand, by using (3.10) we can see that {zεn (x)− zεn (x̂)} forms a sequence of uniformly
bounded and equicontinuous functions on each compact set K ′ including K . Thus,
similarly to the proof of Theorem 3.1 in [9], we can see that it converges to ẑ(x) ∈
C2(Rn) in H1

loc strongly and uniformly on each compact set, by using estimate (3.8)
for zε , and that (χ̂ , ẑ(x)) satisfies (3.4). Further, we can see that εnzεn (x̂) → χ̂ . Note
that

zεn (x)− zεn (x̂)− z0(x) ≤ zεn (xεn )− zεn (x̂)− z0(xεn )

and the left hand side converges to ẑ(x)− z0(x). Therefore we see that ẑ(x)− z0(x)
is bounded above by the constant −z0(x̂) which is the limit of the right hand side.
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Further, we can see that ẑ(x) − z0(x) → −∞ as |x | → ∞ similarly to the proof
of Lemma 3.4. Therefore, similarly to the proof of Lemma 3.2 in [16], we see that the
solution to (3.4) such that ẑ(x) − z0(x) is bounded above is unique when admitting
additive constant with respect to z. �

Let us define the operator by

L̂ϕ := 1

2
tr[λλ∗D2ϕ] + {β∗

γ + (∇ ẑ)∗λN−1
γ λ∗}Dϕ. (3.11)

Then,we have the following lemma.

Lemma 3.6 Under the assumptions of Lemma 3.3, the diffusion process with the
generator L̂ is ergodic.

Proof We have shown that z0(x)− ẑ(x) → ∞ as |x | → ∞ in the proof of Lemma 3.5.
We moreover see that

L̂(z0 − ẑ) = 1

2
tr[λλ∗D2(z0 − ẑ)] + β∗

γ D(z0 − ẑ)+ (Dẑ)∗λN−1
γ λ∗D(z0 − ẑ)

= 1

2
tr[λλ∗D2z0] + β∗

γ Dz0 + 1

2
(Dz0)

∗λN−1
γ λ∗Dz0 + Uγ

−
{

1

2
tr[λλ∗D2 ẑ] + β∗

γ Dẑ + 1

2
(Dẑ)∗λN−1

γ λ∗Dẑ + Uγ

}

−1

2
D(z0 − ẑ)∗λN−1

γ λ∗D(z0 − ẑ)

≤ −V − χ̂ .

Since −V − χ̂ → −∞ as |x | → ∞, we see that the Has’minskii’s conditions are
satisfied and that L̂ is ergodic. �
Lemma 3.7 Besides the assumptions of Lemma 3.3, we assume (2.16’). Then, ẑ(x) is
bounded below.

Proof Note that

Q(z, p) ≥ γ

2
α̂∗(σσ ∗)−1α̂ + γ r ≡ fγ (x).

Then, from (3.6), it follows that

(ε − L)zε ≥ fγ (x).

Set

z̄ε := zε(x̂), z̃ε := zε − z̄ε .
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Then, |ε z̄ε | < M for some positive constant M and we can take R > 0 such that

fγ (x) > M, x ∈ Bc
R

under assumption (2.16’). Therefore, by using Itô’s formula, we have

z̃ε(x) ≥ Ex

⎡
⎣
σ∧T∫

0

e−εt ( fγ − ε z̄ε)(Yt )dt + e−εσ∧T z̃ε(Yσ )

⎤
⎦

≥ Ex [e−εσ∧T z̃ε(Yσ∧T )]
≥ Ex [e−εσ z̃ε(Yσ ); σ < T ] − z̄εe

−εT Px (T ≤ σ)

since zε(x) ≥ 0, where (Yt , Px ) is the diffusion process with the generator L and

σ =
{

inf{t; Yt ∈ BR}, if {t; Yt ∈ BR} �= φ

∞, if {t; Yt ∈ BR} = φ.

Therefore, as T → ∞ we see that

z̃ε(x) ≥ inf|x |=R
z̃ε(x), x ∈ Bc

R .

Since z̃ε converges to ẑ uniformly on each compact set we have inf |x |=R z̃ε(x) ≥
−K , K > 0 and hence obtain ẑ(x) ≥ −K . �

Now, we consider H–J–B equation (2.11) for 0 < γ < 1.

Proposition 3.1 Assume assumptions (2.13)–(2.15), (2.16’) and (2.17). Then, when
taking C to be sufficiently large, z(x) = ẑ(x) + C is a super-solution to (2.11) with
ρ > χ̂ . Moreover, z(x) ≡ −C ′ is a sub-solution to (2.11) if C ′ > 0 is sufficiently
large.

Proof Take ε > 0 such that ρ − χ̂ > ε. Then, we can see that

1

1 − γ
e− ẑ(x)+C

1−γ ≤ 1

1 − γ
e− C+inf ẑ

1−γ < ε,

by taking C to be sufficiently large because of Lemma 3.7. Since (χ̂ , ẑ) is a solution
to (3.4), z = ẑ(x)+ C turns out to be a super-solution to (2.11).

It is easy to see that z(x) is a sub-solution to (2.11). �

4 Existence and Uniqueness

We first prepare the following lemma.

Lemma 4.1 Assume assumptions (2.13)–(2.16) and γ < 0. Then, the bounded above
solution to H–J–B equation (2.11) is unique.
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Proof Note that each smooth solution z to (2.11) satisfies the estimate

|∇z(x)| ≤ C(1 + |x |)

for a positive constant C > 0 under our assumptions (cf. Appendix 2). Let z and z1
be bounded above solutions to (2.11) and set

φ(x) = e
1

1−γ (z−z1)(x).

Then, we have

1

2
tr[λλ∗D2φ] + (βγ + λN−1

γ λ∗Dz1)
∗Dφ

= 1

1 − γ

[
1

2
tr[λλ∗D2z] + (βγ + λN−1

γ λ∗Dz1)
∗Dz

−
{

1

2
tr[λλ∗D2z1] + (βγ + λN−1

γ λ∗Dz1)
∗Dz1

}

+ 1

2(1 − γ )
D(z − z1)

∗λλ∗D(z − z1)

]
φ

= 1

1 − γ

{
− (1 − γ )e− z

1−γ + (1 − γ )e− z1
1−γ

−1

2
D(z − z1)

∗λ(N−1
γ − 1

1 − γ
I )λ∗D(z − z1)

}
φ

≤ e− z
1−γ (e

z−z1
1−γ − 1)φ = e− z

1−γ (φ − 1)φ (4.1)

since 1
1−γ I ≤ N−1

γ for γ < 0.
Let Yt be a solution of the stochastic differential equation

dYt = λ(Yt )dWt + {βγ (Yt )+ λN−1
γ λ∗Dz1(Yt )}dt, Y0 = x

and set

f (x) = −e− z
1−γ φ = −e− z1

1−γ .

Then, from (4.1) it follows that

d{(φ(Yt )− 1)e
∫ t

0 f (Ys )ds} = f (Yt )(φ(Yt )− 1)e
∫ t

0 f (Ys )dsdt + e
∫ t

0 f (Ys )dsdφ(Yt )

≤ e
∫ t

0 f (Ys )ds Dφ(Yt )
∗λ(Yt )dWt .

Setting t = τG ∧ T , where

τG = inf{t; z(Yt ) ≥ z1(Yt )},
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we have

φ(x)− 1 ≥ E[(φ(YτG∧T )− 1)e
∫ τG ∧T

0 f (Ys )ds]
= E[(φ(YτG )− 1)e

∫ τG
0 f (Ys )ds; τG ≤ T ]

+E[(φ(YT )− 1)e
∫ T

0 f (Ys )ds; T < τG ]
≥ E[(φ(YT )− 1)e

∫ T
0 f (Ys )ds; T < τG ].

Note that

(φ(YT )− 1)e
∫ T

0 f (Ys )ds ≥ −e− ∫ T
0 e

− 1
1−γ z1(Ys )ds ≥ −e− T

K , ,

where K is a positive constant such that e
1

1−γ z1(x) ≤ K . Thus, we see that

φ(x)− 1 ≥ −e− T
K .

Sending T to ∞ we have φ(x)− 1 ≥ 0 and so z(x) ≥ z1(x).
Exchanging a role of z1 by z, we obtain converse inequality z1(x) ≥ z(x). �
Let z(x) and z(x) be, respectively sub- and super- solution to (2.11) with ρ = 0

obtained in Lemma 3.1. Then, we have the following theorem.

Theorem 4.1 For γ < 0, we assume assumptions (2.13)–(2.16). Then, for ρ = 0,
(2.11) has a solution z such that z(x) ≤ z(x) ≤ z(x). Moreover, the bounded above
solution to (2.11) is unique.

Proof Since we have a sub- and a super- solution as was seen in Lemma 3.1, the
existence of a solution can be shown in a similar manner to the proof of Theorem 3.5
in [7]. We complete the proof in Appendix 1.

Let us prove uniqueness. Let z(x) be the solutions to (2.11) with ρ = 0 such that
z(x) ≤ z(x) ≤ z(x). Under our assumptions we can see that

z(x) ≤ γ log c + log

( −1

γ c0

)

holds and so z(x) is bounded above. Further, owing to Lemma 4.1 we have the unique-
ness of the bounded above solution to (2.11). �
Remark It is to be noted that even in the case of ρ = 0, H–J–B equation (2.11) has the
unique solution without ambiguity of additive constants with respect to z(x). Moreover,
considering (2.11) with ρ > 0 and without assumption (2.16) can be reduced to the
case of ρ = 0 with assumption (2.16) (cf. Remark in Sect. 3).

Theorem 4.2 For 0 < γ < 1, we assume assumptions (2.13)–(2.15), (2.16’) and
(2.17), and let z(x) and z(x) be, respectively sub- and super- solutions to (2.11)
appeared in Proposition 3.1. Then, for each ρ > χ̂ , (2.11) has a solution z such that
z(x) ≤ z(x) ≤ z(x) and that it satisfies
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z(x)− z0(x) → −∞, as |x | → ∞. (4.2)

Moreover, the solution satisfying (4.2) is unique.

Proof As in the proof of the previous theorem, the existence of a solution is given in a
similar manner to the proof of Theorem 3.5 in [7] (cf. Appendix 1). We give the proof
of unique existence of the solution satisfying (4.2). First note that the solution z(x)
to (2.11) necessarily satisfies (4.2) under our assumptions. Indeed, we have seen that
ẑ(x)− z0(x) → −∞ as |x | → ∞ in the proof of Lemma 3.5, and thus, (4.2) follows
from z(x) ≤ ẑ(x)+ C . Let us prove uniqueness. Set

ψ = z − z0

for a solution z to (2.11). Then,

ρ = 1

2
tr[λλ∗D2ψ] + 1

2
tr[λλ∗D2z0] + β∗

γ Dψ + β∗
γ Dz0 + Uγ

+1

2
D(ψ + z0)

∗λN−1
γ λ∗D(ψ + z0)+ (1 − γ )e−ψ+z0

1−γ .

Therefore,

ρ = 1

2
tr[λλ∗D2ψ] + β̃∗

γ Dψ + 1

2
(Dψ)∗λN−1

γ λ∗Dψ

−V + (1 − γ )e−ψ+z0
1−γ , (4.3)

where

V = −
{

1

2
tr[λλ∗D2z0] + β∗

γ Dz0 + 1

2
(Dz0)

∗λN−1
γ λ∗Dz0 + Uγ

}
(4.4)

and

β̃γ = βγ + λN−1
γ λ∗Dz0.

Let z1 and z2 be solutions to (2.11) satisfying (4.2) and set ψi = zi − z0, i = 1, 2.
Assume that there exists x0 such that z2(x0) > z1(x0). Then, ψ2(x0) > ψ1(x0) and
ψi (x) → −∞, as |x | → ∞. Therefore, for each ε > 0 there exists xε such that

ψε(x) :=sup
x

{eεψ2(x)−eεψ1(x)}=eεψ2(xε )−eεψ1(xε )≥eεψ2(x0)−eεψ1(x0) >0. (4.5)

At xε we have

0 ≤ −1

2
tr[λλ∗D2ψε] − β̃∗

γ Dψε

= −ε
2

eεψ2 tr[λλ∗D2ψ2] − ε2

2
eεψ2(Dψ2)

∗λλ∗DZ2
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+ε
2

eεψ1 tr[λλ∗D2ψ1] + ε2

2
eεψ1(Dψ1)

∗λλ∗Dψ1

−εeεψ2 β̃∗
γ Dψ2 + εeεψ1 β̃∗

γ Dψ1

= εeεψ2

{
1

2
(Dψ2)

∗λN−1
γ λ∗Dψ2 − V + (1 − γ )e−ψ2+z0

1−γ − ρ

}

−εeεψ1

{
1

2
(Dψ1)

∗λN−1
γ λ∗Dψ1 − V + (1 − γ )e−ψ1+z0

1−γ − ρ

}

−ε
2

2
eεψ2(Dψ2)

∗λλ∗Dψ2 + ε2

2
eεψ1(Dψ1)

∗λλ∗Dψ1

= εeεψ2

{
1

2
(Dψ2)

∗λ(N−1
γ − ε I )λ∗Dψ2 − V + (1 − γ )e−ψ2+z0

1−γ − ρ

}

−εeεψ1

{
1

2
(Dψ1)

∗λ(N−1
γ − ε I )λ∗Dψ1 − V + (1 − γ )e−ψ1+z0

1−γ − ρ

}
.

Therefore,

1

2
eεψ2(Dψ2)

∗λ(N−1
γ − ε I )λ∗Dψ2 − 1

2
eεψ1(Dψ1)

∗λ(N−1
γ − ε I )λ∗Dψ1

≥ eεψ2(V + ρ − (1 − γ )e−ψ2+z0
1−γ )− eεψ1(V + ρ − (1 − γ )e−ψ1+z0

1−γ ) (4.6)

On the other hand, Dψ2 = Dψ1eεψ1−εψ2 because Dψε = 0 at xε , and thus,

1

2
eεψ2(Dψ2)

∗λ(N−1
γ − ε I )λ∗Dψ2 − 1

2
eεψ1(Dψ1)

∗λ(N−1
γ − ε I )λ∗Dψ1

= 1

2
e2εψ1−εψ2(Dψ1)

∗λ(N−1
γ − ε I )λ∗Dψ1− 1

2
eεψ1(Dψ1)

∗λ(N−1
γ −ε I )λ∗ Dψ1

= 1

2
eεψ1−εψ2(eεψ1 − eεψ2)(Dψ1)

∗λ(N−1
γ − ε I )λ∗Dψ1

≤ 1 − ε

2
eεψ1−εψ2(eεψ1 − eεψ2)(Dψ1)

∗λλ∗Dψ1 ≤ 0.

Then, from (4.6), it follows that

(eεψ2 − eεψ1)(V + ρ)− (1 − γ )e− z0
1−γ (e(ε−

1
1−γ )ψ2 − e(ε−

1
1−γ )ψ1) ≤ 0,

and so,

(eεψ2 − eεψ1)(V + ρ) ≤ (1 − γ )e− z0
1−γ (e(ε−

1
1−γ )ψ2 − e(ε−

1
1−γ )ψ1) < 0 (4.7)

by taking ε such that ε < 1
1−γ . Thus, we obtain

V (xε) < −ρ

123



298 Appl Math Optim (2015) 71:279–311

from (4.7). Since V (x) → ∞ as |x | → ∞, there exists R > 0 independent of ε such
that xε ∈ BR and εn such that xεn → x̂ ∈ B R . From (4.5), we have

1

εn
(eεnψ2(xεn ) − eεnψ1(xεn )) ≥ 1

εn
(eεnψ2(x0) − eεnψ1(x0)) > 0

and, by letting εn → 0, we obtain

ψ2(x̂)− ψ1(x̂) ≥ ψ2(x0)− ψ1(x0) > 0.

From (4.7), at xε , we have

−K0 ≤ V + ρ ≤ (1 − γ )e− z0
1−γ (e(ε−

1
1−γ )ψ2 − e(ε−

1
1−γ )ψ1)

eεψ2 − eεψ1

and letting εn → 0, the right-hand side tends to −∞, which is a contradiction. There-
foreψ2(x) ≤ ψ1(x) for each x . In the same way, we have the converse inequality, and
hence, we proved uniqueness of the solution to (2.11). �

Let us set the operator L by

Lg := 1

2
tr[λλ∗D2g] + β∗

γ Dg + (Dz)∗λN−1
γ λ∗Dg. (4.8)

Then, inspired by Lemma 3.6 we have the following proposition useful in the proof
of the verification theorem.

Proposition 4.1 Under the assumptions of Theorem 4.2, the diffusion process with
the generator L is ergodic.

Proof Let us set

ψ̄(x) := z0(x)− z(x).

Then, as was seen in the proof of Theorem 4.2, ψ̄(x) → ∞, as |x | → ∞. Further,
from (4.3) it follows that

−ρ = 1

2
tr[λλ∗D2ψ̄] + β∗

γ Dψ̄ + (Dz0)
∗λN−1

γ λ∗Dψ̄

−1

2
(Dψ̄)∗λN−1

γ λ∗Dψ̄ + V − (1 − γ )e− z
1−γ .

Since z0 = z + ψ̄ we have

1

2
tr[λλ∗D2ψ̄] + β∗

γ Dψ̄ + (Dz)∗λN−1
γ λ∗Dψ̄

= −1

2
(Dψ̄)∗λN−1

γ λ∗Dψ̄ − V + (1 − γ )e− z
1−γ − ρ

Thus, we can see that Lψ̄(x) → −∞ as |x | → ∞ and hence the proof is complete. �
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5 Verification Theorems

Let us set the value functions

v̂(x) = inf
(h.,c.)∈A1

Eh

⎡
⎣

∞∫

0

e−ρt cγt eγ
∫ t

0 {η(Xs ,hs )−cs }dsdt

⎤
⎦ ,

for γ < 0, and

v̌(x) = sup
(h.,c.)∈A1

Eh

⎡
⎣

∞∫

0

e−ρt cγt eγ
∫ t

0 {η(Xs ,hs )−cs }dsdt

⎤
⎦ ,

for 0 < γ < 1, where A1 is the sets of admissible strategies defined in the end of
Sect. 2. For a solution z(x) to (2.11), we shall prove that ez(x) = v̂(x), for γ < 0,
under assumptions (2.13)-(2.15) (resp. (2.13)-(2.16)) for ρ > 0 (resp. ρ = 0), and
that ez(x) = v̌(x), for 0 < γ < 1, under the assumptions of Theorem 4.2. For the
solution z(x) to (2.11), define a function ĥ(x) by

ĥ(x) = 1

1 − γ
(σσ ∗)−1(σλ∗Dz + α̂)(x)

and

ĉ(x) = e− z(x)
1−γ .

We define also

ĥs = ĥ(Xs), ĉs = ĉ(Xs).

Let us prepare the following lemma for the proof of the verification theorem.

Lemma 5.1 Let Yt be a solution to the stochastic differential equation

dYt = σ(t,Yt )dWt + μ(t,Yt )dt, Y0 = x,

where σ and μ are locally Lipschitz continuous with respect to x and continuous in
t . We moreover assume that |μ(t, x)| ≤ C(1 + |x |) and σ is bounded. For a given
continuous function H(t, x) satisfying |H(t, x)| ≤ C(1 + |x |), define ρt by

ρt := e
∫ t

0 H(s,Ys )
∗dWs− 1

2

∫ t
0 |H(s,Xs )|2ds .

Then, we have

E[ρt ] = 1, ∀t.
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The proof of this lemma is similar to that of Lemma 4.1.1 in [1] and we omit the
proof.

We have the following theorem.

Theorem 5.1 For ρ = 0 (resp. ρ > 0), assume assumptions (2.13)–(2.16) (resp.
(2.13)–(2.15)). Then, for a solution z(x) to (2.11), we have

ez(x) = inf
h.,c.∈A1

Eh

⎡
⎣

∞∫

0

e−ρt cγt eγ
∫ t

0 {η(Xs ,hs )−cs }dsdt

⎤
⎦

= Eĥ

⎡
⎣

∞∫

0

e−ρt ĉγt eγ
∫ t

0 {η(Xs ,ĥs )−ĉs }dsdt

⎤
⎦ (5.1)

with γ < 0.

Proof Let us first note that ĥs satisfies (2.8). Indeed, because of the gradient estimates
for the solution z given in (7.1) in Appendix 2, we can see it by using the above

lemma. Thus, we have a probability measure Pĥ under which Xt satisfies the stochastic
differential equation

d Xt = λ(Xt )dW ĥ
t + {βγ (Xt )+ γ

1 − γ
λσ ∗(σσ ∗)−1λ∗Dz(Xt )}dt,

where

βγ (x) = β(x)+ γ

1 − γ
λσ ∗(σσ ∗)−1α̂(x).

Set

Lγ f := 1

2
tr[λλ∗D2 f ] + β∗

γ D f + γ

1 − γ
(Dz)∗λσ ∗(σσ ∗)−1σλ∗D f.

Then, by Itô’s formula, we have

z(Xt )− z(X0) =
t∫

0

Lγ z(xs)ds +
t∫

0

(Dz)∗λ(Xs)dW ĥ
s

=
t∫

0

{
1

2
tr[λλ∗D2z] + β∗

γ Dz + 1

2
(Dz)∗λN−1

γ λ∗ Dz

+ γ

2(1 − γ )
(Dz)∗λσ ∗(σσ ∗)−1σλ∗Dz

}
(Xs)ds

+
t∫

0

(Dz)∗λ(Xs)dW ĥ
s − 1

2

t∫

0

(Dz)∗λλ∗Dz(Xs)ds
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=
t∫

0

{
− Uγ (Xs)− (1 − γ )e− z(Xs )

1−γ + ρ

+ γ

2(1 − γ )
(Dz)∗λσ ∗(σσ ∗)−1σλ∗Dz

}
(Xs)ds

+
t∫

0

(Dz)∗λ(Xs)dW ĥ
s − 1

2

t∫

0

(Dz)∗λλ∗Dz(Xs)ds.

Note that

η(x, ĥ(x)) = − 1

2(1 − γ )
(Dz)∗λσ ∗(σσ ∗)−1σλ∗Dz + 1

2(1 − γ )
α̂∗(σσ ∗)−1α̂ + r,

and hence,

γ η(x, ĥ(x)) = Uγ − γ

2(1 − γ )
(Dz)∗λσ ∗(σσ ∗)−1σλ∗Dz.

Therefore,

z(Xt )− z(X0) = −γ
t∫

0

(η(Xs, ĥs)− ĉs)ds + ρt −
t∫

0

e− z(Xs )
1−γ ds + Mt − 1

2
〈M〉t

where

Mt =
t∫

0

(Dz)∗λ(Xs)dW ĥ
s .

Once again, owing to the above lemma, we see that Mt satisfies (2.19) with respect to

Pĥ and therefore (ĉ, ĥ) ∈ A1. Thus, we obtain

Eĥ

⎡
⎣

∞∫

0

e−ρt ĉγt eγ
∫ t

0 (η(Xs ,ĥs )−ĉs )dsdt

⎤
⎦

= Eĥ

⎡
⎣

∞∫

0

e− γ
1−γ z(Xt )−z(Xt )+z(X0)−

∫ t
0 e

− z(Xs )
1−γ ds+Mt − 1

2 〈M〉t dt

⎤
⎦

= ez(x)Eĥ

⎡
⎣

∞∫

0

e− 1
1−γ z(Xt )−

∫ t
0 e

− z(Xs )
1−γ ds+Mt − 1

2 〈M〉t dt

⎤
⎦

= ez(x)E
ĥ

⎡
⎣

∞∫

0

e− 1
1−γ z(Xt )−

∫ t
0 e

− z(Xs )
1−γ dsdt

⎤
⎦ , (5.2)
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since

d P
ĥ

d Pĥ

∣∣∣∣∣∣Ft

= eMt − 1
2 〈M〉t . (5.3)

When setting ϕt = e− ∫ t
0 ĉγs e−z(Xs )ds = e− ∫ t

0 e
− z(Xs )

1−γ ds , we have

−dϕt = e− 1
1−γ z(Xt )−

∫ t
0 e

− z(Xs )
1−γ dsdt.

From Theorem 4.1, we have

0 ≤ ϕt ≤ e− ∫ t
0 e

− z(Xs )
1−γ ds ≤ e−Kγ t

with Kγ = c− γ
1−γ ( −1

γ c0
)
− 1

1−γ and thus, limT →∞ ϕT = ϕ∞ = 0. Therefore we see that

E
ĥ
[ ∫ ∞

0
e− 1

1−γ z(Xt )−
∫ t

0 e
− z(Xs )

1−γ dsdt

]
= E

ĥ[ϕ0 − ϕ∞] = 1.

Hence,

Eĥ

⎡
⎣

∞∫

0

e−ρt ĉγt eγ
∫ t

0 (η(Xs ,ĥs )−ĉs )dsdt

⎤
⎦ = ez(x).

Now, we shall prove that

ez(x) ≤ Eh

⎡
⎣

∞∫

0

e−ρt cγt eγ
∫ t

0 (η(Xs ,hs )−cs )dsdt

⎤
⎦ , ∀(c, h) ∈ A1. (5.4)

For the controlled process defined by

d Xt = λ(Xt )dW h
t + {β(Xt )+ γ λ∗σ(Xt )ht }dt, X0 = x, (c, h) ∈ A1,

we have

z(Xt )− z(X0) =
t∫

0

(Dz)∗λ(Xs)dW h
s

+
t∫

0

{
1

2
tr[λλ∗D2z] + (β + γ λσ ∗hs)

∗ Dz

}
(Xs)ds
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≥
t∫

0

{ρ − γ (η(Xs, hs)− cs)− cγs e−z(Xs )}ds

+
t∫

0

(Dz)∗λ(Xs)dW h
s − 1

2

t∫

0

(Dz)∗λλ∗Dz(Xs)ds,

from H–J–B equation (2.11). Therefore,

−ρt + γ

t∫

0

(η(Xs, hs)− cs)ds ≥ z(X0)− z(Xt )−
t∫

0

cγs e−z(Xs )ds + M̃t − 1

2
〈M̃〉t ,

where

M̃t =
t∫

0

(Dz)∗λ(Xs)dW h
s .

Thus, we obtain

Eh

⎡
⎣

∞∫

0

e−ρt cγt eγ
∫ t

0 (η(Xs ,hs )−cs )dsdt

⎤
⎦

≥ ez(x)Eh

⎡
⎣

∞∫

0

cγt e−z(Xt )−
∫ t

0 cγs e−z(Xs )dseM̃t − 1
2 〈M̃〉t dt

⎤
⎦

= ez(x)E
h

⎡
⎣

∞∫

0

cγt e−z(Xt )−
∫ t

0 cγs e−z(Xs )dsdt

⎤
⎦ ,

where P
h

is a probability measure defined by

d P
h

d Ph

∣∣∣∣∣Ft

= eM̃t − 1
2 〈M̃〉t .

Let us first assume that ct ≤ K , ∀t , for some positive constant K > 0. In this case,

t∫

0

cγs e−z(Xs )ds ≥ K γ e−C t

holds since z(x) is bounded above by a constant C . Then we have

ϕ̃t := e− ∫ t
0 cγs e−z(Xs )ds ≤ e−K γ e−C t
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and thus obtain

E
h

⎡
⎣

∞∫

0

cγt e−z(Xt )−
∫ t

0 cγs e−z(Xs )dsdt

⎤
⎦ = E

h[ϕ̃0 − ϕ̃∞] = 1.

Hence (5.4) holds.
For general (c, h) ∈ A1 we set c(n)s := min{cs, n}. Then, we have

Eh

⎡
⎣

∞∫

0

e−ρt (c(n)t )γ eγ
∫ t

0 (η(Xs ,hs )−c(n)s )dsdt

⎤
⎦≤ Eh

⎡
⎣

∞∫

0

e−ρt (c(n)t )γ eγ
∫ t

0 (η(Xs ,hs )−cs )dsdt

⎤
⎦

and therefore

ez(x) ≤ Eh

⎡
⎣

∞∫

0

e−ρt (c(n)t )γ eγ
∫ t

0 (η(Xs ,hs )−cs )dsdt

⎤
⎦ .

Hence, by monotone convergence theorem we have (5.4). �
Theorem 5.2 Under the assumptions of Theorem 4.2, for a solution z(x) to (2.11),
we have

ez(x) = Eĥ

⎡
⎣

∞∫

0

e−ρt ĉγt eγ
∫ t

0 {η(Xs ,ĥs )−ĉs }dsdt

⎤
⎦

= sup
h.,c.∈A1

Eh

⎡
⎣

∞∫

0

e−ρt cγt eγ
∫ t

0 {η(Xs ,hs )−cs }dsdt

⎤
⎦

Proof Similarly to the proof of Theorem 5.1, we see that (ĉs, ĥs) ∈ A1 and have

Eĥ

⎡
⎣

∞∫

0

e−ρt ĉγt eγ
∫ t

0 (η(Xs ,ĥs )−ĉs )dsdt

⎤
⎦ = ez(x)E

ĥ

⎡
⎣

∞∫

0

e− 1
1−γ z(Xt )−

∫ t
0 e

− z(Xs )
1−γ dsdt

⎤
⎦

= ez(x)E
ĥ

⎡
⎣−

∞∫

0

dϕt

⎤
⎦ , (5.5)

where

ϕt = e− ∫ t
0 e

− z(Xs )
1−γ ds .

We first note that (Xt , P
ĥ
) is the ergodic diffusion process with the generator L defined

by (4.8) according to Proposition 4.1. Moreover,
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z(x) ≤ ẑ(x)+ C

and, for each R > 0, there exists a positive constant CR such that

e−CR ≤ e− ẑ(x)+C
1−γ , x ∈ BR .

Therefore,

1

T

T∫

0

e− ẑ(Xs )+C
1−γ ds ≥ 1

T
e−CR

T∫

0

1BR (Xs)ds → e−CR m(BR)

as T → ∞, where m(dx) is the invariant measure of (Xt , P
ĥ
). Therefore, we see that

T∫

0

e− ẑ(Xs )+C
1−γ ds → ∞, P

ĥ
a.s.

as T → ∞, and thus we have ϕT → 0, P
ĥ

a.s. since

e− ∫ T
0 e

− ẑ(Xs )+C
1−γ ds ≥ e− ∫ T

0 e
− z(Xs )

1−γ ds = ϕT = e− ∫ T
0 ĉγt e−z(Xt )dt .

Thus, we have the first equality.
To prove

ez(x) ≥ Eh

⎡
⎣

∞∫

0

e−ρt cγt eγ
∫ t

0 (η(Xs ,hs )−cs )dsdt

⎤
⎦ , ∀(c, h) ∈ A1,

we use H–J–B equation (2.12) similarly to the above, and then we arrive at

Eh

⎡
⎣

∞∫

0

e−ρt cγt eγ
∫ t

0 (η(Xs ,hs )−cs )dsdt

⎤
⎦ ≤ ez(x)E

h

⎡
⎣

∞∫

0

cγt e−z(Xt )−
∫ t

0 cγs e−z(Xs )dsdt

⎤
⎦

= ez(x) lim
T →∞ E

h[ϕ̃0 − ϕ̃T ]
≤ ez(x).

�
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6 Appendix 1

Here, we give the proof of the existence of a solution to (2.11) along the line of Hata
and Sheu [7], which complete the proofs of Theorems 4.1 and 4.2. We rewrite the
equation (2.11) as follows.

1

2
tr[λλ∗D2z] + b(x, z, Dz; γ ) = 0, in Rn, (6.1)

where

b(x, z, p; γ ) = βγ (x)
∗ p + 1

2
p∗λN−1

γ λ∗ p + Uγ (x)+ (1 − γ )e− z
1−γ − ρ.

To prove the existence of a solution to (6.1), we first consider the Dirichlet problem
on BR :

{
1
2 tr[λλ∗D2z] + b(x, z, Dz; γ ) = 0, x ∈ BR

z = z, x ∈ ∂BR,
(6.2)

where z is a smooth sub-solution to (2.11). For γ < 0, z is the sub-solution appeared
in Lemma 3.1 and for 0 < γ < 1, z = −C with sufficiently large C . In proving the
existence of a solution to (6.2) we appeal to the following theorem, a modification
of the Leray-Schauder fixed point theorem, according to the scheme due to Hata and
Sheu ([7]).

Theorem 6.1 (Hata and Sheu [7]) Let B be a Banach space with the norm ‖ · ‖B
and T a continuous, compact operator from B × [0, 1] to B. Assume that there exists
a constant M > 0 such that ‖ ξ ‖B< M for all (ξ, τ ) satisfying ξ = T (ξ, τ ), or
ξ = τT (ξ, 0). Then, there exists a fixed point ξ ∈ B: ξ = T (ξ, 1).

In applying this theorem, we consider the following problem for each τ ∈ [0, 1]:
{

1
2 tr[λλ∗D2z] + b(x, z, Dz; τγ ) = 0, x ∈ BR

z = τ z, x ∈ ∂BR .
(6.3)

We note that, under assumptions (2.13)–(2.15), for x ∈ BR, |z| ≤ M , we have

c1|ξ |2 ≤ 1

2
ξ∗λλ∗(x)ξ ≤ c2|ξ |2, ξ ∈ Rn

|b(x, z, p; τγ )| + |
1
2∂(λλ

∗)i j (x)

∂x j
| ≤ c3(1 + |p|2),

where c1, c2 and c3 are positive constants. To study (A.3), we consider the linear partial
differential equation

{
1
2 tr[λλ∗D2z] + b(x, w, Dw; τγ ) = 0, x ∈ BR

z = τ z, x ∈ ∂BR .
(6.4)
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for a given functionw ∈ C1,μ(B R), 1 > μ > 0. Under assumptions (2.13)–(2.15), we
have a unique solution z ∈ C2,μμ′

(B R) since z ∈ C2,μ(B R) (cf. [13]). Thus, we can
define a continuous, compact mapping T (w, τ) of B × [0, 1] into B as T (w, τ) = z,
where z is the solution to (6.4) for a given functionw ∈ B := C1,μ(B R) and τ ∈ [0, 1].
Indeed, since b(x, w, Dw; τγ ) ∈ C0,μ(B R) for w ∈ C1,μ(B R), and we assume that
τ z ∈ C2,μ(B R), T (w, τ), for every τ , transforms the function w ∈ C1,μ(B R) into
z(x; τ) in C2,μ′μ(B R). Further, we have

‖ z ‖C2,μ′μ(B R)
≤ f (‖ w ‖C1,μ(B R)

),

where f is a continuous monotonically increasing function of t ∈ [0,∞). Since an
arbitrary bounded set in C2,μ′μ(B R) is compact in the space C1,μ(B R), T (w, τ)
maps each bounded set of the pairs (w, τ) in C1,μ(B R) × [0, 1] into a com-
pact set in C1,μ(B R). On the other hand, when ‖ w1 − w2 ‖C1,μ(B R)

goes to 0,
‖ b(x, w1, Dw1; τγ ) − b(x, w2, Dw2; τγ ) ‖C0,μ(B R)

tends to 0 uniformly with
respect to τ . Moreover, T (w, τ) is continuous in τ uniformly with respect to
(x, w, Dw) ∈ B R × {u ∈ Rn; |u| ≤ c} × {p ∈ Rn; |p| ≤ c}. Therefore T (w, τ)
is a continuous map of (w, τ) ∈ C1,μ(B R)× [0, 1] into C1,μ(B R).

Note that a fixed point z(τ ) of T , z(τ ) = T (z(τ ), τ ), is a solution to (6.3) and z(1) is
a solution to (6.2). On the other hand, if we set z0 = T (w, 0), then z0 satisfies

{
1
2 tr[λλ∗D2z] + b(x, w, Dw; 0) = 0, x ∈ BR

z = 0, x ∈ ∂BR,
(6.5)

with

b(x, w, Dw; 0) = β(x)∗ Dw + 1

2
(Dw)∗λλ∗Dw + e−w − ρ.

Therefore, z(τ )0 = τT (w; 0) turns out to be a solution to the equation

{
1
2 tr[λλ∗D2z] + τb(x, w, Dw; 0) = 0, x ∈ BR

z = 0, x ∈ ∂BR .
(6.6)

Hence, a fixed point ẑτ0 = τT (ẑτ0; 0) is a solution to

{
1
2 tr[λλ∗D2z] + τb(x, z, Dz; 0) = 0, x ∈ BR

z = 0, x ∈ ∂BR .
(6.7)

Now, let us give the proof of the existence of a solution to (6.1).
Step 1. Proof of the existence of a solution to (6.2).
Owing to Theorem 3.8 in Hata and Sheu [7], we have the estimate for z(τ ):

ez(τ )(x) ≤ τez(x) + (1 − τ) f0(x), (6.8)
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where f0(x) is the solution to

{
1
2 tr[λλ∗D2 f0] + β(x)D f0 − ρ + 1 = 0, x ∈ BR

f0 = 1, x ∈ ∂BR .
(6.9)

Moreover, we see that

z(τ )(x) ≥ −C (6.10)

for sufficiently large C > 0. Indeed, when γ < 0, for x ∈ {x; z(x) ≤ 0} τ z(x) ≥
z(x) > −C for each τ ∈ (0, 1] since z(x) is bounded in B R . τ z(x) > −C holds
as well in x ∈ {x; z(x) ≤ 0}c. Moreover, −C becomes a sub-solution of (6.3) by
taking C to be sufficiently large. Therefore we see (6.10) owing to Lemma 3.6 in [7].
Similarly, (6.10) holds also in the case of 0 < γ < 1.

Further, owing to Theorem 3.9 in Hata and Sheu [7], we have

− ρE[σR] ≤ z(τ )0 ≤ log(1 + E[σR]), (6.11)

where σR = inf{t; |Xt | = R}, and Xt is the solution to the stochastic differential
equation:

d Xt = τβ(Xt )dt + λ(Xt )dWt , X0 = x .

Therefore, from Theorem 4.1 and 6.1, Chapter 4 in [13], we obtain the estimates

sup
BR

|z(τ )| ≤ M, sup
BR

|z(τ )0 | ≤ M

for a positive constant M independent of τ , z(τ ) and z(τ )0 . Then, from Theorem 4.1 and
6.1, Chapter 4 in [13], we obtain

sup
BR

|∇z(τ )| ≤ M1, sup
BR

|∇z(τ )0 | ≤ M1,

n∑
i=1

‖ Di z
(τ ) ‖C1,μ′

(B R)
≤ M2,

n∑
i=1

‖ Di z
(τ )
0 ‖C1,μ′

(B R)
≤ M2,

where the constants M1, M2 and μ′ are determined by n, M , c1, c2, and c3. Thus, we
can consider the operator T (w; τ) only on the space

Z := {z ∈ C1,μ(B R); sup
BR

|z| ≤ M + ε, sup
BR

|∇z| ≤ M1

+ ε,
n∑

i=1

‖ Di z ‖C1,μ′
(B R)

≤ M2 + ε}
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for ε > 0. Then, we see that there exists M̃ such that

‖ z(τ ) ‖C1,μ′
(B R)

, ‖ z(τ )0 ‖C1,μ′
(B R)

< M̃

for any fixed points z(τ ) and z(τ )0 . Hence, Theorem 6.1 applies and we see that z ∈
C2,μμ′

(B R) such that z = T (z, 1).
Step 2. Proof of the existence of the solution to (6.1).
Let us take a sequence {Rn} such that Rn → ∞, as n → ∞, and a sequence

of solutions zRn to (6.2). Since z is a subsolution to (6.1), we can see that zRn is
nondecreasing because of the maximum principle. Further, we can see that zRn is
dominated by the super-solution z(x) again by the maximum principle. Therefore,
there exists z(x) to which zRn converges as n → ∞. Note that there exists a constant
M independent of n such that

sup
x∈Br

|∇zRn | ≤ M(1 + r)

for r < Rn , which can be seen in a similar manner to the proof of Proposition 3.2 in
[17] (cf. Appendix 2 and also (3.8)). Therefore, we can see that zRn → z, W 1,p

loc weakly
∀p > 1 by taking a subsequence if necessary. The convergence can be strengthen as
∇zRn converges in L2

loc strongly to ∇z. As a result we can see that z ∈ W 1,p
loc is a weak

solution to (6.1). Then, from the regularity theorem we see that z ∈ C2,μ′′
and that it

is a classical solution to (6.1). �

7 Appendix 2

Let us give the gradient estimates for the solution to H–J–B equation (2.11).

Lemma 7.1 Under assumptions(2.13)–(2.15), the solution z to (2.11) satisfies the
following estimate.

|∇z| ≤ C(1 + |x |) (7.1)

for some positive constant C > 0.

The proof of this estimate is almost the same as the one of Proposition 3.2 in [17].
Here we only give some remarks that the proof could proceed in almost parallel to it.
One could see [17] to be more precise.

Proof Set Qi j := (λN−1
γ λ∗)i j and differentiate (2.11). Then, we have

0 = 1

2
(λλ∗)i j Di jk z + β i

γ Dik z + (Di z)Q
i j D jk z + DkUγ − Dk ze− z

1−γ

+1

2
Dk(λλ

∗)i j Di j z + (Dkβ
i
γ )Di z + 1

2
(Di z)(Dk Qi j )D j z (7.2)
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Set F = |∇z|2 = ∑n
k=1 |Dk z|2 and

�(F) := 1

2
(λλ∗)i j Di j F + β i

γ Di F + Qi j Di zD j F.

Then, we have

�(F) = (λλ∗)i j Dik zD jk z + Dk z{(λλ∗)i j Di jk z + 2β i
γ Dik z + 2Qi j Di zD jk z}

= (λλ∗)i j Dik zD jk z + Dk z{−2DkUγ + 2Dk ze− z
1−γ − Dk(λλ

∗)i j Di j z

−2(Dkβ
i
γ )Di z − (Di z)(Dk Qi j )D j z}

≥ 1

2nc2
{(λλ∗)i j Di j z}2 + 1

2
(λλ∗)i j Dik zD jk z − |∇z|2

2δ
− δC

2
|D2z|2

−2|∇z||∇Uγ | + 2|∇z|2e− z
1−γ − 2|∇z|2|∇βγ | − |∇z|3|∇Q|

≥ 1

2nc2
{(λλ∗)i j Di j z}2 − |∇z|2

2δ
− 2|∇z||∇Uγ | + 2|∇z|2e− z

1−γ

−2|∇z|2|∇βγ | − |∇z|3|∇Q|.

Here we have used (7.2) and the matrix inequality (tr[AB])2 ≤ nC tr[AB2], for sym-
metric matrix B and nonnegative definite symmetric matrix A having the maximum
eigenvalue C . Thus, in a similar manner to the proof of Proposition 3.2 in [17] (cf.
also [9,10,15]) we can obtain estimate (7.1) by using H–J–B equation (2.11) again in

the last line in the above. Although we have the term (1 − γ )e− z
1−γ in the equation it

does not affect the proof since it is nonnegative. �
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