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Abstract. This paper is the continuation of the paper “Dirichlet boundary control
of semilinear parabolic equations. Part 1: Problems with no state constraints.” It is
concerned with an optimal control problem with distributed and Dirichlet boundary
controls for semilinear parabolic equations, in the presence of pointwise state con-
straints. We first obtain approximate optimality conditions for problems in which
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1. Introduction

This paper is the continuation of the paper “Dirichlet boundary control of semilinear
parabolic equations. Part 1: Problems with no state constraints” [3]. In this part we
study control problems for equations and cost functionals similar to Part 1, but with
pointwise state constraints. Notation and assumptions are the ones of Part 1. Recall the
state equation

∂y

∂t
+Ay+8(x, t, y, u)=0 in Q, y=v on6, y(0)= y0 in Ä, (1)
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whereQ = Ä× ]0, T [, Ä ⊂ RN , 6 = 0× ]0, T [, 0 is the boundary ofÄ, T > 0, A
is a second-order elliptic operator, the distributed controlu belongs toUad ⊂ Lq(Q),
and the boundary controlv belongs toVad ⊂ L∞(6) (for simplicity, we here suppose
that the initial conditionsy0 is fixed and belongs toC(Ǟ)). We look for solutions of (1)
satisfying constraints of the form

g(y) ∈ C, (2)

whereg is a mapping fromCb(Q̄\6̄) into Cb(Q̄\6̄), andC ⊂ Cb(Q̄\6̄) is a closed
convex subset with a nonempty interior inCb(Q̄\6̄). Consider the problem

(P) inf{J(y, u, v) | (y, u, v) ∈ Cb(Q̄\6̄)×Uad× Vad satisfying(1) and(2)},
with

J(y, u, v) =
∫

Q
F(x, t, y, u) dx dt+

∫
6

G(s, t, v) ds dt+
∫

Ä

L(x, y(T)) dx.

We have already obtained optimality conditions for Dirichlet boundary control problems
of the form(P), whenVad is convex andG(s, t, ·) is differentiable, by using a Lagrange
multiplier theorem [1]. Here, we are mainly interested in optimality conditions in the
form of Pontryagin’s principles.

As pointed out in [8] and [15], the main difficulty in proving optimality conditions
for (P) is the following:

Since the state constraint(2) is well posed inCb(Q̄\6̄) (or in L∞(Q)), the multiplier
associated with this constraint belongs to(Cb(Q̄\6̄))′ (or to(L∞(Q))′). Therefore,
it is a finitely additive measure (and not aσ -additive one) and the corresponding
adjoint equation cannot be studied in Sobolev spaces.

To bypass this difficulty, Fattorini and Murphy [8] consider a terminal constraint in
Äτ = {x ∈ Ä | d(x, 0) ≥ τ }, with τ > 0 (but the passage to the limit whenτ tends to
zero is not carried out). Mordukhovich and Zhang [15], [16] obtain an adjoint equation
as the limit of adjoint equations for penalized problems, but the limit equation cannot be
interpreted in the sense of distributions.

In [2] we have presented a new tool to overcome this kind of difficulty. By introducing
the Stone–̆Cech compactification of the domain̄Q\6̄, we have obtained a decomposition
theorem for additive measuresζ ∈ (Cb(Q̄\6̄))′ (see Theorem 2.1). Roughly speaking,
eachζ ∈ (Cb(Q̄\6̄))′ is decomposed in a regular part, which is a bounded Radon
measure onQ̄\6̄, and an additional part, which acts on the boundary6̄. Due to this
decomposition, we prove that only the regular part intervenes in the adjoint equation.
The additional part intervenes only in Pontryagin’s principle for the boundary control
(Theorem 2.3).

As a consequence of these new optimality conditions, in the case of bilateral con-
straints of the forma ≤ y ≤ b on Q (wherea andb are continuous on̄Q), we are able
to obtain classical pointwise Pontryagin’s principles (in other words, the nonregular part
of the multiplierζ associated with state constraints may be dropped out in the optimality
conditions, see Theorem 6.1).

Optimality conditions in Theorem 2.3 are proved with the Ekeland variational prin-
ciple. For this, we define a sequence of approximate problems in which state constraints
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are penalized only onQτk = {x ∈ Ä | d(x, 0) > τk}× ]τk, T [, with limkτk = 0 (see
Section 5.2). Due to a suitable choice of a distance on the set of controls, which is
different from the Ekeland distance, we obtain approximate optimality conditions (see
Theorem 5.2) by using Taylor expansions stated in Theorem 5.2 of [3]. In these ap-
proximate optimality conditions, the multiplier associated with the penalization of state
constraints is a Radon measure onQτk . Due to our decomposition theorem for additive
measures in(Cb(Q̄\6̄))′, to some stability condition (assumptionA7, see also Proposi-
tion 2.4), and to the choice of the metric of the control set, we can pass to the limit in
approximate optimality conditions whenτk tends to zero.

Contrary to Theorem 2.1 of [1], we need neither differentiability assumptions on
8(x, t, y, ·), F(x, t, y, ·), andG(s, t, y, ·), nor a convexity assumption onVad.

2. Assumptions and Main Result

Notation and assumptionsA1–A4 are the ones of Part 1 [3]. For the convenience of the
reader, recall the notationÄτ = {x ∈ Ä | d(x, 0) > τ } (d is the Euclidean distance) and
Qτ = Äτ × ]τ, T [. Throughout what followsLN+1 denotes the(N + 1)-dimensional
Lebesgue measure andLN denotes theN-dimensional Lebesgue measure. For simplicity,
〈·, ·〉∗,Q̄\6̄ stands for the duality pairing between(Cb(Q̄\6̄))′ andCb(Q̄\6̄). If µ ∈
Mb(Q̄\6̄) (the space of bounded Radon measures onQ̄\6̄) andy ∈ Cb(Q̄\6̄), we set
〈µ, y〉b,Q̄\6̄ =

∫
Q̄\6̄ y(x, t) dµ(x, t).

2.1. Additional Assumptions

In addition to assumptionsA1–A4 of Part 1 [3], the following is assumed.

A5. L is a Carath´eodory function fromÄ×R intoR. For almost allx ∈ Ä, L(x, ·) is
of classC1. The following estimates hold:

|L(x, y)| ≤ L1(x)η(|y|), |L ′y(x, y)| ≤ L2(x)η(|y|),

whereL1 ∈ L1(Ä), L2 ∈ L p(Ä), p > 1 is the same exponent as inA3, andη is as in
A2. In addition, we assume that(P) admits solutions.

A6. In (2), g is a mapping of classC1 from Cb(Q̄\6̄) into Cb(Q̄\6̄). Moreover, for
all M > 0, there existτ0 > 0, 0< γ0 ≤ 1, and 0< γ1 ≤ 1 such that

‖g(y1)− g(y2)‖C(Qτ )
≤ C1(M)(‖y1− y2‖C(Qτ )

+ τ γ0) for all 0 < τ ≤ τ0,

‖g′(y1)− g′(y2)‖L(Cb(Q̄\6̄)) ≤ C2(M)‖y1− y2‖γ1

Cb(Q̄\6̄)
,

for all y1 ∈ Cb(Q̄\6̄), all y2 ∈ Cb(Q̄\6̄) satisfying‖y1‖Cb(Q̄\6̄) ≤ M , ‖y2‖Cb(Q̄\6̄) ≤
M . (L(Cb(Q̄\6̄)) denotes the space of linear continuous mapppings fromCb(Q̄\6̄)

into Cb(Q̄\6̄).)

We give some examples of state constraints satisfyingA6.
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Example 1. Let ϕ be a bounded continuous function on(Q̄\6̄)×R. Suppose thatϕ′y
belongs toCb((Q̄\6̄)× R) and that, for someγ1 ∈ ]0, 1], we have

|ϕ′y(x, t, y1)− ϕ′y(x, t, y2)| ≤ C|y1− y2|γ1

for all (x, t) ∈ Q̄\6̄ and all (y1, y2) ∈ R2.

The state constraint

ϕ(x, t, y(x, t)) ≤ 0 on Q̄\6̄ (3)

is of the form (2) by settingC = {z ∈ Cb(Q̄\6̄) | z ≤ 0 in Q̄\6̄} andg(y)(x, t) =
ϕ(x, t, y). Moreover,A6 is satisfied. Observe that ifa ∈ Cb(Q̄\6̄) andb ∈ Cb(Q̄\6̄)

satisfya+ ε ≤ b on Q̄\6̄ (for someε > 0), then the constraints

a(x, t) ≤ y(x, t) ≤ b(x, t) on Q̄\6̄

may be written in the form (3).

Example 2. We can also construct other situations mixing pointwise and integral con-
straints. For example, the mappingg: y −→ y

∫
Q y(x, t) dx dtsatisfiesA6.

2.2. Stability Conditions

For everyτ > 0, set

(Pτ ) inf

{
J(yuv, u, v) | (u, v) ∈ Uad× Vad and inf

z∈C
‖z− g(yuv)‖C(Qτ )

= 0

}
,

whereyuv is the solution of (1) corresponding to(u, v). We say that(P) is weakly stable
on the right if assumptionA7 holds.

A7. inf(P) = limτ↘0 inf(Pτ ).

AssumptionA7 is satisfied in classical situations (see Proposition 2.4), and it is
weaker than conditions ensuring the properness of the relaxation procedure by Young
measures (see [4]). More precisely, if we associate with(P) a relaxed problem(RP)

defined with Young measures, taking advantage of the linear structure of the relaxed
problem with respect to control variables, we can obtain optimality conditions for(RP)

in an easy way. We recover optimality conditions for(P) if inf (P) = min(RP). In [4]
we have proved that this properness condition is satisfied if, and only if,

inf(P) = sup
δ>0

sup
τ>0

(inf(Pδ,τ )), (4)

where

(Pτ,δ) inf{J(yuv, u, v) | (u, v) ∈ Uad× Vad and inf
z∈C
‖z− g(yuv)‖C(Qτ )

≤ δ}.

Observe that condition(4) is stronger thanA7.
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2.3. The Stone–̆Cech Compactification

As proved in [2], everyζ ∈ (Cb(Q̄\6̄))′ may be identified with a measurêζ ∈
M(Q̄ × (Q̄\6̄)#), where(Q̄\6̄)# denotes the Stone–C̆ech compactification of̄Q\6̄.
(For notational simplicity, we identifŷζ andζ .) We denote byπ the canonical projection
fromM(Q̄× (Q̄\6̄)#) ontoM(Q̄) defined by

π : ζ ∈M(Q̄× (Q̄\6̄)#) −→ πζ ∈M(Q̄),

〈πζ , ϕ〉M(Q̄)×C(Q̄) = 〈ζ, ϕ〉M(Q̄×(Q̄\6̄)#)×C(Q̄×(Q̄\6̄)#) for all ϕ ∈ C(Q̄).

Throughout what follows, ifζ ∈ (Cb(Q̄\6̄))′, then|ζ | stands for the total variation
of ζ .

Theorem 2.1 [2, Corollary 4.8]. Let ζ ∈ (Cb(Q̄\6̄))′, there exists a bounded linear
transformation3ζ : Cb(Q̄\6̄) −→ L∞π|ζ |(Q̄) such that

〈ζ, hϕ〉∗,Q̄\6̄ = 〈πζ , hϕ〉b,Q̄\6̄ +
∫

6̄

3ζ (h)ϕ dπ|ζ | (5)

for all (h, ϕ) ∈ Cb(Q̄\6̄) × C(Q̄). If h̃ is a nonnegative function in Cb(Q̄\6̄), then∫
6̄

3ζ (h̃) dπ|ζ | ≥ 0. Moreover, for every h̃ in C(Q̄), we have
∫
6̄

3ζ (h̃) dπ|ζ | =
〈πζ , h̃〉M(6̄)×C(6̄).

Remark 2.2. SinceC(Q̄) is dense inL1
π|ζ |(Q̄), it is clear that for a givenζ , identity

(5) uniquely defines3ζ .

2.4. Statement of the Main Result

Define the Hamiltonian functions:

HQ(x, t, y, u, p, λ) = λF(x, t, y, u)+ p8(x, t, y, u)

for all (x, t, y, u, p, λ) ∈ Q× R4,

H6(s, t, v, p, λ) = λG(s, t, v)+ pv for all (s, t, v, p, λ) ∈ 6 × R3.

Theorem 2.3. If A1–A7 are fulfilled and if(ȳ, ū, v̄) is a solution of(P), then there
exist λ̄ ≥ 0, p̄ ∈ L1(0, T;W1,1

0 (Ä)), and ζ̄ ∈ (Cb(Q̄\6̄))′, such that the following
conditions hold:

• Nontriviality condition:

(ζ̄ , λ̄) 6= 0. (6)

• Complementarity condition:

〈ζ̄ , z− g(ȳ)〉∗,Q̄\6̄

= 〈πζ̄ , z− g(ȳ)〉b,Q̄\6̄ +
∫

6̄

3ζ̄ [z− g(ȳ)] dπ|ζ̄ | ≤ 0 (7)

for all z ∈ C, where3ζ̄ is the operator associated with̄ζ , defined in Theorem2.1.
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• Adjoint equation:
−∂ p̄

∂t
+ Ap̄+8′y(x, t, ȳ, ū) p̄+ λ̄F ′y(x, t, ȳ, ū)

+ [g′(ȳ)∗πζ̄ ]|Q = 0 in Q,

p̄(x, T)+ λ̄L ′y(x, ȳ(T))+ [g′(ȳ)∗πζ̄ ]|ÄT = 0 in Ä,

(8)

where g′(ȳ)∗πζ̄ denotes the Radon measure onQ̄\6̄ defined by〈g′(ȳ)∗πζ̄ , z〉b,Q̄\6̄
= 〈πζ̄ , g′(ȳ)z〉b,Q̄\6̄ for all z ∈ C0(Q̄\6̄), [g′(ȳ)∗πζ̄ ]|Q denotes the restriction of
g′(ȳ)∗πζ̄ to Q, and[g′(ȳ)∗πζ̄ ]|ÄT denotes the restriction of g′(ȳ)∗πζ̄ to Ä×{T}.
• Optimality condition forū:

HQ(x, t, ȳ(x, t), ū(x, t), p̄(x, t), λ̄)

= min
u∈KU (x,t)

HQ(x, t, ȳ(x, t), u, p̄(x, t), λ̄) (9)

for all (x, t) ∈ Q̃, whereQ̃ is a measurable subset of Q satisfyingLN+1(Q̃) =
LN+1(Q).
• Optimality condition forv̄:∫

6

(
H6

(
s, t, v,

∂ p̄

∂nA
, λ̄

)
− H6

(
s, t, v̄,

∂ p̄

∂nA
, λ̄

))
ds dt

+
∫

6̄

3ζ̄ (g
′(ȳ)(zv − zv̄)) dπ|ζ̄ | ≥ 0 for all v ∈ Vad, (10)

where ẑv (with v̂ = v or v̂ = v̄) is the solution of

∂z

∂t
+ Az= 0 in Q, z= v̂ on6, z(·, 0) = 0 in Ä. (11)

We can obtain optimality conditions for(P) without the weak stability conditionA7,
but under additional conditions onVad andG. In this case the optimality condition for
boundary controls is stated in a Lagrangian form (see [1]).

In Proposition 2.4 below, we show that the weak stability conditionA7 is satisfied
in classical situations.

Proposition 2.4. Suppose thatA1–A6 are satisfied and that

(i) G(s, t, ·) is convex, F(x, t, y, ·) is convex, F(x, t, y, u) ≥ C3|u|q, C3 > 0,
G(s, t, v) ≥ 0, and L(x, y) ≥ 0,

(ii) Uad is convex, Vad is convex, and
(iii) 8(x, t, y, u) = ϕ(y)+ u, whereϕ is of class C1.

ThenA7 is satisfied.

Proof. First observe that 0≤ inf(Pτ ) ≤ inf(P). For everyτ > 0, let (yτ , uτ , vτ ) be
a τ - solution of(Pτ ). Due to assumption (i) in the proposition and toA1, (uτ , vτ )τ is
bounded inLq(Q)× L∞(6). Let (uτk , vτk)k be a subsequence of(uτ , vτ )τ , converging
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to (ũ, ṽ) for the weak-Lq(Q) × weak∗-L∞(6) topology. Then using results in [3], and
condition (iii), we can prove that(yτk)k converges tõy (the solution of(1) corresponding
to (ũ, ṽ)) uniformly on every subcylinderQε, for all ε > 0. Since(ỹ, ũ, ṽ) is admissible
for (P), by using classical lower semicontinuity results we can prove that

inf(P) ≤ J(ỹ, ũ, ṽ) ≤ lim inf
k→∞

J(yτk , uτk , vτk),

and the proof is complete.

3. Interior Estimates for the State Equation

Proposition 3.1. Letϕ be in L`(Q), with 1 < ` <∞. The solution y of the equation

∂y

∂t
+ Ay= ϕ in Q, y = 0 on6, y(0) = 0 in Ä,

belongs to Ld(0, T;W1,d(Ä)) for every` < d <∞ satisfying1/`−1/d < 1/(N+2).
Moreover,

‖y‖Ld(W1,d) ≤ C‖ϕ‖`,Q.

Proof. This result may be proved as in Proposition 3.1 of [19] or by using maximal
regularity results [11] and interpolation results [9], [20].

We now state estimates in the interior of the cylinderQ̄ as a function of the distance
to ∂Q. Such estimates are next used to obtain optimality conditions.

Proposition 3.2. Let a be a nonnegative function in Ld(Q) (d > N/2+ 1), let ϕ be
in Ld(Q), and let(ψ, y0) be in L∞(6)× L∞(Ä). For all λ ∈ [1,∞[ the solution y of

∂y

∂t
+ Ay+ ay= ϕ in Q, y = ψ on6, y(0) = y0 in Ä

satisfies

‖y‖C(Qτ )
≤ C(‖ϕ‖d,Q + τ−2n0‖ψ‖2,6 + τ−N/2λ‖y0‖λ,Ä)

for all τ > 0, where C≡ C(Ä, A, q, λ) and n0 denotes the first positive integer such
that 1

2 − n0/(N + 2) < 0.

Proof. Let y1 be the solution of

∂y

∂t
+ Ay+ ay= ϕ in Q, y = 0 on6, y(0) = y0 in Ä.
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Sinced > N/2+ 1, by using estimates on the semigroup inLλ(Ä) generated by−A
(with Dirichlet boundary condition), and with the estimates in Chapter 3 of [10], we can
prove that there exists a constantC ≡ C(d, λ), not depending ona, such that

‖y1‖C(Q̄τT ) ≤ C(‖ϕ‖d,Q + τ−N/2λ‖y0‖λ,Ä)

for all τ > 0 and all λ ∈ [1,∞[. (12)

Let y2 be the solution of

∂y

∂t
+ Ay+ ay= 0 in Q, y = ψ on6, y(0) = 0 in Ä.

We know that‖y2‖∞,Q ≤ ‖ψ‖∞,6 . From Section 9.2 in Chapter 3 of [14] it follows that
‖y2‖2,Q ≤ C‖ψ‖2,6 . Let n0 be the first positive integer such that1

2 − n0/(N + 2) < 0.
Using interior estimates (as on pp. 172–173 of [13]), we have

τ 2‖y2‖Lq1(Äτ/n0×(0,T)) ≤ Cτ 2‖y2‖L2(0,T;H2(Äτ/n0)) ≤ C‖y2‖2,Q ≤ C‖ψ‖2,6,

where 1/q1 = 1
2 − 1/(N + 2). Iterating this processn0 times, we obtain

‖y2‖C(Qτ )
≤ Cτ−2n0‖ψ‖2,6.

The proof is complete.

4. Metric Spaces of Controls

Let (y, u, v) be inL∞(Q)×Lq(Q)×L∞(6). Denote byzyuv the solution to the equation

∂z

∂t
+ Az+8′y(·, y, u)z=0 in Q, z=v on6, z(0)=0 in Ä. (13)

Introduce the Ekeland distance onUad, Vad, andUad× Vad:

dU (u1, u2) = LN+1({(x, t) ∈ Q | u1(x, t) 6= u2(x, t)}),
dV (v1, v2) = LN({(s, t) ∈ 6 | v1(s, t) 6= v2(s, t)}),
dE((u1, v1), (u2, v2)) = dU (u1, u2)+ dV (v1, v2).

Set

dτ ((u1, v1), (u2, v2))

= dE((u1, v1), (u2, v2))+ ‖y1− y2‖C(Qτ )
+ ‖z1− z2‖C(Qτ )

, (14)

where, fori = 1, 2, yi is the solution of (1) corresponding to(ui , vi ), andzi = zyi ui vi is
the solution to (13) associated with(yi , ui , vi ). We can easily check thatdτ is a distance
onUad×Vad. We explain in Remark 5.2 why we have chosen the distancedτ in place of
dE, and whydE cannot be used to prove Theorem 2.3.
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Proposition 4.1. Let (u1, v1) (resp. (u2, v2)) be in Lq(Q)× Vad, and let y1 (resp. y2)

be the corresponding solution of(1). Then we have

‖y1− y2‖C(Qτ )
≤ C(τ−2n0dV (v1, v2)

1/2+ ‖8(·, y2, u2)−8(·, y2, u1)‖q,Q),

for all τ > 0, where n0 is the first positive integer such that1
2 − n0/(N + 2) < 0.

Proof. The functiony1− y2 is the solution of

∂z

∂t
+ Az+ az= 8(·, y2, u2)−8(·, y2, u1) in Q, z= v2− v1 on6,

z(0) = 0 in Ä,

wherea = ∫ 1
0 8′y(·, θy1+ (1− θ)y2, u1) dθ ≥ 0. Due to Proposition 3.2, we have

‖y1− y2‖C(Qτ )
≤ C(τ−2n0‖v1− v2‖2,6 + ‖8(·, y2, u2)−8(·, y2, u1)‖q,Q)

≤ C(τ−2n0dV (v1, v2)
1/2+ ‖8(·, y2, u2)−8(·, y2, u1)‖q,Q).

The proof is complete.

Proposition 4.2. Let (y1, u1, v1) and (y2, u2, v2) be in L∞(Q) × Lq(Q) × Vad. Let
z1 = zy1u1v1, z2 = zy2u2v2 be the corresponding solutions of(13). Then we have

‖z1− z2‖C(Qτ )
≤ C(τ−2n0dV (v1, v2)

1/2+ ‖8′y(·, y2, u2)−8′y(·, y1, u1)‖q,Q)

for all τ > 0, where C≡ C(Ä, A, q, M), M ≥ ‖v1‖∞,6 + ‖v2‖∞,6 , and n0 is the first
positive integer such that12 − n0/(N + 2) < 0.

Proof. The proof still relies on Proposition 3.2.

When the set of distributed controls is bounded inL∞(Q), all sequences converging
in (Uad, dU ) also converge inLq(Q), and (Uad, dU ) is a complete metric space. For
unbounded controls, these properties are no longer true. To overcome this difficulty, as
in [18], we introduce a new metric space. For a givenũ ∈ Uad and 0< M <∞, consider
the set

Uad(ũ, M) = {u ∈ Uad | |u(x, t)− ũ(x, t)| ≤ M for almost every(x, t) ∈ Q}.
The mappingdU is a distance onUad(ũ, M) and if (un)n converges tou in (Uad(ũ, M),

dU ), then(un)n converges tou in Lq(Q). For a givenτ > 0, we endowUad(ũ, M)×Vad

with the metricdτ defined in(14).

Lemma 4.3. The metric space(Uad(ũ, M)×Vad, dτ ) is complete. Moreover, the map-
ping which associates J(yuv, u, v) with (u, v) is bounded and continuous from(Uad(ũ,

M)× Vad, dτ ) intoR.

Proof. Let(un, vn)n ⊂ Uad(ũ, M)×Vadbe a Cauchy sequence in(Uad(ũ, M)×Vad, dτ ).
Following [18], we can prove that(un, vn)n converges to some(u, v) in Uad(ũ, M)×Vad
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for dE. Due to Propositions 4.1 and 4.2, it follows that(yunvn, zunvn)n converges to
(yuv, zuv) in C(Qε), for everyε > 0. With assumptions onJ and with these convergence
results, we can prove the continuity result.

5. Proof of Theorem 2.3

5.1. The Distance Function

Let τ > 0 be fixed. Since the spaceC(Qτ ) is separable, there exists a norm| · |C(Qτ )

equivalent to the usual norm‖ · ‖C(Qτ )
, such that(C(Qτ ), | · |C(Qτ )

) is strictly convex

and(M(Qτ ), | · |M(Qτ )
) (where| · |M(Qτ )

is the dual norm of| · |C(Qτ )
) is also strictly

convex. Moreover, there exist two positive constantsC̃ andĈ such that

C̃| · |C(Qτ )
≤ ‖ · ‖C(Qτ )

≤ Ĉ| · |C(Qτ )
for all τ > 0. (15)

(See pp. 106–120 of [7] for the construction of the equivalent norm| · |C(Qτ )
. In this

construction, we can observe that the constantsC̃ andĈ are independent ofτ .) We denote
byCτ the closure, for the usual topology ofC(Qτ ), of the convex set{z|Qτ | z ∈ C} (z|Qτ

denotes the restriction ofz to Qτ ). Consider the distance function toCτ :

dCτ
(ϕ) = inf

z∈Cτ

|ϕ − z|C(Qτ )
for all ϕ ∈ C(Qτ ).

Observe that the mappingϕ −→ dCτ
(ϕ) is convex and Lipschitz of rank 1.

Lemma 5.1. For everyτ > 0 and every M, the mapping(u, v) −→ dCτ
(g(yuv)) is

continuous from(Uad(ū, M)× Vad, dτ ) intoR.

Proof. Let τ > 0, let (un, vn)n be a sequence converging to(u, v) in (Uad(ū, M) ×
Vad, dτ ), and letyn andyuv be the corresponding states. From Proposition 4.1 it follows
that

‖yn − yuv‖C(Qτ )
≤ C(‖8(yuv, un)−8(yuv, u)‖q,Q + τ−2n0dV (vn, v)1/2).

Thus, for everyτ > 0,

|dCτ
(g(yn))− dCτ

(g(yuv))|

≤ |g(yn)− g(yuv)|C(Qτ )
≤ 1

C̃
‖g(yn)− g(yuv)‖C(Qτ )

≤ C‖yn − yuv‖C(Qτ )

≤ C(‖8(yuv, un)−8(yuv, u)‖q,Q + τ−2n0dV (vn, v)1/2),

whereC is a constant independent ofτ . The continuity result follows from the conver-
gence of(un)n to u in Lq(Q) and the convergence of(dV (vn, v))n to zero.
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5.2. Approximate Optimality Conditions

Let (ȳ, ū, v̄) be a solution of problem(P). For everyk > 1, we setτk = 1/k,

Jk(y, u, v) =

[(

J(y, u, v)− inf(Pτk)+
1

k

)+]2

+ (dCτk
(g(y)))2


1/2

,

and

(Pτk) inf{Jk(yuv, u, v) | (u, v) ∈ Uad× Vad, dCτk
(g(yuv)) = 0},

where yuv is the solution of (1) corresponding to(u, v). We have setτk = 1/k, but
any functionτk such that limk→∞τk = 0 could be convenient. LetJk(ȳ, ū, v̄) = σ 2

k =
J(ȳ, ū, v̄) − inf(Pτk) + 1/k. For everyk > 1, the functional(u, v) → Jk(yuv, u, v) is
bounded and continuous on the metric space(Uad[ū, (σk)

−1/2q] × Vad, dτk). Moreover,

Jk(yuv, u, v) > 0 for every (u, v) ∈ Uad[ū, (σk)
−1/2q] × Vad,

Jk(ȳ, ū, v̄) ≤ inf
Uad[ū,(σk)−1/2q ]×Vad

Jk(yuv, u, v)+ σ 2
k .

Due to the Ekeland variational principle, there exists(uk, vk) ∈ Uad[ū, (σk)
−1/2q] × Vad

such that

dτk((ū, v̄), (uk, vk)) ≤ σk, (16)

Jk(yk, uk, vk) ≤ Jk(yuv, u, v)+ σk dτk((u, v), (uk, vk)), (17)

for every(u, v) ∈ Uad[ū, (σk)
−1/2q]×Vad, whereyk is the solution of (1) corresponding

to (uk, vk).

Remark 5.2. Due to the choice of the distancedτk , if (uk, vk) satisfies (16), then

lim
k→∞
‖ȳ− yk‖C(Qτk )

= 0 and lim
k→∞
‖z̄v̄ − zk‖C(Qτk )

= 0,

wherezk = zykukvk is the solution of (13) associated with(yk, uk, vk), andz̄v̄ = zȳūv̄ is
the solution of (13) associated with(ȳ, ū, v̄). These convergence properties are needed
in Section 5.3. They cannot be deduced from Propositions 4.1 and 4.2, and they cannot
be obtained if we replace the distancedτk by dE.

Theorem 5.3. Assume thatA1–A6 are fulfilled. Let k > 1 such that0 < τk ≤ τ0 (τ0

appears inA6), and let (yk, uk, vk) in L∞(Q) × Uad[ū, (σk)
−1/2q] × Vad satisfy(16)

and (17) (yk is the solution of(1) corresponding to(uk, vk)). Then there existλk ≥ 0,
pk ∈ L1(0, T;W1,1

0 (Ä)), andµk ∈M(Qτk) such that

|µk|2M(Qτk )
+ (λk)

2 = 1, 〈µk, z− g(yk)〉M(Qτk )×C(Qτk )
≤ 0 (18)

for all z ∈ Cτk ,

−∂ pk

∂t
+ Apk +8′y(yk, uk)pk + λk F ′y(yk, uk)+ [g′(yk)

∗µk]|Q=0 in Q,

pk(·, T) = −λkL ′y(·, yk(T))− [g′(yk)
∗µk]|ÄT in Ä, (19)
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Q
(HQ(x, t, yk, u0

k, pk, λk)− HQ(x, t, yk, uk, pk, λk)) dx dt

≥ −σk(LN+1(Q)+ ‖8(·, yk, uk)−8(·, yk, u0
k)‖q,Q)

for all u0 ∈ Uad, (20)

∫
6

(
H6

(
s, t, v,

∂pk

∂nA
, λk

)
− H6

(
s, t, vk,

∂pk

∂nA
, λk

))
ds dt

≥ −σk(LN(6)+ C‖v − vk‖∞,6) for all v ∈ Vad, (21)

where

u0
k(x, t) =

u0(x, t) if |u0(x, t)− ū(x, t)| ≤
(

1

σk

)1/2q

,

ū(x, t) otherwise,

and g′(yk)
∗µk is the bounded Radon measure defined onQτk by

z−→ 〈µk, g′(yk)z〉M(Qτk )×C(Qτk )
for all z ∈ C0(Q̄\6̄).

Proof. The proof is split into two steps.

Step1: Optimality Conditions for the Boundary Controlvk. Let v ∈ Vad, and let 0<

ρ < 1 be such thatτρ ≤ τk ≤ τ0, τρ = ρ p′/γ0+qq̄/(q−q̄)γ0 with q > q̄ > N/2+ 1. Due
to Theorem 5.2 and Remark 5.5 of [3], there exists a measurable subset6k,ρ such that
LN(6k,ρ) = ρLN(6), and

ykρ = yk + ρ(zkv− zkvk)+ rkρ, (22)

zkρ = zkvk + ρ(zkv− zkvk)+ r̃kρ, (23)

with

lim
ρ→0

1

ρ
‖rkρ‖C(Qτk )

≤ lim
ρ→0

1

ρ
‖rkρ‖C(Qτρ )

= 0,

lim
ρ→0

1

ρ
‖r̃kρ‖C(Qτk )

≤ lim
ρ→0

1

ρ
‖r̃kρ‖C(Qτρ )

= 0,

J(ykρ, uk, vkρ)− J(yk, uk, vk) = ρ1k J + o(ρ), (24)

wherevkρ is defined by

vkρ(s, t) =
{

vk(s, t) on6\6k,ρ,

v(s, t) on6k,ρ,
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ykρ is the solution of(1) corresponding to(uk, vkρ), andzkv, zkvk , andzkρ stand for the
solutions of (13) respectively corresponding to(yk, uk, v), (yk, uk, vk), and(yk, uk, vkρ),
and where

1k J =
∫

Q
F ′y(x, t, yk, uk)(zkv− zkvk) dx dt

+
∫

Ä

L ′y(x, yk(T))(zkv− zkvk)(T) dx+
∫

6

(G(s, t, v)− G(s, t, vk)) ds dt.

On the other hand, sinceτρ ≤ τk, with A6 and (22), we have∥∥∥∥g(ykρ)− g(yk + ρ(zkv− zkvk))

ρ

∥∥∥∥
C(Qτk )

≤
∥∥∥∥g(ykρ)− g(yk + ρ(zkv− zkvk))

ρ

∥∥∥∥
C(Qτρ )

≤ C
‖rkρ‖C(Qτρ )

+ (τρ)
γ0

ρ
≤ C

(‖rkρ‖C(Qτρ )

ρ
+ ρ p′−1+qq̄/(q−q̄)

)
.

It follows that∥∥∥∥g(ykρ)− g(yk)

ρ
− g′(yk)(zkv− zkvk)

∥∥∥∥
C(Qτk )

≤
∥∥∥∥g(yk + ρ(zkv− zkvk))− g(yk)

ρ
− g′(yk)(zkv− zkvk)

∥∥∥∥
C(Qτk )

+
∥∥∥∥g(ykρ)− g(yk + ρ(zkv− zkvk))

ρ

∥∥∥∥
C(Qτk )

≤
∥∥∥∥g(yk + ρ(zkv− zkvk))− g(yk)

ρ
− g′(yk)(zkv− zkvk)

∥∥∥∥
C(Qτk )

+ C

(‖rkρ‖C(Qτρ )

ρ
+ ρ p′−1+qq̄/(q−q̄)

)
.

Therefore, settinĝrkρ = g(ykρ)− g(yk)− ρ g′y(yk)(zkv− zkvk), we have proved that

lim
ρ→0

1

ρ
‖r̂kρ‖C(Qτk )

= 0. (25)

Set(u, v) = (uk, vkρ) in (17). From (22)–(25), it follows that

−λk1k J − 〈µk, g′(yk)(zkv− zkvk)〉M(Qτk )×C(Qτk )

≤ lim sup
ρ→0

Jk(yk, uk, vk)− Jk(ykρ, uk, vkρ)

ρ

≤ σk(LN(6)+ ‖zkv− zk‖C(Qτk )
) ≤ σk(LN(6)+ C‖v − vk‖∞,6), (26)
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where

λk = (J(yk, uk, vk)− inf(Pτk)+ 1/k)+

Jk(yk, uk, vk)
,

µk =


dCτk
(g(yk))∇dCτk

(g(yk))

Jk(yk, uk, vk)
if dCτk

(g(yk)) > 0,

0 otherwise.

Consider the weak solutionpk ∈ L1(0, T;W1,1
0 (Ä)) of (19). With the Green formula of

Theorem 4.2 of [3], we obtain

−
∫

Q
λk F ′y(x, t, yk, uk)(zkv− zkvk) dx dt−

∫
Ä

λkL ′y(x, yk(T))(zkv− zkvk)(T) dx

− 〈µk, g′(yk)(zkv− zkvk)〉M(Qτk )×C(Qτk )
= −

∫
6

∂pk

∂nA
(v − vk) ds dt.

Taking the definition of1k J and (26) into account, we have∫
6

(
H6

(
s, t, vk,

∂pk

∂nA
, λk

)
− H6

(
s, t, v,

∂pk

∂nA
, λk

))
ds dt

≤ σk(LN(6)+ C‖v − vk‖∞,6).

Finally, from the definition ofµk andλk, it follows that

|µk|2M(Qτk )
+ (λk)

2 = 1 and 〈µk, z− g(yk)〉M(Qτk )×C(Qτk )
≤ 0

for all z ∈ Cτk .

Step2. Optimality Conditions for the Distributed Control uk. The approximate Pon-
tryagin’s principle (20) may be obtained in the same way as in [18].

5.3. Proof of the Optimality Conditions

Step1: Convergence Results. Observe that the weak stability condition on the right,
stated inA7 (Section 2.2), implies the convergence of the sequence(σk)k to zero, when
k tends to infinity. Indeed,

0≤ lim
k→∞

σ 2
k = lim

k→∞

(
inf(P)− inf(Pτk)+

1

k

)
= 0.

Moreover, since the sequence(λk)k is bounded inR+, there exists a subsequence con-
verging to somēλ ≥ 0. From Theorem 4.2 of [3], it results that

‖pk‖Ld′ (W1,δ′ )

≤ C(‖F ′y(·, yk, uk)‖1,Q + ‖L ′y(·, yk(T))‖1,Ä + ‖g′(yk)‖L(Cb(Q̄\6̄))|µk|M(Qτk )
),
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for everyδ > 1,d > 1, satisfyingN/2d+1/δ < 1
2 (whereL(Cb(Q̄\6̄)) is the space of

linear continuous mappings fromCb(Q̄\6̄) into Cb(Q̄\6̄)). Since the sequences(µk)k,
(yk)k, and(uk)k are bounded inM(Qτk), Cb(Q̄\6̄), andLq(Q), the sequence(pk)k is
bounded inLδ′(0, T;W1,d′(Ä)) for everyδ > 1,d > 1, satisfyingN/2d+1/δ < 1

2. Then
there exist a subsequence, still indexed byk, and p̄ such that(pk)k weakly converges
to p̄ in Lδ′(0, T;W1,d′(Ä)) for every δ > 1, d > 1, satisfyingN/2d + 1/δ < 1

2.
From the embedding theorems, it follows that(pk)k weakly converges tōp in Lq′(Q).
Observe that(uk)k and (u0

k)k converge respectively tōu and u0 in Lq(Q). (Indeed∫
Q |ū(x, t)−uk(x, t)|q dx dt≤ (1/(σk)

1/2)dU (ū, uk) ≤ (σk)
1/2.) Moreover,(dV (vk, v̄))k

converges to zero,(yk)k converges tōy in C(Qε), for everyε > 0. From assumptions
on8, F , andL, with Lebesgue’s theorem of dominated convergence, we obtain

lim
k→∞
‖8′y(·, yk, uk)−8′y(·, ȳ, ū)‖q,Q = 0,

lim
k→∞
‖F ′y(·, yk, uk)− F ′y(·, ȳ, ū)‖1,Q = 0,

lim
k→∞
‖L ′y(·, yk(T))− L ′y(·, ȳ(T))‖1,Ä = 0.

The measureµk induces a measureζk ∈ (Cb(Q̄\6̄))′ via the formula

〈ζk, h〉∗,Q̄\6̄ = 〈µk, h〉M(Qτk )×C(Qτk )
for every h ∈ Cb(Q̄\6̄).

It follows that‖µk‖M(Qτk )
= ‖ζk‖(Cb(Q̄\6̄))′ . On the other hand, for everyh in C1(Q̄) ∩

C0(Q̄\6̄), we have∫
Q

(
pk

∂h

∂t
+
∑
i, j

aij Di hDj pk +8′y(x, t, yk, uk)pkh

)
dx dt

= −〈µk, g′(yk)h〉M(Qτk )×C(Qτk )
−
∫

Q
λk F ′y(x, t, yk, uk)h dx dt

−
∫

Ä

λkL ′y(yk(T))h(T) dx

= −〈ζk, g′(yk)h〉∗,Q̄\6̄ −
∫

Q
λk F ′y(x, t, yk, uk)h dx dt

−
∫

Ä

λkL ′y(x, yk(T))h(T) dx. (27)

Since the sequence(ζk)k is bounded in(Cb(Q̄\6̄))′, there exists a generalized sequence,
still indexed byk, such that(ζk)k weak-star converges to a limitζ̄ in (Cb(Q̄\6̄))′. From
Theorem 2.1, there exists a bounded linear transformation3ζ̄ : Cb(Q̄\6̄) −→ Lπ|ζ̄ |(Q̄),
such that

〈ζ̄ , ϕh〉∗,Q̄\6̄ = 〈πζ̄ , ϕh〉b,Q̄\6̄ +
∫

6̄

ϕ3ζ̄ (h) dπ|ζ̄ | (28)
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for everyϕ ∈ C(Q̄) and everyh ∈ Cb(Q̄\6̄). Besides, for everyh ∈ Cb(Q̄\6̄), we
have

|〈ζ̄ , g′(ȳ)h〉∗,Q̄\6̄ − 〈ζk, g′(yk)h〉∗,Q̄\6̄|
≤ |〈ζ̄ − ζk, g′(ȳ)h〉∗,Q̄\6̄| + |〈ζk, (g

′(ȳ)− g′(yk))h〉∗,Q̄\6̄|
≤ |〈ζ̄ − ζk, g′(ȳ)h〉∗,Q̄\6̄| + |〈µk, (g

′(ȳ)− g′(yk))h〉M(Qτk )×C(Qτk )
|

≤ |〈ζ̄ − ζk, g′(ȳ)h〉∗,Q̄\6̄| + C‖g′(ȳ)− g′(yk)‖C(Qτk )

≤ |〈ζ̄ − ζk, g′(ȳ)h〉∗,Q̄\6̄| + C‖ȳ− yk‖γ1

C(Qτk )

≤ |〈ζ̄ − ζk, g′(ȳ)h〉∗,Q̄\6̄| + C(dτk((uk, vk), (ū, v̄)))γ1

≤ |〈ζ̄ − ζk, g′(ȳ)h〉∗,Q̄\6̄| + C(σk)
γ1,

whereC is a positive constant independent ofk. It follows that

lim
k→∞
〈ζk, g′(yk)h〉∗,Q̄\6̄ = 〈ζ̄ , g′(ȳ)h〉∗,Q̄\6̄ for every h ∈ Cb(Q̄\6̄).

With (28), we obtain

lim
k→∞
〈ζk, g′(yk)h〉∗,Q̄\6̄ = 〈ζ̄ , g′(ȳ)h〉∗,Q̄\6̄ = 〈πζ̄ , g′(ȳ)h〉b,Q̄\6̄

for everyh ∈ C0(Q̄\6̄). Therefore, by passing to the limit whenk tends to infinity in
(27), we prove that̄p is the solution of(8).

Step2: Integral Pontryagin’s Principle for̄u. With the convergence results previously
stated and using classical arguments, by passing to the limit in(20) we obtain∫

Q
HQ(x, t, ȳ(x, t), ū(x, t), p̄(x, t), λ̄) dx dt

≤
∫

Q
HQ(x, t, ȳ(x, t), u(x, t), p̄(x, t), λ̄) dx dt

for everyu ∈ Uad. The pointwise Pontryagin’s principle may be obtained as in Section 5.2
of [18].

Step3: Integral Pontryagin’s Principle for̄v. Inequality(10) is obtained by passing to
the limit in (21), with the following convergence result:

lim
k→∞

∫
6

∂pk

∂nA
(v − vk) ds dt

=
∫

6

∂ p̄

∂nA
(v − v̄) ds dt+

∫
6̄

3ζ̄ (g
′(ȳ)(zv − zv̄)) dπ|ζ̄ | (29)

for everyv ∈ Vad (recall thatzv and zv̄ are the solutions to (11) corresponding tov

andv̄).
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We prove(29). With the Green formula in Theorem 4.2 of [3], we have∫
Q

λk F ′y(x, t, yk, uk)(zkv− zkvk) dx dt+
∫

Ä

λkL ′y(x, yk(T))(zkv− zkvk) dx

= −〈µk, g′(yk)(zkv− zkvk)〉M(Qτk )×C(Qτk )
+
∫

6

∂pk

∂nA
(v − vk) ds dt

= −〈ζk, g′(yk)(zkv− zkvk)〉∗,Q̄\6̄ +
∫

6

∂pk

∂nA
(v − vk) ds dt,

wherezkv (respectivelyzkvk ) is the solution to (13) corresponding to(yk, uk, v) (respec-
tively (yk, uk, vk)). In the same way, we have∫

Q
λ̄F ′y(x, t, ȳ, ū)(z̄v − z̄v̄) dx dt+

∫
Ä

λ̄L ′y(x, ȳ(T))(z̄v − z̄v̄) dx

= −〈πζ̄ , g′(ȳ)(z̄v − z̄v̄)〉b,Q̄\6̄ +
∫

6

∂ p̄

∂nA
(v − v̄) ds dt

= −〈ζ̄ , g′(ȳ)(z̄v − z̄v̄)〉∗,Q̄\6̄ +
∫

6̄

3ζ̄ (g
′(ȳ)(z̄v − z̄v̄)) dπ|ζ̄ |

+
∫

6

∂ p̄

∂nA
(v − v̄) ds dt,

wherez̄v (respectivelȳzv̄) is the solution of (13) corresponding to(ȳ, ū, v) (respectively
(ȳ, ū, v̄)). By setting

Ik =
∣∣∣∣∫

6

(
∂pk

∂nA
(v − vk)− ∂ p̄

∂nA
(v − v̄)

)
ds dt−

∫
6

3ζ̄ (g
′(ȳ)(z̄v − z̄v̄)) dπ|ζ̄ |

∣∣∣∣ ,
it follows that

Ik ≤ ‖λ̄F ′y(·, ȳ, ū)(z̄v − z̄v̄)− λk F ′y(x, t, yk, uk))(zkv− zkvk)‖1,Q

+ ‖λ̄L ′y(·, ȳ(T))(z̄v − z̄v̄)(T)− λkL ′y(·, yk(T))(zkv− zkvk)(T)‖1,Ä

+ |〈ζ̄ , g′(ȳ)(z̄v − z̄v̄)〉∗,Q̄\6̄ − 〈ζk, g′(yk)(zkv− zkvk)〉∗,Q̄\6̄|
≤ (|λ̄− λk|‖F ′y(·, ȳ, ū)‖1,Q+|λk|‖F ′y(·, ȳ, ū)−F ′y(·, yk, uk)‖1,Q)‖z̄v−z̄v̄‖∞,Q

+ ‖F ′y(·, yk, uk)((z̄v − z̄v̄)− (zkv− zkvk))‖1,Q

+ (|λ̄− λk| ‖L ′y(·, ȳ(T))‖1,Ä + |λk| ‖L ′y(·, ȳ(T))

− L ′y(·, yk(T))‖1,Ä)‖z̄v − z̄v̄‖∞,Q

+ ‖L ′y(·, yk(T))((z̄v − z̄v̄)− (zkv− zkvk))(T)‖1,Ä

+ |〈ζ̄ , g′(ȳ)(z̄v − z̄v̄)〉∗,Q̄\6̄ − 〈ζk, g′(yk)(zkv− zkvk)〉∗,Q̄\6̄|.
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Using the previous convergence results, the convergence of(yk, zkv, zkvk)k to (ȳ, z̄v, z̄v̄)

in C(Qε), for everyε > 0, we obtain

lim
k→∞
‖F ′y(·, ȳ, ū)− F ′y(·, yk, uk)‖1,Q

= lim
k→∞
‖L ′y(·, ȳ(T))− L ′y(·, yk(T))‖1,Ä = 0, (30)

lim
k→∞
‖F ′y(·, yk, uk)((z̄v − z̄v̄)− (zkv− zkvk))‖1,Q = 0, (31)

lim
k→∞
‖L ′y(·, yk(T))((z̄v − z̄v̄)− (zkv− zkvk))(T)‖1,Ä = 0. (32)

On the other hand, notice that

|〈ζ̄ , g′(ȳ)(z̄v − z̄v̄)〉∗,Q̄\6̄ − 〈ζk, g′(yk)(zkv− zkvk)〉∗,Q̄\6̄|
≤ |〈ζk, g′(yk)(zkv− zkvk)− g′(ȳ)(z̄v − z̄v̄)〉∗,Q̄\6̄|
+ |〈ζk − ζ̄ , g′(ȳ)(z̄v − z̄v̄)〉∗,Q̄\6̄|,

and due toA6, (16), and Proposition 4.2

|〈ζk, g′(yk)(zkv− zkvk)− g′(ȳ)(z̄v − z̄v̄)〉∗,Q̄\6̄|
= |〈µk, g′(yk)(zkv− zkvk)− g′(ȳ)(z̄v − z̄v̄)〉M(Qτk )×C(Qτk )

|
≤ |〈µk, (g

′(yk)− g′(ȳ))(z̄v − z̄v̄)〉M(Qτk )×C(Qτk )
|

+ |〈µk, g′(yk)((z̄v − z̄v̄)− (zkv− zkvk))〉M(Qτk )×C(Qτk )
|

≤ C(‖g′(yk)− g′(ȳ)‖L(C(Qτk ))
+ ‖zkvk − z̄v̄‖C(Qτk )

+ ‖zkv− z̄v‖C(Qτk )
)

≤ C(‖yk − ȳ‖γ1

C(Qτk )
+ ‖zkvk − z̄v̄‖C(Qτk )

+ ‖zkv− z̄v‖C(Qτk )
)

≤ C((σk)
γ1 + σk + ‖8′y(·, yk, uk)−8′y(·, ȳ, ū)‖q,Q).

From(30)–(32) and these estimates, we deduce that

lim
k→∞

Ik = 0. (33)

On the other hand, sincezv − z̄v = zv̄ − z̄v̄ = 0 on6̄ ∪Ä0 (zv andzv̄ are the solutions
of (11) corresponding tov andv̄, andz̄v andz̄v̄ are the solutions of (13) corresponding
to (ȳ, ū, v) and(ȳ, ū, v̄)), then∫

6̄

3ζ̄ (g
′(ȳ)(zv − zv̄)) dπ|ζ̄ | =

∫
6̄

3ζ̄ (g
′(ȳ)(z̄v − z̄v̄)) dπ|ζ̄ |. (34)

Therefore, (29) follows from(33) and(34).

Step4: Complementarity Condition. From the definition ofζk and from (18), we
deduce

〈ζk, z− g(yk)〉∗,Q̄\6̄ ≤ 0 for every z ∈ C. (35)



Dirichlet Boundary Control of Semilinear Parabolic Equations, 2 163

As above, we can write

|〈ζ̄ , g(ȳ)〉∗,Q̄\6̄ − 〈ζk, g(yk)〉∗,Q̄\6̄|
≤ |〈ζ̄ − ζk, g(ȳ)〉∗,Q̄\6̄| + |〈ζk, g(ȳ)− g(yk)〉∗,Q̄\6̄|
≤ 〈ζ̄ − ζk, g(ȳ)〉∗,Q̄\6̄| + |〈µk, g(ȳ)− g(yk)〉M(Qτk )×C(Qτk )

|
≤ |〈ζ̄ − ζk, g(ȳ)〉∗,Q̄\6̄| + C‖g(ȳ)− g(yk)‖C(Qτk )

≤ |〈ζ̄ − ζk, g(ȳ)〉∗,Q̄\6̄| + C‖ȳ− yk‖C(Qτk )

≤ |〈ζ̄ − ζk, g(ȳ)〉∗,Q̄\6̄| + Cσk,

whereC is a positive constant independent ofk. Using this estimate and passing to the
limit in (35), whenk tends to infinity, we obtain

〈ζ̄ , z− g(ȳ)〉∗,Q̄\6̄ = 〈πζ̄ , z− g(ȳ)〉b,Q̄\6̄ +
∫

6̄

3ζ̄ (z− g(ȳ)) dπ|ζ̄ |

for all z ∈ C.

Step5: Nontriviality Condition. Using(15) and passing to the limit in

1= λ2
k + |µk|2M(Qτk )

≤ λ2
k + (Ĉ‖ζk‖(Cb(Q̄\6̄))′)

2,

we have 1≤ λ̄2+ Ĉ2(limk‖ζk‖(Cb(Q̄\6̄))′)
2 (Ĉ is the constant in (15)). If̄λ > 0, the proof

is complete. Ifλ̄ = 0, we must prove that‖ζ̄‖(Cb(Q̄\6̄))′ > 0. Since intCb(Q̄\6̄)C 6= ∅,
there exists a ballB(z, 2ρ) ⊂ C in Cb(Q̄\6̄), with centerz and radius 2ρ > 0. We can
choosẽzk ∈ B(0, 2ρ) such that〈ζk, z̃k〉∗,Q̄\6̄ = ρ‖ζk‖(Cb(Q̄\6̄))′ . Sincez+ z̃k ∈ C, we
have

〈ζk, z+ z̃k − g(yk)〉∗,Q̄\6̄ ≤ 0.

By passing to the limit,

Ĉρ + 〈ζ̄ , z− g(ȳ)〉∗,Q̄\6̄ ≤ 0,

and it follows that̄ζ 6= 0. Observe that̄ζ 6= 0 is equivalent to(πζ̄ |Q̄\6̄, π|ζ̄ ||6̄) 6= 0 (it is
a direct consequence of Theorem 2.1).

6. Application to the Case of Bilateral Constraints

Consider state-constraints of the form

a(x, t) ≤ y(x, t) ≤ b(x, t) for all (x, t) ∈ Q̄\6̄, (36)
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wherea andb are two functions inC(Q̄) satisfyinga(x, t) < b(x, t) on Q̄. The state
constraints(36) may be written in the form(2) by setting

y ∈ C = {z ∈ Cb(Q̄\6̄) | a ≤ z≤ b}. (37)

Theorem 6.1. Suppose that the assumptions of Theorem2.3 are satisfied. Suppose in
addition that a(x, 0) + ε̃ ≤ y0(x) ≤ b(x, 0) − ε̃ in Ä and that there exists̃v ∈ Vad

satisfying a(s, t) + ε̃ ≤ ṽ(s, t) ≤ b(s, t) − ε̃ on 6 (for someε̃ > 0). Then there exist
λ̄ ≥ 0, p̄ ∈ L1(0, T;W1,1

0 (Ä)), µ̄a ∈Mb(Q̄\6̄), andµ̄b ∈Mb(Q̄\6̄) such that

µ̄a ≥ 0, µ̄b ≥ 0, (µ̄a, µ̄b, λ̄) 6= 0, (38)

〈µ̄b, ȳ〉b,Q̄\6̄ = 〈µ̄b, b〉b,Q̄\6̄, 〈µ̄a, ȳ〉b,Q̄\6̄ = 〈µ̄a, a〉b,Q̄\6̄, (39)

p̄ satisfies(8) with g′(ȳ)∗πζ̄ ≡ µ̄b − µ̄a, (40)

HQ(x, t, ȳ(x, t), ū(x, t), p̄(x, t), λ̄) = min
u∈KU (x,t)

HQ(x, t, ȳ(x, t), u, p̄(x, t), λ̄)

for all (x, t) ∈ Q̃,

H6

(
s, t, ȳ(s, t), v̄(s, t),

∂ p̄

∂nA
, λ̄

)
= min

v∈K̃V (s,t)
H6

(
s, t, ȳ(s, t), v,

∂ p̄

∂nA
, λ̄

)

for all (s, t) ∈ 6̃, whereQ̃ is a measurable subset of Q satisfyingLN+1(Q) = LN+1(Q̃),
6̃ is a measurable subset of6 satisfyingLN(6) = LN(6̃), andK̃V (s, t) = KV (s, t)∩
{v ∈ V | a(s, t) ≤ v ≤ b(s, t)}.

Proof. With Theorem 2.3 and with arguments similar to those in the proof of The-
orem 7.3 in [2], we can prove that there existλ̄ ≥ 0, p̄ ∈ L1(0, T;W1,1

0 (Ä)), ζ̄ ∈
(Cb(Q̄\6̄))′, two bounded linear transformations3+: Cb(Q̄\6̄) −→ L∞πζ̄+

(Q̄) and

3−: Cb(Q̄\6̄) −→ L∞πζ̄−
(Q̄) such that

(πζ̄− , πζ̄+ , λ̄) 6= 0,

〈πζ̄+ , ȳ〉b,Q̄\6̄ = 〈πζ̄+ , b〉b,Q̄\6̄, 〈πζ̄− , ȳ〉b,Q̄\6̄ = 〈πζ̄− , a〉b,Q̄\6̄,
(41)

∫
6̄

3+(ȳ) dπζ̄+ = 〈πζ̄+ , b〉M(6̄)×C(6̄),

∫
6̄

3−(ȳ) dπζ̄− = 〈πζ̄− , a〉M(6̄)×C(6̄),

p̄ satisfies(8) with g′(ȳ)∗πζ̄ ≡ πζ̄+ − πζ̄− ,

HQ(x, t, ȳ(x, t), ū(x, t), p̄(x, t), λ̄)

= min
u∈KU (x,t)

HQ(x, t, ȳ(x, t), u, p̄(x, t), λ̄)

(42)
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for all (x, t) ∈ Q̃, whereQ̃ is a measurable subset ofQ satisfyingLN+1(Q) = LN+1(Q̃),
and∫

6

(
H6

(
·, ȳ, v̄,

∂ p̄

∂nA
, λ̄

)
− H6

(
·, ȳ, v,

∂ p̄

∂nA
, λ̄

))
ds dt

≤
∫

6̄

3−(zv̄ − zv) dπζ̄− −
∫

6̄

3+(zv̄ − zv) dπζ̄+ (43)

for all v ∈ Vad, zv is the solution of(11) corresponding tov. Forv ∈ Vad, let ϕv be the
solution of

∂y

∂t
+ Ay= 0 in Q, y = v on6, y(0) = y0 in Ä.

Observing that̄y−ϕv̄ belongs toC0(Q̄\6̄), and that, for everyv ∈ Vad, zv−zv̄ ≡ ϕv−ϕv̄

on Q̄\6̄, we obtain∫
6̄

3+(ϕv̄ − ȳ) dπζ̄+ =
∫

6̄

3−(ϕv̄ − ȳ) dπζ̄− = 0, (44)

∫
6̄

3+(zv̄ − zv) dπζ̄+ =
∫

6̄

3+(ϕv̄ − ϕv) dπζ̄+ for all v ∈ Vad, (45)

∫
6̄

3−(zv̄ − zv) dπζ̄− =
∫

6̄

3−(ϕv̄ − ϕv) dπζ̄− for all v ∈ Vad. (46)

From (41), (43)–(46), it follows that∫
6

(
H6

(
·, ȳ, v̄,

∂ p̄

∂nA
, λ̄

)
− H6

(
·, ȳ, v,

∂ p̄

∂nA
, λ̄

))
ds dt

≤ 〈πζ̄− , a〉M(6̄)×C(6̄) − 〈πζ̄+ , b〉M(6̄)×C(6̄)

+
∫

6̄

3+(ϕv) dπζ̄+ −
∫

6̄

3−(ϕv) dπζ̄− (47)

for all v ∈ Vad.
1. We claim that(πζ̄+ |Q̄\6̄, πζ̄− |Q̄\6̄, λ̄) 6= 0. Arguing by contradiction, we sup-

pose that(πζ̄+ |Q̄\6̄, πζ̄− |Q̄\6̄, λ̄) = 0. It follows that p̄ ≡ 0. With (41), we have
(πζ̄− |6̄, πζ̄+ |6̄) 6= 0, and with (47), we have

0≤
∫

6̄

3+(ϕv) dπζ̄+−
∫

6̄

3−(ϕv) dπζ̄−+〈πζ̄− , a〉M(6̄)×C(6̄)−〈πζ̄+ , b〉M(6̄)×C(6̄)

for all v ∈ Vad. In particular,

0 ≤
∫

6̄

3+(ϕṽ) dπζ̄+ −
∫

6̄

3−(ϕṽ) dπζ̄−

+ 〈πζ̄− , a〉M(6̄)×C(6̄) − 〈πζ̄+ , b〉M(6̄)×C(6̄). (48)
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With a comparison principle, we prove that

ψa+ε̃(x, t) ≤ ϕṽ(x, t) ≤ ψb−ε̃(x, t) for all (x, t) ∈ Q̄\6̄,

whereψh (for h = a+ ε̃ or h = b− ε̃) is the solution of

∂ψ

∂t
+ Aψ = 0 in Q, ψ = h|6 on6, ψ(0) = h(0) in Ä.

Notice thatψb−ε̃ andψa+ε̃ belong toC(Q̄). From Theorem 2.1, it follows that

〈πζ̄+ , a〉M(6̄)×C(6̄) + ε̃πζ̄+(6̄)

=
∫

6̄

3+(ψa+ε̃) dπζ̄+ ≤
∫

6̄

3+(ϕṽ) dπζ̄+ ≤
∫

6̄

3+(ψb−ε̃) dπζ̄+

= 〈πζ̄+ , b〉M(6̄)×C(6̄) − ε̃πζ̄+(6̄),

and

〈πζ̄− , a〉M(6̄)×C(6̄) + ε̃πζ̄−(6̄)

=
∫

6̄

3−(ψa+ε̃) dπζ̄− ≤
∫

6̄

3−(ϕṽ) dπζ̄− ≤
∫

6̄

3−(ψb−ε̃) dπζ̄−

= 〈πζ̄− , b〉M(6̄)×C(6̄) − ε̃πζ̄−(6̄).

Therefore∫
6̄

3+(ϕṽ) dπζ̄+ −
∫

6̄

3−(ϕṽ) dπζ̄− + 〈πζ̄− , a〉M(6̄)×C(6̄) − 〈πζ̄+ , b〉M(6̄)×C(6̄)

≤ −ε̃[πζ̄−(6̄)+ πζ̄+(6̄)],

which is in contradiction with(48). By settingµ̄a ≡ πζ̄− |Q̄\6̄ andµ̄b ≡ πζ̄+ |Q̄\6̄ , we
obtain(38), (39), and(40).

2. By a comparison principle, we prove that, for everyv ∈ Vad obeyinga ≤ v ≤ b,
we have∫

6̄

3+(ϕv) dπζ̄+ ≤
∫

6̄

3+(ψb) dπζ̄+ = 〈πζ̄+ , b〉M(6̄)×C(6̄),∫
6̄

3−(ψa)dπζ̄− = 〈πζ̄− , a〉M(6̄)×C(6̄) ≤
∫

6̄

3−(ϕv) dπζ̄− .

Taking (47) into account, we obtain∫
6

(
H6

(
·, ȳ, v̄,

∂ p̄

∂nA
, λ̄

)
− H6

(
·, ȳ, v,

∂ p̄

∂nA
, λ̄

))
ds dt

≤ 〈πζ̄− , a〉M(6̄)×C(6̄) − 〈πζ̄+ , b〉M(6̄)×C(6̄) +
∫

6̄

3+(ϕv) dπζ̄+ −
∫

6̄

3−(ϕv) dπζ̄−

≤ 0 for all v ∈ Vad with a ≤ v ≤ b.

The pointwise Pontryagin’s principle may be obtained as in Section 5.2 of [18]. The
proof is complete.
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