
DOI: 10.1007/s00245-001-0001-2

Appl Math Optim 43:221–243 (2001)

© 2001 Springer-Verlag New York Inc.

Heat Equations with Fractional White Noise Potentials∗

Y. Hu

Department of Mathematics, University of Kansas,
405 Snow Hall, Lawrence, KS 66045-2142, USA
hu@math.ukans.edu

Abstract. This paper is concerned with the following stochastic heat equations:

∂ut (x)

∂t
= 1

21ut (x)+ wH · ut (x), x ∈ Rd, t > 0,

wherewH is a time independent fractional white noise with Hurst parameterH =
(h1, h2, . . . , hd), or a time dependent fractional white noise with Hurst parameter
H = (h0, h1, . . . , hd). Denote|H | = h1 + h2 + · · · + hd. When the noise is time
independent, it is shown that if1

2 < hi < 1 for i = 1, 2, . . . , d and if |H | > d− 1,
then the solution is inL2 and theL2-Lyapunov exponent of the solution is estimated.
When the noise is time dependent, it is shown that if1

2 < hi < 1 for i = 0, 1, . . . , d
and if |H | > d− 2/(2h0− 1), the solution is inL2 and theL2-Lyapunov exponent
of the solution is also estimated. A family of distribution spacesSρ , ρ ∈ R, is
introduced so that every chaos of an element inSρ is inL2. The Lyapunov exponents
in Sρ of the solution are also estimated.
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1. Introduction

The following stochastic heat equations with white noise potentials have been studied
by many authors:

∂ut (x)

∂t
= 1

21ut (x)+ w · ut (x), 0 < t <∞, x ∈ Rd,

where1 =∑d
i=1(∂

2/∂x2
i ) andw is the white noise on some probability space(Ä,F, P)

(see [27], [26], [7], [28], [16], and the references therein). The expectation on(Ä,F, P)

is denoted byE. Let

Sρ =
{

F : Ä→ R;
∞∑

n=0

((n+ 1)!)ρE | Fn|2 <∞
}

,

whereFn is thenth chaos ofF . These spaces have a nice property: for an elementF in
Sρ , ρ ∈ R, each chaosFn, n = 0, 1, 2, . . . , is in L2. Whenρ = 0, S0 = L2. In [16]
the asymptotic behaviors inL2 and inSρ of the solution of an stochastic heat equation
with white noise potentials have been studied. Specifically, ifwH = w(x) is a time
independent white noise and ifd ≤ 3, it is shown that the solution is inSρ for certainρ

and the Lyapunov exponents of the solution in these spaces have been estimated. Similar
results are also obtained ifwH = w(t, x) is a time dependent white noise and ifd = 1.
Generally it is known that the solution is not inSρ and the stochastic heat equations are
studied in more singular distribution spaces. There are many reasons why the stochastic
heat equations with white noise potentials are important. One of these reasons is that the
heat equation is one of the simplest second-order partial differential equations and the
white noise is one of the simplest random fields.

On the other hand, there is growing interest in the study of fractional Brownian
motions (FBM). A zero mean Gaussian processBh

t , 0 ≤ t < ∞, on some probability
space(Ä,F, P) is called an FBM with a given Hurst parameterh ∈ (0, 1) if

E(Bh
t Bh

s ) = 1
2

(|t |2h + |s|2h − |t − s|2h
)
.

These processes have the following properties: on one hand they are simple Gaussian
processes (though not as simple as standard Brownian motion); on the other hand they
describe random phenomena with long range dependence. These properties enable them
to be potential candidates in applications to various fields.

It is natural to extend the FBM to multiparameter cases (fractional Brownian fields
= FBF). The fractional white noises can be defined accordingly. It is also natural to study
the heat equation withfractionalwhite noise potentials.

In [21] Lindstrøm defines an FBF, with a parameterp ∈ (0, 2), as a Gaussian process
L p(x), x ∈ Rd. The basic feature of his FBF is

E(L p(x)L p(y)) = 1
2

(|x|2p + |y|2p − |x − y|2p
)
. (1.1)

References of some applications of these FBF are also given in [21]. However, the FBF
L p(x), x ∈ Rd, is not positively correlated. This is inconvenient for the purpose of this
paper. For this reason, a new type of FBF is introduced. Since the FBM are fractional
integrals of white noise, it is natural to define our FBF as partial fractional integrals
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of multiparameter white noise. Partial fractional integrals have been studied by many
researchers (see [25], [29], and the references therein). Roughly speaking, we define the
FBF with parameterH = (h1, . . . , hd) as a Gaussian processBH (x), x ∈ Rd, satisfying

E(BH (x)BH (y)) = 1

2d

d∏
i=1

(|xi |2hi + |yi |2hi − |xi − yi |2hi
)
. (1.2)

In Section 2 we state some elementary properties of the FBF,BH (x), x ∈ Rd.
In order to study the stochastic heat equation with fractional white noise potentials,

we need to develop a stochastic calculus for FBF. We establish this using the ideas in [3],
[9], and the references therein. Our presentation for this part will be brief. Only relevant
results will be sketched.

In Section 3 we define the stochastic integral of deterministic functions with respect
to FBF. We follow the ideas of [11] and [9].

In Section 4 we define multiple stochastic integrals of deterministic kernels with
respect to FBF. The approach is standard (see [24], [23], [9], [19], [5], [6], and the
references therein).

In Section 5 we define the stochastic integral of a general (random) integrand with
respect to FBF in the spirit of the Malliavin calculus. It is an Itˆo (Skorohod) type integral.
Some properties useful to this paper are also obtained.

After the introduction of stochastic calculus for FBF, we study the following stochas-
tic heat equation with time independent fractional white noise potentialswH (x):

∂ut (x)

∂t
= 1

21ut (x)+ wH (x) · ut (x), (1.3)

wherewH (x) is the fractional white noise, i.e., formallywH (x) = (∂d/∂x1∂x2 · · · ∂xd)

BH (x). This equation will be solved in the mild form. Namely, we seekut (x) such that

ut (x) = u0(x)+
∫ t

0

∫
Rd

pt−s(x − y)us(y) d BH (y) ds (1.4)

(see Definition 6.1), wherept (x) = e−x2/2t/
√

2π t . The above stochastic integral is in
the sense of Itˆo–Skorohod and is defined in Section 5 of this paper.

Assume thathi > 1
2 for i = 1, 2, . . . , d. Let |H | = h1 + · · · + hd. It is shown that

when|H | > d− 1, the solution is inL2, and theL2-Lyapunov exponent of the solution
will be estimated. More precisely, we show that for all 0< κ < 1+ |H | − d,

lim sup
t→∞

log
(
supx∈Rd E | ut (x)|2)

t2/κ
<∞. (1.5)

Note that whenH = ( 1
2, 1

2, . . . , 1
2), we obtain the usual white noise. The condition

|H | > d − 1 is optimal in the following sense: whend = 2, H = (h, h), the condition
implies thath > 1

2. It is known (e.g., [27], [26], or [16]) that whend = 2 and when
h = 1

2 (the white noise case) the solution is not necessarily inL2. Our result also states
that although whend = 2, h = 1

2 (the white noise potential case), anL2 solution may
not exist, onceh > 1

2, anL2 solution exists. This amuses the author.



224 Y. Hu

In general it is shown that if|H | > d−2, then there isρ0 such that the solution is in
Sρ for all ρ < ρ0 and the Lyapunov exponents ofut (x) in these spaces are also obtained.
To have an idea about the condition|H | > d − 2, we considerH = (h, h, . . . , h).
|H | > d− 2 means thath > (d − 2)/d. It is known that whend < 4, then the solution
of the stochastic heat equation with time independent white noise potentials is inSρ ,
and whend ≥ 4, then the solution is not in anySρ . Whend = 4, h > (d − 2)/d. This
means thath > 1

2. Thus although whend = 4, h = 1
2 (the white noise potential case)

anSρ solution may not exist, onceh > 1
2, anSρ solution exists.

The stochastic heat equation with time dependent fractional white noise potentials
wH (t, x),

∂ut (x)

∂t
= 1

21ut (x)+ wH (t, x) · ut (x), (1.6)

is studied in Section 7, whereH = (h0, h1, . . . , hd). Equation (1.6) is also solved in its
mild form

ut (x) = u0(x)+
∫ t

0

∫
Rd

pt−s(x − y)us(y) d BH (s, y) (1.7)

(see Definition 7.1). Again let|H | = h1+ · · · + hd. It is shown that when

ρ0 = 2

2h0− 1
+ |H | − d > 0, (1.8)

then the solution of (1.6) is inL2. Moreover, for any 0< κ < ρ0,

lim sup
t→∞

1

t2h0/κ
log sup

x∈Rd

E | ut (x)|2 <∞. (1.9)

In general it is shown that if|H | > d + 2− 4h0, then there isρ0 such that the solution
is in Sρ for all ρ < ρ0 and the Lyapunov exponents ofut (x) in these spaces are also
obtained.

If we formally think that the time independent FBF is a special case of the time
dependent FBF withh0 = 1, then condition (1.8) becomes|H | > d − 1 and the
condition|H | > d+ 2− 4h0 becomes|H | > d− 2. Thus (1.9) is an extension of (1.5).

Two relevant papers have been completed after the the first version of this paper. In
[17], the stochastic partial differential of the form

∂

∂t
u(t, x) = 1

21u(t, x)+At u(t, x) · wH (t, x), t ∈ R+, x ∈ Rd,

is studied, whereAt is a first-order partial differential operator. In [20] the Poisson type
equation

1U (x) = −wH (x); x ∈ D, U (x) = 0 for x ∈ ∂ D,

is discussed. HereD is a bounded open set inRd with a smooth boundary. We refer the
reader to these papers for details.
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2. Fractional Brownian Fields

Let 0 < h < 1. It is well known that there is a Gaussian stochastic processBh
t , t ≥ 0,

such that

E
(
Bh

t

) = 0, E (Bh
t Bh

s ) = 1
2

{|t |2h + |s|2h − |t − s|2h
}

(2.1)

for all s, t ∈ R+. This process is called the fractional Brownian motion (FBM) with
Hurst parameterh. To simplify the presentation, it is always assumed that the FBM is 0
at t = 0.

If h = 1
2, then the corresponding FBM is the usual standard Brownian motion.

If h > 1
2, then the processBh

t exhibits a long-range dependence, that is, ifr (n) =
cov(Bh

1 , Bh
n+1− Bh

n ), then
∑∞

n=1 r (n) = ∞. This process is self-similar in the sense that
Bh

αt has the same probability law asαh Bh
t . A process satisfying this property is called

self-similar with the Hurst parameterh.
Since, in many problems, the processes under study exhibit the self-similar and the

long-range dependent properties and since the FBM are among the simplest processes
of this kind, there have been many studies of these stochastic processes.

Let Bt , t ∈ R, be a Brownian motion. Letwt = Ḃt be the white noise. An FBM of
Hurst parameterh ∈ (0, 1) can be given by the fractional integral of the white noise (up
to a constant multiple)

Bh
t = ch

[∫ t

−∞
(t − s)h−1/2 d Bs −

∫ 0

−∞
(−s)h−1/2 d Bs

]
= ch

[∫ t

−∞
(t − s)h−1/2ws ds−

∫ 0

−∞
(−s)h−1/2ws ds

]
, (2.2)

where

ch =
(∫ ∞

0

(
(1+ x)h−1/2− xh−1/2

)2
dx+ 1

2h

)−1/2

and the subtraction of the term
∫ 0
−∞(−s)h−1/2 d Bs is to ensure thatBh

0 = 0. If we define

gh(t, s) = ch

(t − s)h−1/2− (−s)h−1/2 when s < 0,

(t − s)h−1/2 when 0< s < t,
0 when s > t,

(2.3)

thenBh
t =

∫∞
−∞ gh(t, s) d Bs.

Recall that the Riemann–Liouville fractional integral of orderα of a functionϕ(t)
over the whole axis is defined as (see, e.g., [29])

I α
+ϕ(t) = 1

0(α)

∫ t

−∞
(t − s)α−1ϕ(s) ds,

where0(α) = ∫∞0 sα−1e−s ds is the gamma function. Thus the FBM of Hurst parameter
h is the fractional integral of orderh + 1

2 of the white noisewt (up to a constant
multiple).
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In this paper we are concerned with the FBF (or fractional Brownian motions of
several parameters). It is natural to define the FBF as the partial fractional integrals of
the white noise of multiparameters. Partial fractional integrals have been studied in the
literature (see for instance, [29], [25], and the references therein).

We introduce some notations. Letx = (x1, x2, . . . , xd), y = (y1, y2, . . . , yd) ∈ Rd.
Denotedx = dx1 dx2 · · ·dxd. If for i = 1, 2, . . . , d, xi ≤ yi , then we denotex ¹ y
or y º x. If x º 0, then we denotexy := (xy1

1 , xy2
2 , . . . , xyd

d ). Let x ∈ Rd. Denote
0(x) = 0(x1)0(x2) · · ·0(xd), where0(xi ) is the gamma function. Ifx ¹ y, then we
denote∫ y

x
ϕ(u) du=

∫ y1

x1

∫ y2

x2

· · ·
∫ yd

xd

ϕ(u1, u2, . . . , ud) du1 du2 · · ·dud.

Let w(x) be thed parameter white noise (see [13] and [14] for more discussions).
Now we introduce an FBF with parameterH = (h1, . . . , hd), whereh1, . . . , hd

∈ (0, 1).

Definition 2.1. A fractional Brownian field (FBF) with parameterH = (h1, . . . , hd),
whereh1, . . . , hd ∈ (0, 1), is defined as

BH (x) =
∫ x

−∞
gH (x, y)w(y) dy, x ∈ Rd, (2.4)

where−∞ = (−∞, . . . ,−∞) and

gH (x, y) =
d∏

i=1

ghi (xi , yi ). (2.5)

(Recall thatgh is defined by (2.3).)

We compute the covariance ofBH (x).

Proposition 2.1. Let BH (x), x ∈ Rd, be an FBF with Hurst parameter H= (h1, . . . ,

hd), where h1, . . . , hd ∈ (0, 1). Then

E
(
BH (x)BH (x′)

) = 1

2d

d∏
i=1

(|xi |2hi + |x′i |2hi − |xi − x′i |2hi
)
. (2.6)

Proof. It is easy to check the following identity (see, e.g., [30]):∫ min(t1,t2)

−∞
gh(t1, s)gh(t2, s) ds= 1

2

[
t2h
1 + t2h

2 − |t1− t2|2h
]
.

Let x ∧ x′ = (x1 ∧ x′1, . . . , xd ∧ x′d). Then

E
(
BH (x)BH (x′)

) = ∫ x∧x′

−∞
gH (x, y)gH (x′, y) dy
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=
d∏

i=1

∫ xi∧x′i

−∞
ghi (xi , yi )gH (x′i , yi ) dyi

= 1

2d

d∏
i=1

(|xi |2hi + |x′i |2hi − |xi − x′i |2hi
)
,

proving the proposition.

Proposition 2.2. BH (x) has a continuous version for all H= (h1, h2, . . . , hd), where
0 < hi < 1, i = 1, 2, . . . , d.

Proof. Let 3n =
{
x ∈ Rd; |x| ≤ n

}
. First we estimateE

(
BH (x)− BH (y)

)2
. Denote

for i = 0, 1, 2, . . . , d,

P(i ; x, y) = (x1, . . . , xi , yi+1, . . . , yd).

Thus

E
(
BH (x)− BH (y)

)2 = E (
d∑

i=1

BH (P(i ; x, y))− BH (P(i − 1; x, y))

)2

≤ C
d∑

i=1

E
(
BH (P(i ; x, y))− BH (P(i − 1; x, y))

)2
,

where, and in what follows,C denotes a constant whose value may vary from place to
place. By (2.6),

E
(
BH (P(i ; x, y))− BH (P(i − 1; x, y))

)2
= 1

2d−1

i−1∏
j=1

|xj |2hj

d∏
j=i+1

|yj |2hj |yi − xi |2hi ≤ C|yi − xi |2hi .

Let h̄ = min(h1, h2, . . . , hd). Thus for allx, y ∈ 3n, there is a constantC such that

E
(
BH (x)− BH (y)

)2 ≤ C
d∑

i=1

|yi − xi |2hi ≤ C|x − y|2h̄.

SinceB(x) is Gaussian, for all 2≤ p <∞,

E | BH (x)− BH (y)|p ≤ Cp

{
E
(
BH (x)− BH (y)

)2}p/2

≤ Cp|x − y|ph̄.

Thus by Kolmogorov’s continuity theorem (see, e.g., pp. 209–212 of [2]),BH (x) has a
continuous version on3n. The proposition follows from a routine argument.

Let Ä be the set of all continuous functions fromRd toR. LetF be theσ -algebra
generated by all the coordinate functionsF(x): Ä → R, x ∈ Rd, whereF(x)(ω) =
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ω(x), ∀ω ∈ Ä. Then the FBF,BH (x), x ∈ Rd, induces a probability measurePH on
(Ä,F). The probability space(Ä,F, PH ) is called the canonical fractional Brownian
field space. The coordinate process on(Ä,F, PH ) is called the canonical FBF with
Hurst parameterH = (h1, . . . , hd). Sometimes we omit the explicit dependence onH .

The following proposition is easy to show.

Proposition 2.3. Let BH (x), x ∈ Rd, be an FBF with Hurst parameter H=
(h1, . . . , hd), where h1, . . . , hd ∈ (0, 1). Then BH (x) is a self-similar process in the
sense that for any diagonal matrix A= diag(a1, a2, . . . , ad), where ai > 0 for all
1 ≤ i ≤ d, the random field BH (Ax), x ∈ Rd, has the same probability law as
aH BH (x), x ∈ Rd, where aH = ah1

1 · · ·ahd
d . As a consequence, we obtain that BH (ax),

x ∈ Rd, has the same probability law as ah1+h2+···+hd BH (x), x ∈ Rd.

Remark 1. In this paper we only deal with the FBF whose Hurst parameterH =
(h1, . . . , hd) satisfieshi > 1

2 for i = 1, 2, . . . , d.

3. Stochastic Integral of Deterministic Functions

Let BH (x) be an FBF with Hurst parameterH = (h1, h2, . . . , hd). Assume thathi > 1
2

for i = 1, 2, . . . , d. We first define the stochastic integral with respect to deterministic
kernels. The methodology that we adopt is found in [3], [14], [13], and the references
therein.

Introduce the following Hilbert space:

LH =
{

f : Rd → R; ‖ f ‖2H =
∫
R2d

ϕH (u, v) f (u) f (v) du dv <∞
}

,

where and in the rest of this paperϕH is defined as

ϕH (u, v) :=
d∏

i=1

ϕhi (ui , vi ), u = (u1, u2, . . . , ud) and v = (v1, v2, . . . , vd)

with ϕh(u, v) := h(2h− 1)|u− v|2H−2. For any f ∈ LH , there are sequencesan,k ∈ R,
xn,k, yn,k in Rd with xn,k ¹ yn,k, n = 1, 2, . . . , 1 ≤ k ≤ kn <∞, such thatfn → f in
LH , where

fn =
kn∑

k=1

an,kχ(xn,k,yn,k] . (3.1)

Let S be the set of the simple functions fromRd toR of the above form.

Lemma 3.1. S is a linear space. S is also dense inLH .

Proof. It suffices to show thatχ(xn,k,yn,k] − χ(x′n,k,y
′
n,k] is also a simple function. We

only prove this lemma ford = 2. There are three possibilities: one of(xn,k, yn,k] and
(x′n,k, y′n,k] is contained in the other; they are overlapped but no one is contained in the



Heat Equations with Fractional White Noise Potentials 229

other; they are disjointed. It is easy to see that in all these three cases, the lemma is
true.

Let fn ∈ S be of the form (3.1). We define∫
Rd

fn(x) d BH (x) =
kn∑

k=1

an,k BH ((xn,k, yn,k]).

It is easy to check that

E
{∫
Rd

fn(x) d BH (x)

}2

=
∫
R2d

ϕH (u, v) fn(u) fn(v) du dv.

(See [11] and [9] for the one-parameter case. The multiple parameter case is similar.)
From this identity, it follows that∫

Rd

fn(x) d BH (x), n = 1, 2, . . . ,

is a Cauchy sequence inL2. The limit is independent of the choice of the sequencefn

which converges tof . This limit, denoted by
∫
Rd f (x) d BH (x), is called the stochastic

integral of f ∈ LH with respect to the FBFBH (x), x ∈ Rd.
This integral has the usual properties as a stochastic integral.

Proposition 3.2. Let f, g ∈ LH . Then

(i) ∫
Rd

[ f (x)± g(x)] d BH (x) =
∫
Rd

f (x) d BH (x)±
∫
Rd

g(x) d BH (x).

(ii) E
(∫
Rd f (x) d BH (x)

) = 0.
(iii) The following isometric identity holds:

E
(∫
Rd

f (x) d BH (x)

)2

=
∫
R2d

ϕH (u, v) f (u) f (v)du dv. (3.2)

4. Multiple Stochastic Integral

This section and the next section follow the idea in [24] and [18]. For the (one-parameter)
FBM, similar results have already been established in [5], [6], [9], and [19].

The Hermite polynomial of degreen ≥ 0 is defined by

Hn(x) = (−1)nex2/2 dn

dxn
e−x2/2, x ∈ R. (4.1)

The generating function of these polynomials is

etx−t2/2 =
∞∑

n=0

tn

n!
Hn(x), t ∈ R.
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For example,

H0(x) = 1, H1(x) = x, H2(x) = x2− 1, H3(x) = x3− 3x.

In general,

Hn(x) =
∑

k≤n/2

(−1)kn!

2kk! (n− 2k)!
xn−2k, n = 0, 1, 2, . . . .

It is also easy to see that

xn =
∑

k≤n/2

n!

2kk! (n− 2k)!
Hn−2k(x), n = 0, 1, 2, . . . .

Denote by⊗ the symmetric tensor product. Let{e1, e2, . . .} be an orthonormal basis
of LH . Then

{
ei1 ⊗ ei2 ⊗ · · · ⊗ ein, 1≤ i1, i2, . . . , i n <∞} is an orthonormal basis of

LH (Rn) := L⊗n
H . It is easy to see that

LH (Rn) =
{

f : Rnd→ R;
∫
R2nd

n∏
i=1

ϕH (ui , vi )

· f (u) f (v) du1 dv1 · · ·dun dvn <∞
}

,

where we denote

u = (u1, . . . , un), v = (v1, . . . , vn),

and f (u1, . . . , un) is symmetric with respect tou1, . . . , un. Let e∈ LH be a unit vector
in LH . Thene⊗n is a function ofx1, . . . , xn. It is in LH (Rnd). We define the multiple
integral of Itô type of this function by∫

Rnd

e⊗n(x1, . . . , xn) d BH (x1) d BH (x2) · · ·d BH (xn) = Hn

(∫
e(x) d BH (x)

)
.

More generally we define the multiple integral of Itˆo type of the functionei1 ⊗ ei2 ⊗
· · · ⊗ ein ,

In(ei1 ⊗ ei2 ⊗ · · · ⊗ ein) =
∫
Rnd

ei1 ⊗ ei2 ⊗ · · · ⊗ ein(x1, . . . , xn)

· d BH (x1) d BH (x2) · · ·d BH (xn),

by the polarization procedure (see, e.g., [12] and [23]).
To illustrate, we take one example. Since

e1⊗ e2 = 1
4

[
(e1+ e2)

⊗2− (e1− e2)
⊗2
]
,

we have∫
R2d

e1⊗ e2(x1, x2) d BH (x1) d BH (x2)

= 1
4

{
k2

1 H2

(
e1+ e2

k1

)
− k2

2 H2

(
e1− e2

k2

)}
,
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whereH2 is defined by (4.1) and

k1 = ‖e1+ e2‖H and k2 = ‖e1− e2‖H .

Denote

Cn =
{

f ∈ LH (Rn); f =
∑

finite sum

ai1,i2,...,inei1 ⊗ ei2 ⊗ · · · ⊗ ein

}
.

Let f ∈ Cn have the above form. Define

In( f ) =
∑

finite sum

ai1,i2,...,in In
(
ei1 ⊗ ei2 ⊗ · · · ⊗ ein

)
.

For f, g ∈ L(Rnd) we denote

〈 f, g〉H =
∫
R2nd

n∏
i=1

ϕH (ui , vi ) f (u)g(v) du1 dv1 · · ·dun dvn

and‖ f ‖H = (〈 f, f 〉H )1/2. It is easy to check that whenf ∈ Cn, the following isometric
inequality holds:

E (In( f ))2 = n! ‖ f ‖2H .

Now let f be an element ofLH . There is a sequencefk ∈ Cn such thatfk → f in Cn. It
is easy to see by the isometric equality thatIn( fk), k = 1, 2, . . . , is a Cauchy sequence
in L2. The limit can be shown independent of the choice of the sequencefk. The limit
is called the multiple integral of Itˆo type and is denoted by

In( f ) =
∫
Rnd

f (x1, x2, . . . , xn) d BH (x1) d BH (x2) · · ·d BH (xn) = lim
k→∞

In( fk).

It is easy to see that

E (In( f )In(g)) = n! 〈 f, g〉H . (4.2)

The following theorem can be proved in a similar way as in [9].

Theorem 4.1. Let H = (h1, . . . , hd) with hi > 1
2. Let BH (x), x ∈ Rd, be the canoni-

cal FBF in the canonical probability space(Ä,F, PH ). Then for any square integrable
random variable F on(Ä,F, PH ), i.e., F ∈ L2(Ä,F, PH ), it admits the following
chaos expansion:

F =
∞∑

n=0

In( fn), (4.3)

where fn is inL(Rnd), n = 0, 1, 2, . . . . The above series is convergent in L2(Ä,F, PH ).
Moreover,

EF2 =
∞∑

n=0

‖ fn‖2H . (4.4)

Remark 2. fn is called thenth chaos coefficient ofF . Fn = In( fn) is called thenth
chaos ofF .
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5. Stochastic Integral of Itô Type

Let F andG be elements inL2 given by

F =
k∑

n=0

In( fn) and G =
k∑

n=0

In(gn), (5.1)

where fn, gn ∈ LH (Rnd),n = 1, 2, . . . , k, are symmetric functions. Define the following
Hilbert scalar product:

〈F, G〉D =
k∑

n=0

(n+ 1)E [ In( fn)In(gn)] .

Set‖F‖D = 〈F , G〉1/2
D . We defineD as the closure of all random variables of form (5.1)

under the norm‖ · ‖D:

D = {F ∈ L2; ‖F‖D <∞} .
D is a special kind of Meyer–Watanabe distribution space. Letf (x) be a random field
such that for allx ∈ Rd, f (x) ∈ D. Thus f (x) can be written as

f (x) =
∞∑

n=0

In( fn(x)),

where fn(x) is of the form fn(x; x1, x2, . . . , xn), x, x1, x2, . . . , xn ∈ Rd, and

∞∑
n=0

(n+ 1)E (In( fn(x)))2 <∞.

Let f̃n be the symmetrization offn(x; x1, x2, . . . , xn) with respect to then + 1 (d-
dimensional) vectorsx; x1, x2, . . . , xn:

f̃n(x1, x2, . . . , xn+1) = 1

n

n∑
i=1

f (xi ; x1, . . . , xi−1, xi+1, . . . , xn+1).

We define∫
Rd

f (x) d BH (x) =
∞∑

n=1

In( f̃n−1). (5.2)

Lemma 5.1. Let gn ∈ LH (Rnd). Let fn be the symmetrization of gn. Then fn ∈
LH (Rnd) and

‖ fn‖H ≤ ‖gn‖H .

The following theorem is easy to prove.
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Theorem 5.2. Let f(x), x ∈ Rd, be a random field such that f(x) ∈ D for all x ∈ Rd

and the following assumption holds:∫
R2d

ϕH (x, y)〈 f (x), f (y)〉D dx dy<∞, (5.3)

then
∫ t

0

∫
Rd f (x) d BH (x) is well-defined as an element inL2 and

E
∣∣∣∣∫
Rd

f (x) d BH (x)

∣∣∣∣2 ≤ ∫
R2d

ϕH (x, y)〈 f (x), f (y)〉D dx dy. (5.4)

The following lemma is a Fubini type lemma.

Lemma 5.3. Let f(s, x), s ∈ Rm, x ∈ Rd, be a random field on(Ä,F, P). Assume
that ∫

Rm

∫
R2d

ϕ(x, y)|〈 f (s, x), f (s, y)〉D|ds dx dy<∞. (5.5)

Then∫
Rd

{∫
Rm

f (s, x) ds

}
d BH (x) =

∫
Rm

{∫
Rd

f (s, x) d BH (x)

}
ds. (5.6)

We introduce the following “flat” Hilbert space as in [16]:

Sρ :=
{

F =
∞∑

n=0

Fn;
∞∑

n=0

((n+ 1)!)ρE|Fn|2 <∞
}

,

whereρ ∈ R andFn is thenth chaos ofF . Since we do not introduce weights as in [26],
we call these spaces the “flat”L2 type of distribution (or test) spaces. An element inSρ

has the following property: each chaos is inL2.

Lemma 5.4. Let f(x), x ∈ Rd, be a stochastic process on(Ä,F, P) such that∫
R2d

ϕH (x, y)〈 f (x), f (y)〉Sρ
dx dy<∞.

Then
∫
Rd f (x) d BH (x) exists as an element ofSρ .

6. Heat Equations with Stationary Fractional Noise Potentials

Let 1 =∑d
i=1(∂

2/∂x2
i ) be the Laplacian. LetH = (h1, h2, . . . , hd) with 1

2 < hi < 1,
1 ≤ i ≤ d. Let BH (x) be the canonical FBF with parameterH on the canonical
probability space(Ä,F, P). (For simplicity, we omit the explicit dependence onH .)
The expectation with respect to this probability space is denoted byE. The fractional
white noise is denoted bywH (x), i.e., formallywH (x) = (∂d/∂x1∂x2 · · · ∂xd)BH (x).
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Consider the following stochastic heat equation with time independent fractional
white noise as the potentials:

∂ut (x)

∂t
= 1

21ut (x)+ wH (x) · ut (x), (6.1)

whereu0(x) is given and (for simplicity) is deterministic.
Let Pt (x) = (1/(2π t)d/2)e−|x|

2/2t , t ∈ R+, x ∈ Rd, be the Gaussian kernel associ-
ated with1/2. Denote

Pt f (x) =
∫
Rd

Pt (x − y) f (y) dy.

Definition 6.1. A random fieldu: R+ × Rd ×Ä→ R is called a solution of (6.1) if

(i) u: [0,∞)× Rd ×Ä→ R is jointly measurable;
(ii)

∫ t
0

∫
Rd Pt−sus(x − z) d BH (z) ds is well-defined for allt ∈ R+ andx ∈ Rd as

an element ofSγ for someγ ∈ R.
(iii) the following equation holds inSγ :

ut (x) = Ptu0(x)+
∫ t

0

∫
Rd

Pt−s(x − z)us(z) d BH (z) ds. (6.2)

We denoteTn = {0 < s1 < s2 < · · · < sn < t} and ds = ds1 ds2 · · ·dsn. If we
iterate the above equation, we obtain formally that

ut (x) = Ptu0(x)+
∞∑

n=1

In( fn(t, x)), (6.3)

where

fn(t, x; x1, x2, . . . , xn)

= Sym

{∫
Tn

∫
Rd

Pt−sn(x − xn)

· · · Ps2−s1(x2− x1)Ps1(x1− y)u0(y) dy ds

}
, (6.4)

where Sym denotes the symmetrization with respect tox1, x2, . . . , xn.
We compute theL2 norm of each chaos. Denote

2n(t, x) = E (In( fn(t, x)))2 .

Assume that|u0(x)| ≤ C < ∞, where, and in what follows,C denotes a positive
constant whose value may differ in different appearances. By the isometric equality
(4.2), we obtain

2n(t, x) = n!
∫

T2
n

∫
R2(d+1)

n∏
i=1

ϕH (ξi − ηi )Pt−sn(x − ξn)

· · · Ps2−s1(ξ2− ξ1)Ps1(ξ1− y)u0(y)Pt−rn(x − ηn)
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· · · Pr2−r1(η2− η1)Pr1(η1− ỹ)u0(ỹ) dy dỹ dξ dη ds dr

≤ Cn!
∫

T2
n

∫
R2d

n∏
i=1

ϕH (ξi − ηi )Pt−sn(x − ξn) · · · Ps2−s1(ξ2− ξ1)

· Pt−rn(x − ηn) · · · Pr2−r1(η2− η1) dξ dη ds dr.

Let pt (x) be the one-dimensional Gaussian kernel(2π t)−1/2e−x2/2t . Thus

2n(t, x) ≤ Cn!
∫

T2
n

d∏
i=1

2i,n(t, xi ) ds dr,

where

2i,n(t, xi ) =
∫
R2

n∏
i=1

ϕhi (ρi − τi )pt−sn(xi − ρn) · · · ps2−s1(ρ2− ρ1)

· pt−rn(xi − τn) · · · pr2−r1(τ2− τ1) dρ dτ.

Lemma 6.1. Let0 < α < 1. Then there is a positive constant Cα such that∫
R

pt (x − y)|y|−α dy≤ Cαt−α/2.

Proof. It is easy to see that∫
R

pt (x − y)|y|−α dy = C
∫
R

e−|x−y|2/2t t−1/2|y|−α dy

= C
∫
R

e−|ξ−x/
√

2t |2|2t−α/2|ξ |−α dξ

≤ Ct−α/2

(∫
{|ξ |≤1}

|ξ |−α dξ +
∫
{|ξ |>1}

e−|ξ−x/
√

2t |2|2
)

dξ

≤ Ct−α/2.

This shows the lemma.

Now we estimate2i,n(t, xi ).

Lemma 6.2. There is a constant Chi such that

2i,n(t, xi ) ≤ Cn
hi

n∏
k=1

(sk+1− sk + rk+1− rk)
hi−1 , (6.5)

where sn+1 = rn+1 = t .

Proof. Let Bt , B̃t be two independent real-valued standard Brownian motions. Then∫
R

pt (x − y) f (y) dy= E f (x + Bt ).
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Thus∫
R2

ϕhi (ρ1− τ1)ps2−s1(ρ2− ρ1)pr2−r1(τ2− τ1) dρ1 dτ1

=
∫
R
E ϕhi (ρ2+ Bs2−s1 − τ1)pr2−r1(τ2− τ1) dτ1

= Eϕhi

(
ρ2+ Bs2−s1 − (τ2+ B̃r2−r1)

)
= Eϕhi

(
ρ2− τ2+ Bs2−s1 − B̃r2−r1

)
= Eϕhi

(
ρ2− τ2+ Bs2−s1+r2−r1

)
=
∫
R

pt (ρ2− τ2− y)|y|2hi−2 dy

≤ Chi t
hi−1,

wheret = s2 − s1 + r2 − r1. Thus we show that (6.5) is true whenn = 1. The lemma
follows from iteration .

Now we estimate2n. Denote byCx a generic function ofx > 0 such that there is
constantλ > 1 such that 1/λx ≤ Cx ≤ λx. Cx may be different in different appearances.
λ may depend on the initial conditionu0, H , d, and other parameters. However,λ is
independent ofn andt .

Lemma 6.3. Let |H | = h1+ h2+ · · · + hd; let d− |H | < 2 and letγ = 2d − 2|H |.
For anyγ < 4, we have

2n ≤ Cnt2nn(1−2(1−γ /4))n. (6.6)

Proof. Let CH = Ch1 · · ·Chd . Applying Lemma 6.2, we obtain

2n ≤ n! Cn
H

∫
T2

n

n∏
k=1

(sk+1− sk + rk+1− rk)
−γ /2 ds dr

≤ n! Cn
H

∫
T2

n

n∏
k=1

(sk+1− sk)
−γ /4 (rk+1− rk)

−γ /4 ds dr

≤ n! Cn
H

{∫
Tn

n∏
k=1

(sk+1− sk)
−γ /4 ds

}2

.

Now we estimate the integral inside the above{ }:

In :=
∫

Tn

n∏
k=1

(sk+1− sk)
−γ /4 ds.
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It is easy to see that the above integral exists whenγ < 4. We obtain an explicit bound.
Making the substitutionu1 = s1, u2 = s2− s1, . . . , un = sn − sn−1, we obtain

In =
∫
Un

n−1∏
k=2

u−γ /4
k (t − u1− · · · − un)

−γ /4 du

≤ tn
∫
Vn

v
−γ /4
2 · · · v−γ /4

n−1 (1− v1− · · · − vn)
−γ /4dv

= tn0(1− γ /4)n

0(n(1− γ /4)+ 2)
,

where

Un = {(u1, u2, . . . , un);u1 > 0, . . . , un > 0, u1+ u2+ · · · + un < t}

and

Vn = {(v1, v2, . . . , vn); v1 > 0, . . . , vn > 0, v1+ v2+ · · · + vn < 1} .

Thus

2n ≤ Cnt2nn!

0(n(1− γ /4)+ 2)2
.

By the Stirling formula [1], we obtain

n! = nnCn

and

0(n(1− γ /4)+ 1)2 = Cnn2(1−γ /4)n.

Thus the lemma is proved.

The following lemma deals with the asymptotics ofut (x) in Sρ .

Lemma 6.4. Let d−|H | < 2and let ut (x)be defined by(6.2).Denoteρ0 = 1+|H |−d.
If ρ < ρ0, then ut (x) ∈ Sρ for all t > 0 and x∈ Rd. Moreover, for all 0 < κ < ρ0− ρ,

lim sup
t→∞

log
(
supx∈Rd‖ut (x)‖2ρ

)
t2/κ

<∞. (6.7)

Proof. We continue to use the notation introduced previously. By Lemma 6.3 and the
definition ofSρ ,

‖ut (x)‖2ρ ≤
∞∑

n=0

n!ρ2n
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≤
∞∑

n=0

Cnt2n

0 ((2(1− γ /4)− 1− ρ)n+ 1)

≤ E2(1−γ /4)−1−ρ(Ct2),

whereEr (x) is the Mittag–Leffler function ofx with parameterr . From the asymptotic
property of the Mittag–Leffler function [10], it follows that

‖ut (x)‖2ρ ≤ exp(Ct2/(2(1−γ /4)−1−ρ)).

Now it is easy to check thatr > 2d− 2|H | implies that 2(1− γ /4)− 1 < ρ0. Namely,
κ = 2(1− γ /4)− 1− ρ < ρ0− ρ. This proves the lemma.

Lemma 6.5. ut (x) defined by(6.3) is the solution of(6.1) in the sense of Definition6.1.

Proof. Let ut (x) be given by (6.3). It suffices to verify (6.2). By the Fubini lemma and
the definition of the integral and the definition offn(t, x), we have∫ t

0

∫
Rd

Pt−s(x − z)In( fn(s, z)) d BH (z) ds

=
∫
Rd

In

(∫ t

0
Pt−s(x − z) fn(s, z) ds

)
d BH (z)

= In+1( fn+1(t, x)).

Thus the lemma follows.

From the above lemmas, we get

Theorem 6.6. Let BH be the canonical FBF with Hurst parameter H= (h1, h2, . . . ,

hd). Denote|H | = h1 + h2 + · · · + hd andρ0 = 1+ |H | − d. Let 1
2 < hi < 1 for all

1 ≤ i ≤ d. If d − |H | < 2, then the solution of(6.1) is in Sρ for all t ∈ R+, x ∈ Rd,
andρ < ρ0. Moreover, if 0 < κ < ρ0− ρ, then

lim sup
t→∞

log
(
supx∈Rd‖ut (x)‖2ρ

)
t2/κ

<∞. (6.8)

Since, whenρ = 0,S0 is theL2 space, we have

Corollary 6.7. Let BH be the canonical FBF with parameter H= (h1, h2, . . . , hd).
Denote|H | = h1+h2+· · ·+hd.Let 1

2 < hi < 1 for all 1≤ i ≤ d. If |H | > d−1,then the
solution of(6.1) is inL2 for all t ∈ R+, x ∈ Rd. Moreover, for any0 < κ < 1+|H |−d,

lim sup
t→∞

log
(
supx∈Rd E|ut (x)|2)

t2/κ
<∞. (6.9)

We take a look at the case that allhi are the same:h1 = h2 = · · · = hd = h. In this case
|H | = hd. Thus the condition|H | > d − 1 becomesh > 1− 1/d. Thus
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Corollary 6.8. Let BH be a canonical FBF inRd (d ≥ 2) with parameter H=
(h, h, . . . , h) with 1

2 < h < 1. If h > 1− 1/d, then the solution of(6.1) is inL2 for all
t ∈ R+, x ∈ Rd. Moreover, for any0 < κ < 1+ d(h− 1),

lim sup
t→∞

log
(
supx∈Rd E|ut (x)|2)

t2/κ
<∞. (6.10)

Remark 3. Whend = 2 we see that the condition in the above corollary becomes
h > 1

2. Whend = 2 and when the noise is white (h = 1
2), the solution is not inL2 when

t is large [16]. This result demonstrates that in the(d = 2)-dimensional case, although
whenh = 1

2 the solution of (6.1) is not inL2 for all t , onceh > 1
2, then the solution is

in L2 for all t . This explanation also shows us that the conditions in the above corollary
are the best we can get (in some sense).

7. Heat Equations with Nonstationary Fractional Noise Potentials

In this section we consider the stochastic heat equation with time dependent fractional
white noise potentials. We continue to use the notation previously introduced.

Let BH (t, x), (t, x) ∈ Rd+1, be the canonical FBF with Hurst parameterH on the
canonical probability space(Ä,F, P), whereH = (h0, h1, . . . , hd) with 1

2 < hi < 1,
0≤ i ≤ d. The fractional white noise is denoted bywH (t, x), i.e., formallywH (t, x) =
(∂d+1/∂t∂x1∂x2 · · · ∂xd)BH (t, x).

Consider the following stochastic heat equation with time dependent fractional white
noise as the potentials:

∂ut (x)

∂t
= 1

21ut (x)+ wH (t, x) · ut (x), (7.1)

where the initial functionu0(x) is given and is deterministic.
Let Pt (x) = (1/(2π t)d/2)e−|x|

2/2t be the Gaussian kernel associated with1/2.
Denote

Pt f (x) =
∫
Rd

Pt (x − y) f (y) dy.

Definition 7.1. A random fieldu: R+ × Rd ×Ä→ R is called a solution of (7.1) if

(i) u: R+ × Rd ×Ä→ R is jointly measurable;
(ii)

∫ t
0

∫
Rd Pt−sus(x − z) d BH (s, z) is well-defined for allt ∈ R+ andx ∈ Rd as

an element ofSγ for certainγ ∈ R;
(iii) the following equation holds inSγ :

ut (x) = Ptu0(x)+
∫ t

0

∫
Rd

Pt−s(x − z)us(z) d BH (s, z). (7.2)

The formal chaos expansion of the solution is

ut (x) = Ptu0(x)+
∞∑

n=1

In( fn(t, x)), (7.3)
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where

fn(t, x; s1, x1, s2, x2, . . . , sn, xn)

= Sym

{∫
Rd

Pt−sn(x − xn) · · · Ps2−s1(x2− x1)Ps1(x1− y)u0(y) dy

}
, (7.4)

where Sym is the symmetrization with respect ton ((d + 1)-dimensional) variables
(s1, x1), . . . , (sn, xn) and

In( fn(t, x)) =
∫
([0,t ]×Rd)

n
fn(t, x; s1, x1, s2, x2, . . . , sn, xn)

· d BH (s1, x1) d BH (s2, x2) · · ·d BH (sn, xn).

We compute theL2 norm of each chaos, i.e.,2n(t, x) = E (In( fn(t, x)))2. Assume that
|u0(x)| ≤ C <∞. By the isometric inequality, we obtain

2n(t, x) =
∫

T2
n

∫
R2(d+1)

n∏
i=1

ϕh0(si − ri )ϕH (ξi − ηi )Pt−sn(x − ξn)

· · · Ps2−s1(ξ2− ξ1)Ps1(ξ1− y)u0(y)Pt−rn(x − ηn)

· · · Pr2−r1(η2− η1)Pr1(η1− y)u0(ỹ) dy dỹ dξ dη ds dr

≤ C
∫

T2
n

∫
R2d

n∏
i=1

ϕh0(si − ri )ϕH (ξi − ηi )Pt−sn(x − ξn)

· · · Ps2−s1(ξ2− ξ1)Pt−rn(x − ηn) · · · Pr2−r1(η2− η1) dξ dη ds dr.

Let pt (x) be the one-dimensional Gaussian kernel(2π t)−1/2e−x2/2t . Thus

2n(t, x) =
∫

T2
n

n∏
i=1

ϕh0(si − ri )

d∏
i=1

2i,n(t, xi , s, r ) ds dr,

where

2i,n(t, xi , s, r ) =
∫
R2

n∏
i=1

ϕhi (ρi − τi )Pt−sn(xi − ρn) · · · Ps2−s1(ρ2− ρ1)

· Pt−rn(xi − τn) · · · Pr2−r1(τ2− τ1) dρ dτ.

Similar to (6.5),2i,n(t, xi , s, r ) is estimated as follows:

2i,n(t, xi , s, r ) ≤ Cn
hi

n∏
k=1

(sk+1− sk + rk+1− rk)
hi−1 ,

wheresn+1 = tn+1 = t . As before, letγ = 2d − 2|H |. Then

2n ≤ Cn
H

∫
T2

n

n∏
k=1

|sk − rk|2h0−2 (sk+1− sk + rk+1− rk)
−γ /2 ds dr

≤ Cn
H

{∫
T2

n

n∏
k=1

(sk+1− sk + rk+1− rk)
−pγ /2 ds dr

}1/p

·
{∫

T2
n

n∏
k=1

|sk − rk|(2h0−2)q ds dr

}1/q

.
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Making the substitutionsk = tuk andrk = tvk, we obtain that there is a constantCp,h0

such that for any value ofq such that 1≤ q < 1/(2− 2h0),{∫
T2

n

n∏
k=1

|sk − rk|(2h0−2)q ds dr

}1/q

=
{

t (2+(2h0−2)q)n
∫
V2

n

n∏
k=1

|uk − vk|(2h0−2)q du dv

}1/q

≤ Cn
p,h0

t ((2+2(h0−2)q)/q)n.

Similar to the proof of Lemma 6.3, we obtain that ifpγ < 4, then(∫
T2

n

n∏
k=1

(sk+1− sk + rk+1− rk)
−pγ /2 ds dr

)1/p

≤ Cnt2n/p

0((2/p)(1− pγ /4)n+ 1)
.

Thus we obtain

2n ≤ Cn
p,H,γ t ((2+2(h0−1)q)/q)n

{∫
T2

n

n∏
k=1

(sk+1− sk + rk+1− rk)
−pγ /2ds dr

}1/p

≤ Cn
p,H,γ t2(h0−1)n

0((2/p− γ /2)n+ 1)
.

When 1≤ q < 1/(2− 2h0),

p = q

q − 1
>

1

2h0− 1
.

The above condition is equivalent to the following condition:

d < 4h0+ |H | − 2. (7.5)

Thus

2

p
− γ

2
<

2

2h0− 1
+ |H | − d.

Hence, similar to the argument for Theorem 6.6, we obtain

Theorem 7.1. Let BH be the canonical FBF with parameter H= (h0, h1, h2, . . . , hd).
Denote|H | = h1 + h2 + · · · + hd. Let 1

2 < hi < 1 for all 0 ≤ i ≤ d. Let ρ0 =
2/(2h0− 1)+ |H | − d. If d < 4h0+ |H | − 2, then the solution of(7.1) is in Sρ for all
ρ < ρ0. Moreover, for any0 < κ < ρ0− ρ,

lim sup
t→∞

1

t2h0/κ
log sup

x∈Rd

‖ut (x)‖ρ <∞. (7.6)
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Since, whenρ = 0,S0 is theL2 space, we have

Corollary 7.2. Let BH be the canonical FBF with parameter H= (h1, h2, . . . , hd).
Denote|H | = h1+ h2+ · · · + hd. Let 1

2 < hi < 1 for all 1≤ i ≤ d. If

ρ0 = 2

2h0− 1
+ |H | − d > 0, (7.7)

then the solution of(7.1) is inL2. Moreover, for any0 < κ < ρ0,

lim sup
t→∞

1

t2h0/κ
log sup

x∈Rd

E|ut (x)|2 <∞. (7.8)

We take a look at the case that allhi are the same:h0 = h1 = h2 = · · · = hd = h. In
this case|H | = hd. Thus condition (7.7) becomesh > 1− 2/(2h0− 1)d. Thus

Corollary 7.3. Let BH be the canonical FBF inRd (d ≥ 2) with parameter H=
(h, h, . . . , h) with 1

2 < h < 1. If h > 1− 2/(2h0− 1)d, then the solution of(7.1) is
in L2.
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10. Erdélyi A, Magnus W, Oberhettinger F, Tricomi FG (1955) High Transcendental Functions, Vol 3.

McGraw-Hill, New York
11. Gripenberg G, Norros I (1996) On the prediction of fractional Brownian motion. J Appl Probab 33:400–

410
12. Guichardet A (1970) Symmetric Hilbert Space and Related Topics. Lecture Notes in Mathematics, 261.

Springer-Verlag, Berlin
13. Hida T, Kuo HH, Potthoff J, Streit L (1993) White noise. An infinite-dimensional calculus. Mathematics

and its Applications, 253. Kluwer, Dordrecht



Heat Equations with Fractional White Noise Potentials 243

14. Holden H, Øksendal B, Ubøe J, Zhang TS (1996) Stochastic Partial Differential Equations, a Modeling,
White Noise Functional Analysis. Birkh¨auser, Boston, MA
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