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Abstract. It has been observed that synonymous subchanges are either very weak or nonexistent (Kimura
stitution rates vary among genes in various organisms]1968; King and Jukes 1969). Thus, synonymous substi-
although the cause of the variation is unresolved. At theutions had been supposed to directly reflect spontaneous
intragenic level, however, the variation of synonymousmutation. As a result, as long as the spontaneous muta-
substitutions is somewhat controversial. By developing &ion rate is constant, the rates of synonymous substitu-
rigorous statistical test and applying the test to 418 hotions are expected to be fairly uniform among different
mologous gene pairs between mouse and rat, we foungenes as well as within a gene (Kimura 1983).
that more than 90% of gene pairs showed a statistical In reality, the intergenic variation of synonymous sub-
significance in intragenic variation of synonymous sub-stitution rates has been observed for most organisms and
stitution rates. Moreover, by examining all conceivablemany researchers have discussed the cause of intergenic
possibilities for the cause of the variation, we successvariation for more than a decade (Graur 1985; Li et al.
fully found that intragenic variation of synonymous sub- 1985; Britten 1986; Wolfe et al. 1989; Bernardi et al.
stitutions in mammalian genes is caused mainly by al993; Wolfe and Sharp 1993; Mouchiroud et al. 1995;
nonrandom mutation due to the methylation of CpG di-Ohta and Ina 1995; Comeron and Kreitman 1998). How-
nucleotides rather than by functional constraints. ever, it has been unclear whether the cause of the varia-

tion is due to functional constraints or a nonrandom mu-
Key words: Intragenic variation — Synonymous sub- tation.
stitution rates — Methylation — Molecular evolution Since the underlying spontaneous mutation rate is
considered to be more constant within a gene rather than
among genes, the rate of synonymous substitution is
thought to be constant within a gene if synonymous
substitutions are exempted from the functional con-
straints at the DNA or mRNA levels. However, several
As synonymous substitutions of nucleotide do not affects;,gies using the window analysis have suggested that
the primary structure of a protein, it has been commonly,e synonymous rate is not uniform within a gene of
thought that functional constraints for synonymousy;ryses, bacteria, and Drosophila (Lawrence et al. 1991

Eyre-Walker and Bulmer 1993; Ina et al. 1994; Caaatio

al. 1995; Zoubak 1995; Comeron and Agudd®96). As
Correspondence tof. Gojobori;present addres<Center for Informa- for mammalian genes, Cacaoal. (1995) and Zo'jjbak et
tion Biology, National Institute of Genetics, Yata 1111, Mishima, Shi- al- used 69 homologous genes of four mammalian orders
zuoka 411-8540, Japaemail: tgojobor@genes.nig.ac.jp and they suggested that the synonymous substitution pro-
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cess is nonrandom even within the genes. However, 180
when they statistically examined homologous gene pairs  1600¢
of the same mammalian orders, they could not find sig- 1400}
nificant nonrandomness of synonymous substitutions.2» 1200}
Thus, in mammals, the intragenic variation of synony- 5 1000}
mous substitution rates is somewhat unclear. g 800}

In order to solve this issue, we developed a rigorous® |
statistical test to examine whether the rates of synonyF~

mous substitutions vary within a gene. We then applied zzz

the test to 418 homologous gene pairs between mouse

and rat. This comparison was made because these two S8 ZUuYdyeYRILLBY”RESE
species provide the largest number of mammalian ho- s = == ===
mologous gene pairs currently available in the public Ps

databases. Moreover, the divergence between these tway. 1. An example of the distribution of 10,000 Ps values made
species was not too large to confront the saturation effegendomly for a gene pair. The gene is protein kinase C inhibitor.
of synonymous substitutions but not too small that we

would suffer from a Shortage of substitutions. The statistical test for each gene pair was conducted as follows. (1)

We computed the frequency of each codon pair of the two gene se-
guences aligned. (2) Using these frequencies, we generated random
nucleotide sequences such that they have the same length as the win-
dow size and they reflect the codon usage of the actual pairwise align-
ment. (3) We generated 10,000 pairs of random sequences and esti-

Data Extraction.The gene pairs betweeR. norvegicusandM. mus-  mated the Ps value for each pair of random sequences. Thus, a random
culuswere extracted from the SODHO database (Tateno et al. 1997}istribution of 10,000 Ps values is obtained (see Fig. 1 as an example

which was constructed with the DDBJ database release 30. The folyf the distribution). Finally, we computed the probability of the Ps
lowing three criteria were used to further select gene pairs. (1) Weyalue observed for each window on the actual pairwise alignment by
extracted gene pairs sharing the same function to ensure that the pqi}'sing the distribution of 10,000 Ps values.
was orthologous. (2) In order to avoid statistical fluctuation due to the
window size, we eliminated gene pairs from the analysis whose gene o ) o
lengths were less than twice the window size. (3) We used gene pairs Methods for Examining the Cause of Intragenic Variation of Syn-
that had no gaps in the pairwise alignment, guaranteeing that gene paifflymous SubstitutionsVe investigated the causes of intragenic varia-
were of the same length. We are fully aware that two serious problemé'on of synonymous substitutions by examining possible correlations
on the window analysis can arise if we use pairwise alignments withP?€tween Ps and other measures; the proportion (Pn) of nonsynonymous
gaps: (1) If we omit the gapped regions in a given gene sequence anglffgr_ences, the codon usage bias, the mRNA structures, the base com-
then conduct the window analysis, some windows will contain con-POsition, and a frequency of CpG dinucleotides. These measures, ex-
secutive regions that are artificially connected to each other and therebePt the MRNA structures, were also estimated for each window.
have no biological meaning, (2) If one ignores gaps in the calculation heneve_r the correlation analysis was conducted_, we used the win-
for a window, then the estimated values will depend on the number of/OWs Which were not overlapped to each other, in order to ensure
codons in the window. These problems are more serious when thihdependence of calculated measures. As for the codon usage bias, base
window size is relatively small. contents, and frequencies of CpG dinucleotides, we computed the av-
To conduct the window analysis, a window was set on the first &rages between a pair of genes for each window. We then conducted
codon of the pairwise alignment and shifted one codon at a time. Thiéhej gorrelanon analysis. First, we calculated Pearson’s correlation co-
process was repeated by shifting the window codon by codon until itfficient between Ps values and one of these measures for each gene
reached the last codon of the alignment. The window size was choseRai- Since we selected only gene pairs having at least nine non-
to be 60 bases (20 codons) unless mentioned otherwise. We then esfYerlapping windows in the correlation analysis, the number of gene
mated the proportion (Ps) of synonymous differences for each windowPas that we could use was 316. The remaining 102 gene pairsl@
Use of the Ps value is sufficient as it is free from the “saturation” effect ~ 316) were not used. Second, we conductedtfest for each corre-
of synonymous substitutions. The modified Nei and Gojobori methog!ation coefficient by setting the significance level at 5%. We then
(Zhang et al. 1998) was used for this estimation. In the present studyc@lculated the probability that the observed number of gene pairs hav-
we did not use the original Nei and Gojobori (1986) method as it hasin9 correlatlon coefﬂcu_ents Wlth _sta_tlstl_cal 5|gr_1|f|cance was expected
been shown that it may underestimate the Ps value when there is & chance with the binomial distribution. Third, we then used the
strong transition/transversion bias (Ina 1995). The other estimatiof€duced 0.0158% 5%/316) level of significance for each correlation
methods published were not used as they sometimes return inapplicabf@efficient in accordance with the Bonferroni method. In the Bonfer-
values when closely related sequences are used (Zhang 1998). roni method (Sokal and Rohlf 1969), t.he overall S|g.n|f|pgnce level
Furthermore, we eliminated gene pairs that had implausibly high plivided by the number of comparisons is used as a significance level
values (Ps > 1) due to statistical fluctuation from the sampling errors_for each comparison. This is because the overall significance level may

In this way, we finally obtained 418 gene pairs from rat and mouse.P&come larger than 5% if we use the 5% of significance for each
correlation coefficient. If we find at least one significant correlation

coefficient by this method, we can exclude a possibility that signifi-
Statistical Test for Intragenic Variation of Synonymous Substitu-cance of the overall correlation between Ps and the measure examined
tions. For each gene pair, we estimated the proportion (Ps) of synony{ook place by chance.
mous differences within a gene by the window analysis. In order to  We used ENC (an effective number of codons) as a measure of
examine, with statistical validity, whether Ps values vary within the codon usage bias (Wright 1990); it quantifies how far the codon usage
gene, we generated random nucleotide sequences reflecting codon usf a gene departs from equal usage of synonymous codons. Note that
age of the gene pair and compared them with actual sequences.  when the short length of windows is used, the biased value of ENC is
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Fig. 2. Window analysis for the gene

pair of iron-responsive element binding

0.4 factor. The estimated Ps value and the

| corresponding probability (from the

| 03 statistical test) are assigned at a codon site
0.2 located at the center of the window. Thus,
01 the start site is base number 31. The Ps
values are shown in blue and the
corresponding p values are shown with a

P value
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s red line. The 95% of confidence level for
site (hp) each Ps value is shown with a straight
site (bp) dotted line.

likely to be obtained (Comeron and Aguatie98). Thus, for the com-  of Ps values for the gene pair of iron responsive element
parison between the Ps and ENC values, we used 300 bp of the Windo‘fﬂinding factor. TheP value for each of Ps values is

length instead of a regular window size of 60 bp. . . . . . .
We calculated the GC1%, GC2%, and GC3% (the average GCshown in the figure, demonstrating the intragenic regions

content at the Lst, 2nd, and 3rd positions of the codon, respectively) a&/here the Ps value is significantly high or low.
base compositions. When we calculated these measures, we excluded

codons having no synonymous codons because they do not contribute . . .

to synonymous substitutions. Such codons were Met and Trp in thd=Xamination of Possible Causes of

comparison between mouse and rat. Intragenic Variation

Moreover, we examined all conceivable possibilities that
may cause the intragenic variation of synonymous sub-

Results 7 . .
stitutions. In particular, we examined whether the rate of
synonymous substitution was correlated with that of non-
Significant Intragenic Variation of Synonymous synonymous substitution, the degree of codon usage
Substitution Rates bias, the stem or loop regions of the mRNA secondary

structures, base content, and the frequency of CpG di-

Interestingly enough, in the results of the statistical tesnucleotides.
that was conducted to check significance of intragenic
variation of the Ps values, 92% of 418 gene pairs showed (1) Functional Constraints at the Protein Levéle
statistically significant variation of the Ps values within a examined the possibility that functional constraints
gene. against nonsynonymous substitutions work even on syn-

These results were not overly affected by a windowonymous substitutions. This possibility was deduced
size. When we used a window size of 540 bases (18@rom the observation that the gene having a low rate of
codons) instead of 60 bases, 54% of the gene pairsynonymous substitution also manifests a low rate of
showed statistically significant intragenic variation of the nonsynonymous substitution. In fact, this has been ob-
Ps values. Therefore, in spite of the relatively large win-served in bacteria, Drosophila, and mammals (Graur
dow size of 540 bp, which is approximately half of the 1985; Li et al. 1985; Britten 1986; Wolfe et al. 1989;
average gene length over all 418 gene pairs, more thaBernardi et al. 1993; Wolfe and Sharp 1993; Mouchiroud
half of the compared gene pairs still showed statisticallyet al. 1995; Ohta and Ina 1995; Comeron and Kreitman
significant variation of synonymous substitution rates1998). In order to examine this possibility, we conducted
within a gene. a window analysis for computing the proportions (Pn) of

Moreover, although a longer length gene was ex-nonsynonymous differences. Table 1 shows the number
pected to show significant variation, we did not observeof gene pairs in which correlations between the Ps and Pn
any notable correlation between the gene length and therere found to be significant. As shown in the table, 49 of
number of intragenic regions where the Ps value is sig316 gene pairs showed the significant correlation at the
nificantly high or low (data not shown). Thus, almost all 5% significance level. When we used a lower level of
examined gene pairs have at least one intragenic regiosignificance, that is, 0.0158% according to Bonferroni
where synonymous variation is statistically significant. method, only one gene pair showed significance in a
In this region, the Ps value is high or low at the 5% levelcorrelation between Ps and Pn. Thus, the intragenic
of significance. variation of synonymous substitution rates may, to some

As an example, Fig. 2 shows the intragenic variationextent, be caused by functional constraints of proteins.
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Table 1. Examination of several possibilities for intragenic variation gree of codon usage bias, we calculated the ENC value
of synonymous substitutions by the window analysis. The ENC values quantify how
far the codon usage of a gene departs from equal usage

No. of

sig. paif No. of sig. paif of synonymous codons (Wright 1990). Because we used

(5% level) Proi +-°¢  (0.0158% level) +/< 300 bp of the window length instead of a regular window
Pn 49 2745102 40/9 1 10 size of 60 bp, the number of gene pairs compared re-
ENC 2 0.071 02 o -/~ duced to 9. As shown in Table 1, only 2 out of 9 gene
GC1% 61 1.39*10'° 32/29 0 —-I- pairs showed significance in a correlation between Ps
GC2% 64 1-31*102; 39/25 0 -I- and ENC. This number of pairs showing significant cor-
gfg;{" gé ;'zgjﬁz 4313;‘21(5) i (1)% relations was not enough to conclude statistical signifi-
Cc2G3 67 104410 59/8 5 5/0 cance of the overall correlation between Ps and ENC.
c3G1 90 417410 81/9 4 4/0 This is because the probability that the observed number

of gene pairs having significant correlation coefficients
The correlation coefficients between the Ps values and these measurgggg expected by chance was not less than the 5% of
were examined. A window size of 60 bp was used for Pn, GC3%, andsigniﬁcance level. Indeed, when the lower level of sig-

frequency of CpG. For ENC, a 300 bp window was used. Thus, the if K donted Id t find .
number of available genes was reduced to nine for this measure. walcance 1s adopted, we could not Tind any gene pair

used 316 gene pairs for the other measures. showing significant correlation between Ps and ENC.
aTotal number of gene pairs showing the significant correlation ~ Two previous studies, which focused on the intra-
with Ps. genic variation, also observed no correlation between the

b . - . . Sl
Probability of the number of observed significant correlation coeffi rate of synonymous substitutions and the degree of

cients. .
© Number of gene pairs showing significant positive and negative cor-codon usage bias (Lawrence et al. 1991; Eyre-Walker
relation with Ps. and Bulmer 1991).

One such possible constraint may originate from trans- (3) The Secondary Structure of MRNAke observa-
lational efficiency that depends upon the frequency oftion of no correlation between the intragenic variation of
occurrence of rare codons, because amino acids encodsginonymous substitution rates and the codon usage bias
by the rare codons eventually affect protein function.would be understandable if selection was only acting on
Otherwise, a nonrandom mutation may affect the rates ofhe mRNA secondary structure (Eyre-Walker and Bul-
both synonymous and nonsynonymous substitutionsmer 1993). In other words, it suggests that functional
Thus, the possibility that functional constraints againstconstraints working on synonymous substitutions are at
nonsynonymous substitutions work even on synonymoushe mRNA level, not at the protein level. Indeed, several
substitutions is unclear at this stage, although we obstudies have reported that there is a relationship between
served significant correlation between the rate of syn-mRNA secondary structure and synonymous substitu-
onymous substitution and that of nonsynonymous subtions in the genes of bacteria and hepatitis C virus
stitution. (Lawrence et al. 1991; Comeron and Agluati@96;
Smith and Simmonds 1997). We then investigated pos-
(2) Bias of Codon Usage®Ve examined codon usage sible functional constraints for the maintenance of
bias, though it is also related to the above-mentionednRNA secondary structure affecting synonymous sub-
possibility. Numerous studies of Drosophila genes havestitutions. Unfortunately, however, only three gene pairs
shown that the degree of codon usage bias is negativelfhistone subunit 1, glycoprotein hormone alpha subunit,
correlated with the rate of synonymous substitutionand regenerating protein ) in our data set have descrip-
(Shields et al. 1988; Sharp and Li 1989; Moriyama andtions of their mMRNA sequences in the entries of the
Gojobori 1992; Comeron and Kreitman, 1998). In bac-DDBJ/EMBL/GenBank database. This is because, al-
teria and yeast, the degree of codon usage bias is corrédough we could use the cDNA data for prediction of a
lated with the level of gene expression, and the codormRNA secondary structure, the lack of &nd 3 un-
used most frequently in each synonymous codon familytranslated regions affect the result of prediction. Among
shows a clear relationship with tRNA-abundance (Ike-three gene pairs, only the histone subunit 1 showed sta-
mura 1981; lkemura 1982; Sharp and Li 1986). More-tistical significance in intragenic variation at the 5%
over, it has been shown that genes having a strong bias ¢ével. Although the number of data is very limited, we
codon usage have evolved with a slower rate of synonyestimated an mRNA secondary structure for each of his-
mous substitution (Sharp and Li 1986; Powell and Mori-tone subunit 1 genes by the mfold software version 2.3
yama 1997). It has also been suggested that selection f¢Zuker 1989). As shown in Fig. 3, the intragenic region,
translation accuracy works on synonymous substitutionsvhere Ps is significantly high, was contained in both the
(Akashi 1994). predicted stem and loop regions. On the other hand, the
To test a possible relationship between the intrageniéntragenic region where Ps is significantly low was con-
variation of synonymous substitution rates and the detained in the predicted loop region of mMRNA structures
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= Fig. 3. Estimated mRNA secondary
:'7 - structures of histone subunit 1 genes of
P both mouse and rat. Red and blue lines
== correspond to the region where

T - 4 significantly high and low Ps values were
] h *\" s - - shown, respectively. Red and blue regions
i : - "' contain sites in which synonymous
— substitutions were observed.

of both mouse and rat. However, the structural feature§C1%, GC2%, and GC3%, 61, 64, and 71 gene pairs out

corresponding specifically to these regions are quite dif-of 316 showed significant correlations with Ps at the 5%

ferent between mouse and rat. Thus, the possibility ofevel of significance, respectively (Table 1). Among

functional constraints at the mRNA level is doubtful, at these three measures, only GC3% showed overall sig-

present, as a cause of the intragenic variation of synonynificance of its correlation with Ps because two gene

mous substitution rates. pairs showed significant correlations when we used a
lower significance level.

(4) Base CompositionVe considered the possibility

of functional constraints acting at the DNA level (Ticher  (5) Spontaneous Mutation Rat€inally, we investi-
and Graur 1989; Wolfe and Sharp 1993). It has beergated the remaining possibility that the intragenic varia-
recently suggested that there are functional constraintson of synonymous substitutions reflect heterogeneity of
which maintain a particular base composition (Alvarez-the mutation rate within a gene. Such nonrandomness of
Valin et al. 1998). To test this possibility, we calculated mutation has been known to be ‘hotspots’ of mutation. In
the GC1%, GC2%, and GC3%, the GC content at the 1siprder to examine this possibility for nonrandomness of
2nd, and 3rd positions of the codon, respectively, andnutation, we calculated the average frequency of CpG
examined their correlations with Ps. As a result, fordinucleotides, because almost all regions of vertebrate
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Fig. 4. Frequency distribution for the
p values of 316 correlation coefficients.

genomes are subject to methylation and it is generallyat this stage, a possibility for the degree of codon usage
accepted that the methylcytosine, which is known as @ias was rejected. Moreover, when we used a lower level
mutable site, exists primarily in the CpG dinucleotide of significance, GC1% and GC2% did not show signifi-
(Bird 1993; Holiday and Grigg 1993). As shown in Table cant correlation with Ps at all. Therefore, we eliminated
1, 65 gene pairs out of 316 showed significant correlathe possibilities for base compositions at the 1st and 2nd
tions between Ps and C1G2 (CG dinucleotides of the firspositions of the codon. On the other hand, the possibility
and second codon positions), and 67 gene pairs showedr base compositions (GC3%) at the 3rd position of the
significant correlation between Ps and C2G3 (CG di-codon remained because two gene pairs showed signifi-
nucleotides of the second and third codon positions)cant correlations between Ps and GC3%. Thus, including
Moreover, C3G1 (CG dinucleotides of the third and first this possibility, the remaining possibilities were (1) func-
codon positions spanning two codons) showed statistitional constraints at the protein level, (2) base composi-
cally significant correlations with the Ps values for 90 tion at the 3rd position of the codon, and (3) spontaneous
gene pairs. When we used a lower level of significancemutation rate. These possibilities were examined by five
only one gene pair showed a significant correlation be-measures of Pn, GC3%, C1G2, C2G3, and C3G1.
tween Ps and C1G2. Interestingly enough, a larger num- Then we investigated the frequency distribution for
ber of 5 gene pairs showed significant correlations bethe probabilities of correlation coefficients, as shown in
tween Ps and C2G3 at a lower level of significance.Fig. 4. For each correlation analysis, we computed the
Moreover, for C3G1, a larger number of 4 gene pairsprobability for each of 316 correlation coefficients. As
showed significant correlations with Ps at a lower levelshown in the figure, a probability lower than 1% was
of significance. Thus, gene pairs having significant cor-most frequently observed in the correlation analysis for
relations with Ps were more frequently observed in theall of these five measures. However, C3G1 showed the
correlation analysis for C2G3 and C3G1 than in the otheltargest number of correlation coefficients having the
correlation analysis. These results lead us to the possprobability lower than 1% when compared with the other
bility that intragenic variation of synonymous substitu- measures. The second largest number of correlation co-
tions reflects heterogeneity of the mutation rate within aefficients having a probability lower than 1% was ob-
gene. served in the correlation analysis of C2G3. Therefore, we
considered that the frequencies of C2G3 and C3G1 di-
nucleotides may be related to the cause of intragenic
Intragenic Variation of Synonymous Substitutions Is  variation of synonymous substitutions.
Caused Mainly by a Nonrandom Mutation Fig. 5 shows one example of a gene pair of vesicle
transporter protein. Out of 66 codon pairs where synony-
Among the above-mentioned 5 possibilities, when wemous substitutions can be observed, 30 codons have di-
calculated the probability that the observed number ohucleotide C2G3 or C3G1 in either one of a codon pair.
significant correlation coefficients is expected by chance At these codon sites having synonymous changes, the
all measures except ENC showed that correlations witlnost frequently observed substitution for C3G1 is a sub-
the Ps are statistically significant at the 5% level. Thusstitution from C to T at T3G1, whereas the one for C2G3
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Fig. 5. An example of a pairwise alignment of a vesicle transporter number for codon sites underlined indicates codon sites with synony-

protein. The lines indicate in order: codon site number (bp), amino acidnous changes. Blue and red boxes show codon sites with synonymous
sequence for mouse, DNA sequence for mouse, DNA sequence for rathanges at C3G1 and C2G3 in one of the genes, respectively. In this
and amino acid sequence for rat, respectively. Codon sites with synalignment, out of 66 codon pairs where synonymous substitutions can

onymous changes and the neighboring codons are shown. Dots indicabe observed, 15 codons have C3G1 and 15 have C2G3 in one of the
identical codons or codon sites with nonsynonymous changes. Thepecies.

is a substitution from G to A, resulting in C2A3. This quently observed at the codon sites having CpG di-
observation is consistent with mutation at a methylatechucleotides and, at the same time, GC3% is reduced at
CpG dinucleotide producing a TpG and its complemen-the codon sites. Indeed, we observed this possibility in
tary CpA dinucleotide. the gene pair in Fig. 5. Among 13 C3G1 codon pairs
Our results, including the correlation analysis de-having synonymous changes, the most frequently ob-
scribed above, always showed the strong correlation beserved substitution is from C3G1 to T3G1. Moreover,
tween synonymous substitution rates and frequencies dhe most frequently observed substitution is from C2G3
CpG dinucleotides. Since methylated CpG dinucleotideto C2A3 among 12 C2G3 codons pairs with synonymous
has been known as a mutable site in mammals, we finallghanges. Thus, synonymous substitutions at the codon
concluded that at least in mammals, intragenic variatiorpairs having CpG dinucleotides make the cause of re-
of synonymous substitutions is caused mainly by a nonduction of GC3%. Therefore, intragenic variation of syn-
random mutation due to the methylation of CpG di- onymous substitutions is mainly caused by a nonrandom
nucleotides rather than by functional constraints. mutation due to the methylation of CpG dinucleotides
Note that it is also possible that functional constraintsrather than by functional constraints of the base compo-
of the base composition cause intragenic variation ofition.
synonymous substitution rates. This is because two gene
pairs showed significant correlations between Ps and
GC3% when we used a lower significance level. How-Discussion
ever, we suggest that these correlations can be explained
by a nonrandom mutation due to the methylated CpGAs mentioned before, it has been observed that synony-
dinucleotides in the following observations. We first ob- mous substitution rates were correlated positively with
served that two gene pairs having significant correlationgionsynonymous substitution rates at the intergenic level
between Ps and GC3% always showed ‘negative’ correin various organisms (Graur 1985; Li et al. 1985; Britten
lations (Table 1). On the other hand, C1G2, C2G3, andl986; Wolfe et al. 1989; Bernardi et al. 1993; Wolfe and
C3G1 were always shown to have ‘positive’ correlationsSharp 1993; Mouchiroud et al. 1995; Ohta and Ina 1995;
for the gene pairs having statistically significant correla-Comeron and Kreitman 1998). At the intergenic level, it
tions with Ps at a lower level (Table 1). Therefore, thewas reported that these rates were also correlated with
opposite correlations of these measures with Ps lead teach other in mammalian genes (Alvarez-Valin et al.
the possibility that synonymous substitutions can be fre11998). As shown in Table 1, we also observed the posi-
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more numbers of both synonymous and nonsynonymous 409

substitutions. Ikemura T (1982) Correlation between the abundance of yeast transfer

. . . RNAs and the occurrence of the respective codons in protein genes.
Although our correlation analysis suggests, at this . . pectr P g
Differences in synonymous codon choice patterns of yeast and

s_tage,_ that intrag_enic variati_on of Synonymous substitu-  gscherichia coliwith reference to the abundance of isoaccepting
tions in mammalian genes Is caused malmy by a Nnon- transfer RNAs. J Mol Biol 158:573-598

random mutation due to the methylation of CpG di- Ina 'Y (1995) New methods for estimating the numbers of synonymous
nucleotides rather than by functional constraints, the @and nonsynonymous substitutions. J Mol Evol 40:190-226

. T . . _Ina Y, Mizokami M, Ohba K, Gojobori T (1994) Reduction of syn-
number of available data was quite limited especially in onymous substitutions in the core protein gene of hepatitis C virus.

the analysis of the bias of codon usage and the secondary j mol Evol 38:50-56

structure of mMRNAs. Moreover, as for the other organ-kimura M (1968) Evolutionary rate at the molecular level. Nature
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