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Abstract
Protein Protein low complexity regions (LCRs) are compositionally biased amino acid sequences, many of which have sig-
nificant evolutionary impacts on the proteins which contain them. They are mutationally unstable experiencing higher rates 
of indels and substitutions than higher complexity regions. LCRs also impact the expression of their proteins, likely through 
multiple effects along the path from gene transcription, through translation, and eventual protein degradation. It has been 
observed that proteins which contain LCRs are associated with elevated transcript abundance (TAb), despite having lower 
protein abundance. We have gathered and integrated human data to investigate the co-evolution of TAb and LCRs through 
ancestral reconstructions and model inference using an approximate Bayesian calculation based method. We observe that 
on short evolutionary timescales TAb evolution is significantly impacted by changes in LCR length, with insertions driving 
TAb down. But in contrast, the observed data is best explained by indel rates in LCRs which are unaffected by shifts in TAb. 
Our work demonstrates a coupling between LCR and TAb evolution, and the utility of incorporating multiple responses into 
evolutionary analyses.

Keywords  Low-complexity region · Transcript abundance · Protein abundance · Approximate Bayesian calculation · 
Co-evolution

Introduction

In any given mammalian proteome, approximately a fifth 
of protein sequences contain at least one region where 
the amino acids are highly repetitive or compositionally 
biased (Karlin et al. 2002). These LCRs were once consid-
ered ‘junk’ protein sequences, at most spacers between more 
traditional protein domains (Golding 1999).

Proteins which contain any LCRs ( LCR+ proteins) have 
since been shown to have important roles enabled by their 
LCRs which confer a host of properties depending on their 
specific amino acid composition. As compared to LCR free 
( LCR− ) proteins, Many LCR+ are intrinsically disordered 

at physiological conditions  (Romero et  al. 2001), but 
changes in those conditions can lead to conformal or phase 
shifts (Martin and Mittag 2018). Another common property 
is promiscuous binding. As the regions are unstructured and 
have little variation in amino acids they cannot discriminate 
binding targets unless there is some impact from the context 
of the protein itself (Mier et al. 2017). Non-specific binding 
to RNA and protein allows LCR+ proteins to function as 
hubs for protein interaction networks (Dosztányi et al. 2005), 
and in generalized complexes for transcription (eg. Nab3; 
Loya et al. 2017) and splicing (eg. hhRNPG;  Zhou et al. 
2019). The latter of which occurs in the spliceosome which 
is a membraneless organelle; a liquid droplet of RNA and 
protein. The combination of non-specific binding and induc-
ible phase change also make LCRs critical in another type 
of membraneless organelle: stress granules (Fomicheva and 
Ross 2021). LCRs also make appearances in structural pro-
teins like keratin (Parry and North 1998) and collagen (Per-
sikov et al. 2000).

The same properties that make LCRs useful, can be harm-
ful if the balance of properties shifts. Expanded LCRs are 
hallmarks of several neurodegenerative diseases such as 
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Huntington (Cummings and Zoghbi 2000). The number of 
associated diseases is likely related to the fact that LCRs are 
mutationally unstable. They evolve rapidly through replica-
tion slippage (Huntley and Golding 2006b), unequal cross-
ing over (DePristo et al. 2006), and point mutations (Lenz 
et al. 2014). The tension between the multiple important 
roles LCR+ proteins have and the mutational risk of utiliz-
ing them create evolutionary pressures on the regulation of 
these proteins. LCR+ proteins tend to have lower levels of 
protein abundance (PAb) (Chavali et al. 2017; Dickson and 
Golding 2022) as compared to highly conserved, impor-
tant proteins (Pál et al. 2001). Despite the lower PAb, it 
has been shown in mammals that LCR encoding transcripts 
have higher abundance than those which do not (Dickson 
and Golding 2022).

The disconnect between protein and TAb for LCR+ pro-
teins may be potentially explained by any or all of the regu-
latory steps between gene transcription and eventual protein 
degradation. At the transcription level,  Horton et al. (2023) 
recently showed that transcription factors interact directly 
with short tandem repeats (a type of DNA LCR) flanking 
canonical binding motifs, ultimately affecting the expres-
sion of the gene. Non-specific binding to other regulatory 
proteins may be a mechanism by which protein LCRs alter 
the abundance of their host transcripts and proteins.

Regardless of the particular changes, protein regulation 
and LCR sequences must co-evolve to maintain physiologi-
cally useful protein levels. Of particular interest is the ques-
tion of temporal order, does the appearance or expansion 
of LCRs create selective pressures on the regulation of the 
proteins which contain them? Or is it that LCRs are only 
tolerated in proteins which have appropriate regulatory 
frameworks in place? To answer this we must understand the 
co-evolution of both LCRs sequences and regulation of PAb.

Most of what is known about LCR evolution has been 
through study of DNA microsatellites, short tandem repeats 
in intergenic regions. Most models of their evolution are 
length dependent stepwise models with slippage being more 
likely with longer repeats (Kruglyak et al. 1998; Dieringer 
and Schlotterer 2003; Sainudiin et al. 2004). Point mutations 
are also included in these models as a mechanism which 
breakup long repeats. These models indicate the balance 
of insertions, deletions and point mutations as the explana-
tion for the observed distribution of microsatellite lengths. 
While the mechanisms of evolution may be similar for pro-
tein LCRs the selective pressures for coding regions are very 
different. Due to significant selection against frameshift 
mutations, only tri- and sometimes hexanucleotide repeats 
are tolerated. While the underlying evolutionary change is 
at the DNA level, models which only allow full codon indels 
functionally operate as amino acid indels.

As LCRs are ultimately features of primary sequences, 
they can only evolve through direct changes to the DNA 

including both indels and point mutations. This contrasts 
with the cornucopia of ways to evolutionarily vary PAb, 
most of which stem from the many steps from gene tran-
scription to protein degradation. Mutations to the gene itself 
can alter the rate of translation as well as protein stability. 
Changes altering TAb will also affect PAb, and even here 
there are multiple indirect mechanisms for evolution. Con-
sidering changes which only affect gene transcription, TAb 
can be altered by mutations in the sequences of transcription 
factor binding sites and proximal sequences (Odom et al. 
2007; Bradley et al. 2010; He et al. 2011). TAb can also 
evolve through the loss and formation of binding sites (Ni 
et al. 2012), this is especially true for longer binding motifs 
which often evolve from transposable element and repeat 
expansion (Bourque et al. 2008). The level of sequence and 
binding conservation varies across the tree of life and differs 
between tissue specific and constitutive transcription fac-
tors (Villar et al. 2014). He et al. (2011) showed that bind-
ing can be combinatorial, allowing compensatory changes 
across multiple transcription factors and binding sites. Evo-
lution of TAb is the net effect of a large number of possible 
effectors.

The combination of many effects will tend towards a nor-
mal distribution through the central limit theorem. Therefore 
the evolution of gene expression is often modelled as a sto-
chastic process with Gaussian increments. Examples include 
Brownian motion (Bedford and Hartl 2009) or Ornstein-
Uhlenbeck (OU) process (Rohlfs et al. 2014). The former 
of which considers the expression to take a random walk 
over evolutionary time, radiating away from an ancestral 
state, while the latter introduces a selective optimum which 
exerts pressure on the abundance value. Either of these can 
be incorporated into a Bayesian framework to estimate the 
parameters of an evolutionary model. However to incorpo-
rate interactions with LCR length the likelihood calcula-
tions become analytically intractable and computationally 
prohibitive. As an alternative, ABC can be performed, where 
simulations are performed and compared to the data in order 
to estimate the likelihood.  Beaumont et al. (2002) describe 
methods which compare summary statistics for observed 
and simulated data.  Pritchard et al. (1999) used simulations 
and rejection sampling to investigate microsatellites on the 
human Y chromosome.  Marjoram et al. (2003) illustrated a 
method to use Markov Chain Monte Carlo (MCMC) without 
likelihood functions. ABC methods can also infer param-
eters in a multivariate space.  Haba and Kutsukake (2019) 
used ABC to jointly model both group size and sociality in 
naked mole rats, demonstrating an example of multivariate 
analysis over evolutionary time.

In addition to interactions between TAb and LCRs, the 
evolutionary age of proteins may be a lurking variable which 
could alternately explain the observed positive correlation 
between the two. Persi et al. (2023) demonstrated that the 
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relative contribution of LCRs and gene duplications to the 
evolution of protein families trades off as the families age 
and become established. Newer protein families evolve pri-
marily through LCR evolution, while gene duplications are 
the primary mechanism for older families. Likewise there 
are differences in gene expression between young and old 
genes, as shown by  Werner et al. (2018).

In this work we attempt to determine the evolutionary 
relationships between LCRs and TAb on the short timescale 
of human evolution. While of general interest, PAb data on 
a proteome level for individuals are not often available for 
outside of humans. In order to consistently compare LCRs 
between individuals on short evolutionary time scales we 
use the concept of conserved minimum entropy region 
(CMER),, which is described in detail in the methods sec-
tion. In short CMER is a region in a protein which has been 
identified as minimal entropy in any version of the protein 
across individuals. We characterize changes in CMER length 
and TAb across individuals, and use ABC to estimate the 
degree of interaction and temporal order of these evolution-
ary events.

Materials and Methods

Overview

To investigate the temporal order of changes in LCR and 
TAb it would be ideal to have a set of individuals where 
the evolutionary history of the individuals, as well as the 
sequences and abundances of their proteins is known. From 
that point it is possible to investigate evolutionary models. 
However such an ideal situation is not generally possible 
without intentional artificial evolution experiments. What 
follows is a general overview of our approach to reconstruct 
evolutionary histories from the observed data. The details 
of how this set of evolutionary histories was compiled and 
modelled are discussed in the following sections.

For mammals, proteome scale data is sparse as are com-
plete evolutionary histories. We have used the available data 
for humans to build a common set of proteins which have 
quantified TAbs and a consistent method for identifying 
LCRs. We then employ parsimony and Brownian motion 
models to reconstruct the evolutionary history for LCRs and 
TAb respectively. We investigate models of co-evolution 
using an ABC approach, where simulations are used to esti-
mate the probability of observing the data given a particular 
model of evolution.

Genomic and Transriptomic Data

Human data were acquired from the International Genome 
Sample Resource (IGSR), specifically the “1000 Genomes 

30x on GRCh38” (Byrska-Bishop et al. 2022) and “Human 
Genome Structural Variation Consortium, Phase 2” (Ebert 
et al. 2021) datasets. Only individuals which had both high 
coverage genome assemblies and transcriptomic data were 
selected. A set of 28 human human individuals and their 
accession ids can be found in Supp.Table 1. In addition 
to the genome assemblies and raw RNA-Seq reads, sin-
gle nucleotide polymorphism (SNP)SNP calls were also 
acquired.

In order to ensure consistent annotation of genes and 
transcripts across assemblies, annotations were transferred 
from the reference genome GRCh38 (GCF_000001405.39; 
Schneider et al. 2016) to each assembly using the annotation 
mapping program Liftoff  (Shumate and Salzberg 2021) 
with the polish option. The reference annotation was filtered 
to only include entries for coding sequences to decrease 
runtime.

Construction of Phylogenetic Tree

The phylogenetic tree was constructed on the basis of 
SNPs on chromosome 19 of the human genome. As our 
focus is on co-evolutionary forces common to LCR+ pro-
teins, a single tree was used to model the evolution for all 
proteins. A single chromosome was selected to reduce the 
time required for tree construction. Our analysis focuses 
on protein coding sequences, therefore chromosome 19 
was selected as it is the most gene dense human chromo-
some (Grimwood et al. 2004), and most likely to represent 
the evolutionary relationships between human individuals. 
For the purposes of an outgroup, the chimpanzee reference 
genome (GCF_002880755.1; Sequencing and Consortium 
2005) was used. Human SNP calls were acquired from 
the IGSR. Human SNP were generated by mapping frag-
ments of the chimpanzee reference chromosome 19 to the 
homologous human chromosome 19. The 150 bp fragments 
were generated by sliding a 500 bp window in 200 bp over-
lapping increments and taking the first and last 150 bp in 
the window. These fragments were mapped to the human 
reference using BWA  (Li and Durbin 2009). The mappings 
were sorted and indexed with Samtools  (Li et al. 2009). 
BCFtools  (Li 2011) was used to call chimpanzee SNPs 
as well as indexing all SNP calls, filtering human calls to the 
relevant samples, and merging the calls for both species. As 
human SNP calls were made with a larger set of individuals 
than the subset used in this study, some sites were invariant 
in the subset even when including the outgroup. These were 
discarded with a Perl (Wall et al. 2000) script utilizing the 
BioPerl package (Stajich et al. 2002). The final set of SNPs 
was converted to fasta format using VCF-kit  (Cook and 
Andersen 2017). The tree was constructed using IQ-TREE 
2 (Minh et al. 2020) with a general time reversible model 
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including an ascertainment bias correction as only SNP data 
was used.

Processing of Transcriptomic Data

Adapter sequences present in the raw RNA-Seq data were 
identified with FastQC  (Andrews 2015). Adapter removal 
as well as trimming, was performed with fastp  (Chen 
et al. 2018). Reads from each sample were mapped to the 
genome from which they originated using the splice aware 
mapper STAR​  (Dobin et al. 2013). The splice junctions 
used by STAR​ were generated from the Liftoff generated 
genome annotations. Quantification of read counts was per-
formed using stringtie  (Pertea et al. 2015), which is 
also capable of assembling and quantifying transcripts out-
side of the reference annotation. The abundance value used 
in later analysis is the normalized read count per transcript 
rather than a sample specific value such as transcripts per 
million. Normalization for library size is performed using 
the median of geometric means method as described for 
DESeq2  (Love et al. 2014). After normalization, the ‘pri-
mary’ transcript was identified as that which had the high-
est geometric mean abundance across individuals. Only the 
primary transcript was used in later analysis. Reconstruction 
of abundance values at the common ancestor of the human 
individuals was performed in R (R Core Team 2022) using 
the Rphylopars package (Goolsby 2017) supported with the 
phytools package (Revell 2012).

Conserved Minimum Entropy Regions

Protein encoding sequences were extracted from each assem-
bly based on the transferred annotation. The following set 
of quality control steps were performed on the transferred 
annotations. Coding sequences which had an inconsistent 
number of exons across individuals were discarded. Seleno-
cysteine residues were recoded as cysteine residues. Coding 
sequences where any individual appeared to have a non-
sense mutation were discarded. For individuals where there 
was an apparent frame-shift mutation as indicated by an in-
frame stop, and a consistent gap in alignments across indi-
viduals, the frameshift was repaired by deleting an apparent 
insertion or inserting the consensus residue for apparent 
deletions. If in-frame stops were still present after a single 
repair, the protein was abandoned. The attempts at repair 
were made rather than discarding due to the high frequency 
of apparent frame-shift mutations. This was interpreted as 
issues from genome assembly or annotation transfer rather 
than true biological variation leading to hundreds of faulty 
proteins in any given individual. After repair, the coding 
sequences were translated. We also used half-alignment 
ratios as an additional filter to remove proteins which were 
incorrectly annotated as the same isoform. Each alignment 

was divided into two sequences, and for each half the har-
monic mean of plurality residue proportion was calculated 
across sites, as well the proportion of gaps. The ratio of the 
value calculated for the first and second half should be near 
one for proper alignments of the same isoform across indi-
viduals. If a different isoform is incorrectly included, then 
the two halves will appear markedly different. We excluded 
the top 5% of proteins based on their euclidean distances 
from both ratios being 1. All of this was done using custom 
Perl scripts utilizing the BioPerl package, and performing 
alignments with MAFFT  (Katoh and Standley 2013).

In this work, we use the low-entropy definition of LCRs, 
and perform identification with Seg  (Wootton and Feder-
hen 1993), using a window length of 15 amino acids, a lower 
entropy bound (K1) of 1.9 bits and an upper entropy bound 
(K2) of 2.2 bits. The default Seg parameters are designed 
to liberally identify LCRs for masking purposes. The values 
we used have been empirically found to be more useful if 
the LCRs themselves are of interest (Huntley and Golding 
2000, 2002; Haerty and Golding 2010; Huntley and Gold-
ing 2006a). We also previously showed that the connection 
between TAb and LCRs was robust to reasonable choices of 
entropy thresholds (Dickson and Golding 2022). In this work 
we used a modified version of Seg which properly accounts 
for alphabet size as described in Enright et al. (2023). How-
ever binning proteins into LCR+ and LCR− is insufficient for 
temporal analyses as this categorization cannot distinguish 
between evolutionary events which nudge a sequence across 
the threshold and events which radically change the entropy 
of the sequence. We introduce the concept of CMER to deal 
with this. CMER can have variable lengths and entropy in 
different individuals, or not be present, but always refers to a 
homologous stretch of the protein. Additionally all proteins 
have a CMER regardless of their LCR status, and will gener-
ally have lower entropy for LCR+ proteins.

To identify CMERs., the minimum entropy window is 
found for each individual’s version of a protein, Seg is then 
run on the protein with the same window length, K1 equal 
to the entropy of the minimum entropy window, and K2 0.3 
bits higher than K1. Each LCR identified in the protein is a 
minimum entropy region, and its location in the individual’s 
protein version are noted. All versions of the protein are 
aligned using MAFFT. The coordinates of individual mini-
mum entropy regions are converted to alignment coordi-
nates and all overlapping intervals are combined together 
into CMER. For individuals, the length and entropy of the 
CMER are calculated from the gap free sequence. An exam-
ple can be found in Table 1. The length and entropy can also 
be calculated for the consensus sequence of the CMER. This 
is useful to compare different CMERs., for example when 
there are multiple CMERs. in a protein we analyze the one 
with minimum entropy, then maximum length, then earliest 
position in the protein sequence.
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Ancestral reconstruction of indel events in CMERs. was 
performed using a parsimony based method described by 
Fitch (1971) and implemented in Perl. The evolutionary 
states are the length of the CMER, and the probability of 
observing a change of a given length in a given time (branch 
length) is assumed to follow a Poisson distribution:

where � is an estimate of the indel rate. The estimate is 
calculated from the observed deviation in CMER length 
across individuals and the distances between individuals. 
Specifically:

where M̃AD is the median of mean absolute deviation 
(MAD) in CMER length across all proteins, and D̄ is the 
mean pairwise distance between tips of the tree. The MAD 
value for protein i is calculated as:

where n is the number of tips in the tree, and xi,u is the 
CMER length of protein i for individual u. The mean pair-
wise distance between tips is calculated as:

where n is the number of tips in the tree, and Du,v is the 
distance between tips u and v.

Evolutionary Model

The evolution of CMERs. and TAb were modeled as step-
wise and OU processes respectively. Each process also 
included a term which depended on the value of the other 
variable to model co-evolution. For TAb, fold changes in 
the CMER length relative to the length at the root of the tree 
alter the selective optimum of the OU process. Similarly fold 
changes in the TAb relative to the root of the tree alter the 

(1)P(ΔL = �) =
�t�e−�t

�!
,

(2)𝜔 =
2

�MAD ⋅ D̄
,

(3)MADi =

∑n

u=1
�xi,u − x̄i�
n

,

(4)D̄ =
2

n(n + 1)

n−1∑
u=1

n∑
v=u+1

Du,v,

rate of indels. Point mutations were also accounted for in 
the evolution of CMER length; when a mutation occurs the 
CMER is broken into two parts, and the longer part is then 
considered to be the CMER. Equations 5 and 10 describe 
the co-evolution of CMER and TAb along any given branch 
of the tree.

The length of CMER is the result of 3 processes: inser-
tions, deletions, and point mutations. The length of a CMER 
at a node which is t time units diverged from a parent node 
at time T is:

where M is the proportional length of the longest fragment 
of the CMER after point mutations, LT is the length at the 
parent node, and Nx is the number of insertions or deletions. 
All indels are Poisson distributed:

where x is the length, time, and abundance dependent inser-
tion ( � ) or deletion ( � ) rate. Υ is the effect of abundance on 
indels:

where AT is the abundance at the parent node, A0 is the abun-
dance at the root node and � is the strength of indel depend-
ence on abundance. A positive � indicates that as abundance 
rises, so too do indel rates. This could be equivalently con-
sidered as relaxed selection on indels. The opposite is indi-
cated with a negative �.

If point mutations break the CMER at uniformly distrib-
uted points, it has been shown that length of the longest of 
N segments is distributed as the ratio of the maximum of N 
exponentially distributed random variables divided by their 
sum (Holst 1980).

where each Xi is an exponentially distributed random vari-
able with a mean of one. The number of these variables (R) 
depends on number of mutations expected to occur in the 
CMER in time t, and is Poisson distributed:

(5)LT+t = M ⋅max
[
LT + N� − N� , 0

]
,

(6)Nx = Pois(xLTΥt),

(7)Υ = (AT∕A0)
�,

(8)M =
maxR

i=1
(Xi)

ΣR
i=1

Xi

,

Table 1   Example of CMERs in NM_001466.4, Frizzled Class Receptor 2. This protein has two minimum entropy regions, the latter of which is 
perfectly conserved across all 28 individuals. In HG00732 two additional leucine residues have been inserted

Individual Region 1 (6–22) Region 2 (176–192)

Alignment Entropy Length Alignment Entropy Length

Consensus ...ALPRLLLP--LLLLPAA... 1.673 15 ...PGAGGTPGGPGGGGAP... 1.609 17
HG00096 ...ALPRLLLP--LLLLPAA... 1.673 15 ...PGAGGTPGGPGGGGAP... 1.609 17
HG00732 ...ALPRLLLPLLLLLLPAA... 1.574 17 ...PGAGGTPGGPGGGGAP... 1.609 17
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where � is the length and time dependent substitution rate.
The TAb at a particular node is the result of two pro-

cesses, drift which depends only on time, and selection 
which pushes the mean towards a selective optimum which 
depends on the CMER length. The TAb at a node which is t 
time units diverged from some parent node which is T time 
units diverged from the root is:

where � is the strength of drift, and ĀT+t is the modal TAb 
value at the node. The mode is the selection weighted aver-
age of the parental node’s value AT and the selective opti-
mum adjusted by a length dependent factor ( Δ�).

where � is the strength of selection, and A0 is the TAb value 
at the root of the tree which is assumed to be the selective 
optimum. A0 was reconstructed using Rphylopars which 
uses a Brownian motion model, setting the selective opti-
mum centrally, after accounting for phylogeny, within the 
range of of observed TAbs. This models the TAb and CMER 
length at the root as being in equilibrium and only needing 
to change in response to mutations in one or the other. This 
choice of selective optimum is best given the short evolu-
tionary timescale and the high variation in TAb variation 
observed at the tips of the tree. The selective optimum at 
any given node is inflated (or shrunk) based on the CMER 
length dependent factor:

where � is the strength of length’s effect on optimum abun-
dance. As the length of the parent’s CMER ( LT ) grows rela-
tive to the length at the root of the tree ( L0 ), a positive � 
would indicate an increasing demand for higher TAb, and 
A negative � would indicate that longer CMERs. select for 
lower TAb.

Our model includes multiplicative drift: the ĀT+t is mul-
tiplied by a log Normal deviate with a scale proportional to 
the strength of drift and time. Many biological processes are 
inherently multiplicative rather than additive and we found 
that a multiplicative drift lead to more consistent results.

ABC

As the parameters of interest ( � : effect of length on optimum 
abundance and � : effect of abundance on indel rate) could 
only be meaningfully assessed for proteins which had vari-
ation in length, the model was fitted using ABC using the 
subset of the protein data where variability in CMER length 

(9)R = Pois(�LTt),

(10)AT+t = ĀT+t ⋅ e
Norm(0,𝜎t),

(11)ĀT+t = ATe
−𝛿t + A0Δ𝜏(1 − e𝛿t),

(12)Δ� = (LT∕L0)
� ,

was observed. We evaluated four versions of the model. 
The full Stepwise OU model’s priors for � and � were Nor-
mal(0, 2) and Uniform(−1, 1) respectively. The full priors 
for all models can be found in Supp.Table 2. Three special 
cases of the full model were investigated: � was fixed at zero 
(-tau), � was fixed at zero (-upsilon), and both were fixed at 
zero (-tau-upsilon).

The fixing of the � and � parameters makes assumptions 
about the co-evolution of CMER length and TAb. The � 
parameter describes the impact of changes in CMER length 
on the selective optimum for TAb. Fixing � at zero in the -tau 
model assumes that there is no impact: TAb is independ-
ent of CMER length. Similarly the � parameter describes 
the effect of changes in TAb on the indel rates in CMER. 
Therefore fixing � at zero in the -upsilon model assumes 
indel rates are unaffected by changes in TAb. Setting both 
to zero in the -tau-upsilon model assumes there is no co-
evolution and both evolve independently of the other. By 
fixing different sets of parameters, we can compare the fam-
ily of Stepwise OU models to evaluate which best describes 
biological reality.

As the specific parameter values are unknown, general 
priors were selected which gave appropriate bounds on the 
domain. For example, log-normal priors for � and � ensured 
both remained strictly positive. Additional restrictions were 
placed on the domains of the � and � parameters. The former 
was given a finite upper bound at a value which would result 
in the AT having a negligible contribution to the value of 
ĀT+t in Eq.  11. Specifically the term would be less than one 
for even the highest abundance transcript along the long-
est branch of the tree. Any higher values are functionally 
equivalent to infinite selection strength and are unnecessary 
to explore. The lower bound of � was set such that the prob-
ability of even one mutation in the combined length of all 
CMERs. along the longest root to tip path in the tree was 
less than 10−9 . Any lower than this is functionally equivalent 
to a mutation rate of zero in Eq.  9, and was unnecessary 
to explore. The � parameter was bounded between negative 
and positive one, not because the value was known to lie in 
this interval but for numerical reasons. As the variation in 
TAb values was observed to be relatively high the result of 
Eq.  7 can be extreme for absolute � values above one. In 
many cases the tolerances of tools for numerically evaluat-
ing the results are exceeded. Bounding absolute � below one 
made computation possible while still allowing investigation 
of the qualitative outcomes of positive, negative, and zero 
values for �.

Our ABC implementation uses simulations to estimate 
the likelihood of the data given a set of model parameters. 
For each simulation, the root of the tree is initialized with 
the ancestrally reconstructed values and then the length 
and abundance values at each node of the tree are sam-
pled according to Eq. 5, 10. For each human individual 
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i and protein j in the kth simulation the absolute relative 
error between observed (O) and simulated (S) values is 
calculated as

where x indicates that the same calculation is done for length 
and abundance. The simulated value is not considered to 
match the observed value if the absolute relative error is 
greater than some threshold ( � ). For relative errors less than 
� , a partial match between 1 (zero error) and 0 ( � or more 
error) is counted:

For observed values of zero, only an exact match or mis-
match is possible. Partial matches were used rather than 
exact matches as the latter would happen rarely in a compu-
tationally feasible number of simulations, leading to severe 
underestimation of the likelihood. Bounding partial matches 
between zero and � ensures that only positive matches are 
counted and precluding the possibility of negative esti-
mated probabilities. In this work we used an � value of 10% 
which gave a balance between underestimating from exact 
matches and accuracy of the simulated results. Pseudocounts 
were included to prevent counts of zero by increasing the 
observed match count by one, and the number of opportuni-
ties for matches by 2. The proportion of matches across all 
simulations is then the estimated likelihood for that value:

where s is the number of simulations. The product of all 
estimated likelihoods for length and abundance across n 
individuals, and proteins is the overall estimated likelihood:

where n is the number of tips in the tree, and m is the number 
of proteins.

Due to the simulated nature of this likelihood estima-
tion there is variance around the estimate. Given the same 
set of parameters, multiple evaluations will give a range 
of likelihood values. We observed the likelihood estimate 
to be approximately log-normally distributed. This vari-
ation combined with asymmetrically preferring higher 
likelihoods can lead to chains becoming ‘stuck’. That is, 
a situation occurs where proposals are rarely accepted, 

(13)Ei,j,k,x =
|Oi,j,k,x − Si,j,k,x|

Oi,j,k,x

,

(14)Ci,j,k,x =

⎧
⎪⎨⎪⎩

1 −
Ei,j,k,x

𝜖
, Ei,j,k,x < 𝜖

0, otherwise

(15)L̂i,j,x =
1 +

∑s

k=1
Ci,j,k,x

r + 2
,

(16)L̂ =

n∏
i=1

m∏
j=1

L̂i,j,L ⋅ L̂i,j,A,

even for very similar model parameters. To illustrate this, 
consider a chain which always proposes the same model. 
The true likelihood for each proposal is always the same, 
and therefore, the proposal should always be accepted. 
However, using a simulation-based estimate of the likeli-
hood will generate different estimates for each proposal. If 
by chance the likelihood of the proposal is evaluated to be 
much higher than the true likelihood. Then, all subsequent 
proposals are more likely to have lower likelihoods and be 
less likely to be accepted, despite the model parameters 
being identical. Proposals will only be accepted for rare 
events, even more unlikely high-likelihood estimates, or 
a low probability acceptance. In chains where new model 
parameters are proposed, this acts to slow mixing as the 
chain remains ‘stuck’ on proposals with overestimated 
likelihoods.

Ideally, the variance in the likelihood estimate due to 
simulation would be handled by evaluating each set of 
parameters multiple times to get a more accurate estimate. 
However, this becomes computationally prohibitive. Instead, 
we have added an adaptive parameter which controls how 
generously proposals are interpreted. For a single likelihood 
estimation we cannot know its deviation from the true likeli-
hood. If we interpret proposals generously we assume that 
the proposal’s estimate was below its true likelihood, and 
the current model’s estimate is above its true likelihood. 
Assuming the variance in likelihood estimates is constant for 
both the proposal and the current model, we can adjust for 
the difference by multiplying the proposal’s likelihood by a 
value proportional to the variance. On a logarithmic scale, 
the generosity (G) is calculated as:

where 𝜎
ln L̂

 is the standard deviation of the estimated log 
likelihood, Norm∗

x
 is a standard normal quantile, and � is 

the complement of the assumed deviate from the mean of 
the log likelihood distribution. It falls in the interval (0, 1] 
where a value of one indicates that the estimate is assumed 
to be at the mean and no adjustment is necessary. Conversely 
as � approaches zero the adjustment grows without bound. 
By observing the current rate of proposal acceptances this 
value can be updated as necessary, decreasing � if the chain 
is ‘stuck’ and increasing � if it is exploring excessively. This 
adjustment is performed automatically and we consider � to 
be an adaptive parameter, which we describe more below. 
The value of 𝜎

ln L̂
 is periodically estimated by evaluating the 

current parameter set multiple times.
We made use of heated chains to increase the rate at 

which the parameter space was explored. Each heated chain’s 
probability of accepting proposals is elevated based on an 
adaptive temperature increment, where the increment is var-
ied to achieve a specified target swap rate. This adaptation 

(17)G = Norm∗
1−𝛼

⋅

√
2𝜎

ln L̂
,
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is described more below. Periodically, the chains are synced 
and an attempt to make a swap between two chains is made 
which depends on relative temperature and estimated likeli-
hood of each chain’s current parameter set. The effect of 
heating on proposal acceptance, and chain swapping is as 
described by  Shi and Rabosky (2015).

For any particular parameter, a new value is proposed 
with a normal deviate from the current parameter’s value. 
The proposal density is truncated to match the domain of 
the prior for the parameter. The scale of the proposal density 
is adaptive over the MCMC run: increased or decreased to 
keep proposal acceptance rates at a specified target value. 
Adaptive parameters are described more below. On any 
given iteration of the MCMC, some combination of param-
eters is allowed to vary. This is performed systematically 
by initially enumerating all combinations and then shuffling 
the combinations to break up runs where one parameter is 
altered or fixed many times consecutively. This shuffled 
order is then cycled through on each iteration.

Our MCMC is controlled by several adaptive param-
eters: generosity, temperature increment, and parameter 
specific proposal densities. In some cases, adaptation can 
violate the assumptions required for convergence of the 
MCMC (Andrieu and Thoms 2008). In our implementation 
no parameter depends directly on the current state, only indi-
rectly through properties of the likelihood landscape of the 
recently visited states. Each parameter tracks some property 
of the system ( Xi ) over some time horizon, and compares it 
to a target value for that property ( X0 ). Temperature incre-
ment has a target chain swap rate of 50% over the last 50 
attempted swaps. Generosity and proposal scales both target 
a proposal acceptance rate of 23.4% which has been shown 
to lead to optimal mixing in many cases (Schmon and Gag-
non 2022). Generosity operates on a 51 iteration time scale, 
and each proposal scale parameter has a time horizon of 
23 iterations where that particular parameter is not fixed. 
For each parameter the Xi value and the property’s value 
on the previous time horizon Xi−1 are tracked. After each 
time horizon both Xi and Xi−1 are compared to X0 and the 
adaptive parameter’s value is updated if the trend between 
Xi and Xi−1 is away from X0 . A running average is not used 
to minimize the dependence of the current state on the his-
tory. An update consists of setting the current parameter 
value to a uniform random value between either double the 
current value or half the current value as necessary. The 
temperature increment increases if the swap rate is too low, 
while proposal scales are decreases if acceptance rates are 
too low. Within any given set of adaptive parameters, the 
prior corrected transition probabilities between model and 
proposal remain symmetrical which supports convergence. 
The adaptive parameters are disconnected from the particu-
lar model parameters, instead more related to the topology 
of the local likelihood landscape.

After estimating the likelihood of the proposal, the prob-
ability of accepting the proposal is calculated according to:

where �(x) is the prior density of the parameter set for the 
current model (m) or the proposed model (p), G is the gener-
osity, and T is the temperature of the chain. The acceptance 
probability depends on the likelihood ratio; the Hastings 
ratio, which accounts for the asymmetric proposal densi-
ties  (Hastings 1970); the chain temperature; and the simula-
tion variance.

Iteration of MCMC chains was stopped based on multi-
variate effective sample size (mESS) as defined by Vats et al. 
(2017). Specifically iteration terminated after mESS crossed 
a threshold of 1000 effective samples or the expected Monte 
Carlo error fell below 15%

Model Analysis

After ABC evaluation, the maximum likelihood estimate for 
modal parameters is the parameter values at the multivari-
ate mode of the posterior density. To estimate this value, the 
smoothed multivariate density was estimated for each sam-
ple using a multivariate normal kernel. The sample with the 
highest density was used as an initial estimate. This estimate 
was then iteratively improved by estimating the gradient in the 
smoothed density at the current point, then using golden sec-
tion search (Kiefer 1953) to find the maximum density along 
the line in the gradient direction. This is repeated until there is 
no increase in density, or the gradient magnitude is sufficiently 
small.

The final likelihood of each model was evaluated as the 
geometric mean of 10 evaluation runs, each with 10000 simu-
lations. Model selection was performed using Akaike infor-
mation criteria (AIC;  Akaike 1998). A q% credibility region 
was determined by standardizing all parameter estimates to 
bring them to the same scale, ordering the smoothed multivari-
ate densities of each sample by the euclidean distance from 
the multivariate mode, and finding the distance at which the 
cumulative density is q% of the total smoothed density. Trans-
forming a hypersphere with this radius results in the ellipsoid 
credibility region. The corresponding credibility interval for 
each parameter is then the range of values observed within 
the region.

(18)P = min

⎡
⎢⎢⎣
1,

�
eGL̂p𝜋(p)

L̂m𝜋(m)

�T⎤
⎥⎥⎦
,
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Results

After implementing consistent annotation with Liftoff, 
sequence repair, and quality control filters, we identified 
7331 primary transcripts and their associated proteins 
which were present in all 28 individuals. Of these, vari-
ation in CMER length was only observed in 57 proteins 
(See Supp.Table 3). As such the most parsimonious esti-
mate of the number of indel events for all other proteins 
is zero. In the small subset of proteins with CMER length 
variation we inferred a maximum parsimony set of 132 
events. The number of insertions and deletions were 84 
and 48, respectively, which is significantly unbalanced by 
Chi-squared test ( p < 0.01 ). The branches along which 
these indels were inferred can be seen in Fig. 1A.

The inference of indel events also provides a recon-
struction of the CMER length for the lowest common 
ancestor(LCA) of the individuals. The proteins can be sub-
divided into LCR+ and LCR− by comparing the entropy of 
their most extreme CMER to (K1) of 1.9 at the LCA. We 
observe that 1856 (25.3%) of proteins contained LCR at 
the LCA. In contrast, 48 (84.2%) of the proteins where we 
observed CMER length variation were LCR+.

There were 2 proteins where indel events would cause 
entropy to cross K1 and change the LCR status of the 
protein. The transcripts encoding these proteins are 
NM_015440, which encodes a protein with a C-terminal 
poly-glycine tract, and NM_145269, which encodes a pro-
tein with a glutamate-rich N-terminal region. In both cases 
the deletion of a single residue increases the entropy in the 
region to just above K1, causing a ‘loss’ of the ancestral 
LCR. These two proteins are specifically marked points 
in Fig. 1.

In Fig. 1C the CMER lengths at the LCA are broken 
down by LCR status and CMER length variability. The 
same breakdown for the ancestrally reconstructed TAb is 
in Fig. 1B. For length, we observed that static CMERs. in 
LCR

− proteins have a median length of 17 (95% CI [17, 17] ) 
amino acids, longer than the 14 (95% CI [14, 15] ) of those 
with LCRs. Proteins with variability in CMER length 
also had a longer median length of 17 (95% CI [16, 18] ). 
The median TAbs (in thousands of normalized reads) for 
LCR

+ positive proteins with static and variable CMER 
lengths were, respectively, 7.56 (95% CI [7.14, 8.03] ) and 
10.8 (95% CI [9.43, 14.1] ). Both medians for LCR+ proteins 
(static or variable) are higher than the median for static 
LCR

− proteins: 5.84 (95% CI [5.60, 6.10])
We used ABC to fit four evolutionary models describ-

ing the co-evolution of TAb and CMER length. A sum-
mary of all estimated parameter values and likelihoods 
can be found in Table 2. The model which consistently had 
the highest likelihood was -upsilon with log likelihoods 

ranging from −5374 ± 2.137 to −5386 ± 3.043 . This model 
fixes the value of � (the degree to which shifts in TAb 
impact indel rates) at zero, and assumes CMER indels are 
TAb-independent. As � is fixed, it has fewer free param-
eters. Additionally, this model was more consistent than 
the full model which was the model with the next highest 
likelihood. The best replicate of the full model had a log 
likelihood of −5387 ± 1.924 . With an already higher like-
lihood, the -upsilon model also had the replicate with the 
lowest AIC(1.076 × 104 ± 4.275 ). This may indicate that 
indels have a bigger impact on TAb evolution than the 
reverse.

As additional evidence for indels having a bigger effect: 
both models which set � at zero had significantly lower like-
lihoods. As � describes the degree to which indels impact 
TAb evolution, fixing � at zero assumes TAb is independ-
ent of CMER length. The highest likelihood between these 
two zero-� models was replicate 3 of -tau which had a log 
likelihood of −5429 ± 3.398 : 25 natural orders of magni-
tude less likely than the worst estimate for a model which 
included non-zero � . This may indicate that TAb evolution 
is impacted by the evolution of CMER length.

In all models where � (the impact of indels on TAb evo-
lution) was estimated, the 95% credibility interval included 
zero, however the multivariate modal value was consistently 
below zero. In contrast � values largely filled the range of 
possible values defined by its prior. Substitution rates, as 
measured by � , were lower, and in no accepted sample did 
the mutation rate rise above 10−2 amino acid substitutions 
per site per unit time. The modal estimates range between 
10−12 to 10−4 . The strength of selection appears to be able to 
take on any value so long as it is sufficiently high (above 10 
per unit time). In contrast the strength of drift was consist-
ent: the drift factor between two nodes of a tree follows a 
log-normal distribution with a scale factor between 9.0 and 
9.7 per unit time.

Estimated insertion and deletion rates were consistently 
estimated as approximately equal, or at least insignificantly 
different. While their credibility intervals span 4 orders of 
magnitude, the modal values were consistently estimated 
between 0.001 and 0.01 amino acid indels per site per unit 
time. We ran two additional models equivalent to the full 
model and -upsilon, but explicitly setting insertion and dele-
tion rates to be equal. Visualizations for these two models 
can be found in Supp.Figures 37 to 42.. The AICs values 
and their standard deviations for the equal indel models 
which otherwise match the full and -upsilon models were 
1.081 × 104 ± 5.002 and 1.079 × 104 ± 5.411 , respectively. 
The former is at the upper range of values seen for the full 
model, while the later is outside the range (Table 2). The 
non-indel parameter estimates were not qualitatively differ-
ent. Models which allow for even small imbalances between 
insertions and deletion rates better explain the data.
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The posterior distribution for -upsilon replicate 1 can be 
found in Fig. 2. For the � and � parameters it can be seen that 
they can take on any value allowed by their priors except at 
the lower and upper extremes, respectively. That is, selection 

can be any value so long as it is sufficiently high, and substi-
tution rates can be any value so long as they are sufficiently 
low. Indel parameters � and � are constrained to the lower 
quadrant: both must be low. Both � and � appear to take on 

Fig. 1   Properties of the proteins used in ABC modeling. A The 
SNP tree for chromosome 19 of 28 human individuals. All 132 indel 
events in CMERs are shown on the branch along which they are 
inferred to have occurred. Green, Upward-pointing triangles indicate 
the 84 insertions, while orange, downward-pointing triangles indicate 
the 48 deletions. Sex as well as population and superpopulation codes 
are shown for each individual. Circles indicate indels which changed 
LCR status. The chimpanzee outgroup is not shown. B TAb data and 

C length data reconstructed for the LCA of 28 human individuals bro-
ken down by LCR status and whether any variation in CMER length 
was observed. Notches indicate approximate 95% confidence inter-
vals on the median, which may be wider than the interquartile dis-
tance. Circled points indicate events which would cause a change in 
LCR status. Significance assessed by Wilcox-test. One,two, and three 
asterisks represent significance at the 95, 99, and 99.1% significance 
levels, respectively
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defined values with a specific, strong drift strength, and a 
specific, negative, and small magnitude dependence of TAb 
on CMER length. For most parameters, the simulations are 
robust to their values: the range of parameter values which 
produce acceptable simulation results is quite wide. How-
ever for � there is a much narrower window where the model 
is able to predict observations. The predictive power of the 
model depends strongly on the value of �.

The trends described are specific to the -upsilon model. 
The MCMC traces and a closer look at the univariate poste-
riors for each parameter can be found in Supp.Figures 20 and 
21,, respectively. For all other models the general trends for 
posterior distributions are qualitatively similar. These trends 
can be inspected in the visualizations for every modelling 
run which can be found in the supplement. As upsilon is 
fixed in the -upsilon model, we must look to other models 

Fig. 2   A visual summary of the posterior distribution estimate by 
ABC of the StepwiseOU-upsilon evolutionary model which assumes 
indel rates are independent of TAb (upsilon is zero). The central black 
point indicates the multivariate mode of parameter estimates, with 
colours indicating the credibility interval within which each poste-
rior sample fell. Each scatter plot is a projection of the posterior dis-

tribution down to two dimensions. The parameters are the selection 
strength (delta); deletion (kappa), insertion (lambda), and substitution 
(mu) rates; the scale of drift (sigma); the strength of CMER length 
on TAb (tau), and the impact of TAb on indel rates (upsilon). The 
parameter mu is shown in natural orders of magnitude
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to examine its posterior distribution. In all the models which 
include upsilon (full and -tau), the posterior distribution 
appears to match its prior. That is, it is uniformly distributed 
between negative and positive one. The particular value of 
upsilon does not appear to influence the ability of the model 
to describe the data.

As a test of the ability of the ABC method to fit the model, 
we can examine how closely a particular set of parameters 
predicts the observed data. In Supp.Figure 1 we show a 
test of this ofr the -upsilon mdoel. Simulated results were 
compared to observations, where each simulation’s model 
parameters were randomly drawn from either the prior or 
posterior distribution. Parameter sets drawn from the cred-
ibility region of the posterior simulate results which deviate 
less that parameter sets randomly drawn from the prior.

Discussion

We have identified ihuman proteins which have had inser-
tions or deletions amino acids in their evolutionary history. 
Constructing evolutionary models for TAb and CMER 
length for these proteins has demonstrated that co-evolution 
of the two is required by the data. The model which assumed 
the evolution of both were mutually independent (-tau-upsi-
lon) was least likely to produce the data. More specifically 
TAb is more likely to be impacted by indels than the rate or 
tolerance of indels is to be impacted TAb. Any model which 
included a dependence of TAb on CMER length had a higher 
likelihood, than any which did not. Additionally, between the 
full model and -upsilon model, the later achieved a higher 
likelihood with fewer free parameters. Fixing upsilon at 
zero assumes than CMER length evolves independently of 
TAb, and therefore the apparent better fit of the -upsilon 
model over all others would indicate that the effect of TAb 
on LCR evolution is weaker than the reverse. However there 
are important factors in the data used which may limit the 
scope of conclusions that can be drawn.

We will first discuss the number, type, and distribu-
tion of inferred amino acid indel events. We observed 
significantly more insertions than deletions which is 
consistent with a finding by Gonzalez et al. (2019) show-
ing higher tolerance of indels in �-lactamases. Indels in 
terminal regions also tend to have higher tolerance (Lin 
et al. 2017), and we did observe bias towards the termini. 
Taking the central position of CMER as a proportion 
of the protein length and fitting the two shape param-
eters of a beta distribution can give a general descrip-
tion of where the CMERs. are located. In the 57 pro-
teins where variation in CMER length were observed, 
a Beta(0.56 ± 0.094, 0.59 ± 0.102) best describes the 
CMER position distribution. Values below one indicate 
bias towards the C- or N-terminal regions, respectively. 

The probability of this fit for a beta distribution if it were 
truly Beta(1, 1) distributed (uniformly), is less than 10−7 . 
Across all proteins the distribution of CMER positions 
is generally non-uniform, with a bias towards the C-ter-
minus with a Beta(0.80 ± 0.012, 0.94 ± 0.015) distribution 
(P(uniform) < 10−67).

We also observe an uneven distribution of inferred indels 
across time. In Fig. 1A, events are biased towards termi-
nal branches of the tree. Accounting for branch lengths, 
the indel rate is significantly higher on terminal branches 
than internal branches (Wilcox test: p = 0.0001 ). This is not 
likely to be the biological truth as there is no mechanism to 
explain increasing indel rates at tree tips. It is more likely 
that there are hidden insertions and deletions masking each-
other. If we assume an opposing insertion and deletion pair 
along each branch, the internal rates exceed that on terminal 
branches and the difference becomes insignificant (Wilcox 
test: p = 0.16 ). While we do not explicitly correct under-
estimated internal events, our evolutionary models allow 
simultaneous insertions and deletions, and the likelihood 
estimation depends only on the known tip data. However the 
reconstructed root state used as the start point for simula-
tions may have been more similar to the observed tips than 
the true root state.

More important to our conclusions than the events them-
selves is the CMER length and TAb of the proteins in which 
we observed the events. In general these proteins would be 
classified as LCR+ , with longer CMERs. than the LCR+ pro-
teins where we did not observe variation in CMER length 
(Fig. 1C). The fact that we only observed changes in longer 
low-complexity regions on this short evolutionary timescale 
is consistent with indel rates being proportional to the length 
of repeats, which has been well established  (Kruglyak et al. 
1998; Dieringer and Schlotterer 2003; Sainudiin et al. 2004). 
Of note is that among proteins with static CMER lengths, 
LCR

− proteins tended to have longer CMERs. than LCR+ 
proteins. CMER length alone is not indicative of more 
extreme LCRs. A minimum entropy region is a minimum 
for that protein, therefore both a protein with uniform, high 
complexity and a protein with a long homo-repeat could 
have long minimum entropy regions. The difference would 
be in the entropy of those regions, with the former being 
high, and the latter low. The proteins which had variable 
CMER length had long and low-entropy CMERs..

Turning to TAb, we observe that the proteins which we 
were able to include in our evolutionary models had higher 
TAb than those where CMER lengths remained static. While 
this is consistent with our previous work showing that LCR+ 
proteins are encoded by higher abundance transcripts  (Dick-
son and Golding 2022), it also indicates that whatever mech-
anism causes the elevated transcript abundance has prob-
ably already had its effect for these proteins. As a result, our 
modelling does not capture the full evolutionary interplay 
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between TAb and LCR evolution. Our conclusions are lim-
ited to describing how these properties co-evolve after the 
regulatory or evolutionary machinery accommodating LCRs 
is in place.

This potentially explains why the effect of increasing 
CMER length appears to apply negative evolutionary pres-
sure to TAb, despite the net observed effect of LCR presence 
being an elevation of TAb. In either case where regulatory 
changes allowed LCR to be tolerated, or the appearance 
of LCR induced compensatory increases in TAb, further 
increases in the LCR length may tip the fitness balance in 
the other direction. The benefits of maintaining the protein 
concentration may be outweighed by the increased deleteri-
ous effects of the longer LCRs.

Persi et al. (2023) showed that the evolutionary pressures 
and mechanisms differ depending on the age of the protein 
family. We made an effort to get relative ages for the proteins 
in our dataset. For each protein we constructed a consen-
sus sequence based on the MAFFT alignment from all 28 
individuals. Then we used BLAST  (McGinnis and Madden 
2004) to search for homologues to the consensus sequence. 
Ignoring synthetic, or other artificial constructs we identi-
fied the LCA across all proteins matching to the consensus 
sequence. This was done using a Perl script which made use 
of TaxonKit (Shen and Ren 2021). This assignment of 
LCA is taken as an approximate age for the protein ranging 
from human specific to shared by all eukaryotes. The median 
LCA for proteins with static length was at the superclass 
level (Sarcopterygii) while the median for proteins with 
variable length CMER was the class level (Mammalia). 
However by chi squared test the distribution across all 16 
taxonomic ranks considered was not significantly different 
( p = 0.17 ). In general the proteins included in the modeling 
are ancient relative to the timescale analyzed. This is further 
evidence that the evolutionary impacts of LCR appearance 
have already been felt, and the evolution we modelled is 
nested within that effect.

Nevertheless, we observed a negative relationship 
between LCR length and TAb on short evolutionary time-
scales after the establishment of LCRs, despite an overall 
positive relationship between LCR presence and TAb. This 
offers hints as to temporal order of LCR establishment and 
TAb elevation. It suggests that regulatory frameworks may 
be in place prior to establishment of LCR, however further 
work is needed to determine this. Deeper time data-sets are 
needed to identifying the establishment of LCRs in protein 
families. This is a critical step to answering the temporal 
question of TAb and LCR evolution. Challenges to over-
come include the fact that LCRs evolve rapidly which makes 
identifying evolutionary events increasingly difficult with 
deeper time. Also there is limited availability of high quality 
genomes and transcriptomes to properly bracket the required 
timescales.

While we cannot currently elucidate the original temporal 
order of TAb and LCR, our results indicate that TAb evolu-
tion is coupled to changes in LCRs. After establishment of 
an LCR further increases to the LCR may increase selective 
pressure against further elevating transcript abundance. Our 
work demonstrates the usefulness and importance of incor-
porating multiple evolutionary outcomes into models to fully 
understand the contributions of all factors.
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