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In the following short lines, I will try to summarize the

meaning of the concept ‘‘codon usage,’’ i.e., how different

organisms, or different tissues from the same organism, use

the 59 codons which code for more than one amino acid

(all but AUG and UGG which are the only ones for Met

and Trp, respectively, and excluding the stop codons,

which are UAA, UAG, and UGA). First of all, let us

assume that LUCA had what now we call the ‘‘universal

genetic code’’: LUCA had a well-developed translation

apparatus, which translated the canonical 20 amino acids,

had all the tRNAs, and, of course, all the enzymes needed

to charge the tRNAs (aminoacyl tRNA synthetases). What

happened before that is still a matter of discussion, which is

related more to the origin of the genetic code than to codon

usage (Musto 2014).

First of all, before the advent of DNA sequencing

techniques, codon usage was postulated as selectively

neutral, i.e., given a long enough sequence (or a big

number of CDS), each triplet coding for the same amino

acid should be equally frequent. That is, for example, given

that UUU and UUC code for Phe, both of them should be

used at about 50 %. For fourfold degenerate codons, like

Pro, CCU, CCA, CCC, and CCG, each of them should be at

around 25 % (King and Jukes 1969). However, as long as

many DNA sequences were available, it became evident

that this was not the case, mainly by the work of Grantham

and his colleagues (Grantham et al. 1980, 1981). In their

pioneering work, these authors showed two crucial issues:

first, each genome apparently had its own strategy for the

usage of synonymous codons, and second, genes expressed

at higher levels tended to display a different codon usage

from the rest of the genes from the same genome. The first

point could be easily explained by the different mutational

bias (GC-rich organisms tend to use more G- and C-ending

triplets, while A- and T-ending codons should be preferred

by GC-poor genomes). On the other hand, the second point

was by far much more complex and involved more bio-

logical implications, since it suggested that in highly

expressed sequences, natural selection was at action

selecting a subset of triplets. At the moment, that was a

revolutionary idea, because its main implication was that

third-codon positions were the result of natural selection

acting at the level of translation. In other words, synony-

mous codons, at least in a subset of genes, were neither

neutral nor silent. Incidentally, this idea, together with

other results, inspired one of the most beautiful titles of a

review written on the subject several years later: ‘‘DNA

sequence evolution: the sounds of silence’’ (Sharp et al.

1995).

Later, this selectionist hypothesis was confirmed by

Ikemura, who showed that in several organisms, the most

heavily expressed genes have a tendency to use the codons

which match the most frequent tRNAs (Ikemura 1985). His

results, both technically and conceptually, were enormous.

Indeed, he found not only that the isoacceptor tRNAs (i.e.,

the different tRNAs which have different anticodons but

carry the same amino acid) are not present at the same

concentration within a cell, but also that those which rec-

ognize (following certain rules) the most frequent codons

at the most heavily expressed genes are at the highest

concentration. Needless to say, his contribution gave a

great impulse to the selectionist theory. Therefore, nothing
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more simple than accepting that highly expressed genes do

prefer certain codons, because they are recognized by the

most abundant isoacceptor tRNAs, which naturally leads to

the highest speed in translation. This, of course, should lead

to ‘‘fix’’ these codons in the heavily expressed genes

because ribosomes, the limiting factor in translation,

should be readily available to translate other proteins.

Apparently, the circle was closed. But of course, another

problem arose, a problem which is old in evolution—

Which was first: the concentration of tRNAs or the most

used codons in highly expressed genes?

Leaving aside this problem, as old as the problem of the

egg and the hen, these findings, together with results found

mainly by Sharp and Li (1986a, b, 1987), led Bulmer some

years later, in his seminal paper based on population

genetics, to postulate that the synonymous codon usage

among genes in a given species is mainly the result of a

balance between biases generated by mutation, natural

selection, and random genetic drift (Bulmer 1991).

In my opinion, these briefly summarized papers were

crucial. Of course, in these last 25 years, some papers were

published which shed more light on this crucial aspect of

molecular evolution. For example, the role of accuracy,

hydropathy, the location of genes either in the leading or

lagging strand of replication, the role of isochores for

codon usage, the three-dimensional structure of mRNA, the

‘‘dinucleotide effect’’ when talking of RNA viruses, and

several other factors were added to this widely accepted

view. (See, for example, Akashi 1994; Romero et al. 2000;

D’Onofrio et al. 1991; Musto et al. 1999; Moratorio et al.

2013; and, for a general recent excellent review, see Cha-

ney and Clark 2015).

But the question still remains. Taking into consideration

that there are only 59 codons to play with in the universal

genetic code, how many characteristics of the genetic code

are there and how they influence the rate of translation still

remain to be discovered. In my opinion, there are much more

physiological features than we know. And perhaps, some

subtle combination of them will teach us much more than we

guess today about gene expression and regulation. For

example, why does ribosomal profiling shows that ribosomes

are not mainly ‘‘captured’’ in regions (even with highly

expressed genes), ‘‘full’’ of codons which match the most

frequent tRNAs, which is something obviously expected

from the above-mentioned, and usually accepted, theory?

Although this field seems old, it is still fruitful, even more in

species like us. However, it is complex by nature. Moreover,

the genetic code and its use, in the future, will give us clues to

understand the complexity. Hopefully, young colleagues

will consider working in this field.

I will finish these reflections with something that hap-

pens to me when I think, write papers, or give lessons about

this subject. I guess that we perhaps are near the end and

that we know all, or nearly all, that must be known, and

that we have the complete picture. But a voice comes from

far away and whispers slowly, but clearly: ‘‘There are more

things in heaven and earth, Horatio, than are dreamt of in

your philosophy.’’
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