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Abstract. The1 usage of synonymous codons (SCs) in
mammalian genes is highly correlated with local base
composition and is therefore thought to be determined
by mutation pressure. The usage is nonetheless struc-
tured. For instance, mammals share with Saccharo-
myces and Drosophila most preferences for the C-
ending over the G-ending codon (or vice versa) within
each fourfold-degenerate SC family and the fact that
their SCs are placed along coding regions in ways that
minimize the number of T|A and C|G dinucleotides
(‘‘|’’ being the codon boundary). TA and CG under-
representations are observed everywhere in the mam-
malian genome affecting the SC usage, the amino acid
composition of proteins, and the primary structure of
introns and noncodingDNA.While the rarity of CG is
ascribed to the highmutability of this dinucleotide, the
rarity of TA in coding regions is considered adaptive
because UA dinucleotides are cleaved by endoribo-
nucleases. Here we present in vivo experimental evi-
dence indicating that the number of T|A and/or C|G
dinucleotides of a human gene can affect strongly the
expression level and degradation of its mRNA. Our
results are consistent with indirect evidence produced
by other workers and with the detailed work that has
beendevoted tocharacterizeUAcleavage in vitroand in
vivo.We conclude that SCchoice can influence strongly
mRNA function and gene expression through effects
not directly related to the codon–anticodon interac-

tion. These effects should constrain heavily the nucle-
otidemotif compositionof themost abundantmRNAs
in the transcriptome, in particular, their SC usage, a
usage that must be reflected by cellular tRNA concen-
trations and thus defines for all other genes which SCs
are translated fastest and most accurately. Further-
more, the need to avoid such effects genome-wide ap-
pears serious enough to have favored the evolution of
biases in context-dependent mutation that reduce the
occurrence of intrinsically unfavorable motifs, and/
or, when possible, to have induced the molecular ma-
chinerymediating such effects to rely opportunistically
on already existing motif rarities and abundances.
This may explain why nucleotide motif preferences are
very similar in transcribed and nontranscribed mam-
malianDNA even though the preferences appear to be
adaptive only in transcribed DNA.
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Introduction

The fact that the major (most frequent) synonymous
codons (SCs) can be read more rapidly (Grantham
et al. 1981; Bennetzen and Hall 1982; Grosjean and
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Freirs 1982) and accurately (Precup and Parker
1987; Parker 1989) when their tRNAs are overrep-
resented in tRNA pools (Post et al. 1979; Post and
Nomura 1979) has been central to the work on the
functional advantages of biased SC usage (Kafatos
et al. 1977; Fiers et al. 1978). These two translation
advantages are thought to underlie the positive
correlations documented in a variety of organisms
between the expression level of genes and their
content of major SCs. Major SCs, however, may
also confer functional advantages unrelated to the
codon–anticodon interaction: The folding energy in
silico of mRNAs from a variety of organisms is
lowered when one modifies the SC usage and/or the
placement of SCs along the coding region (Seffens
and Digby 1999). In mammals and Drosophila,
moreover, the nucleotide motifs of the major SCs
are also overrepresented across codons (e.g., N|NN,
‘‘|’’ being the codon boundary [Nussinov 1981a;
Antezana and Kreitman 1999]). Such preferences
and avoidances for across-codon nucleotide motifs
can result from context-dependent mutation but at
least in E. coli and Drosophila natural selection
participates in creating them (Berg and Silva 1997;
Antezana and Kreitman, unpublished results).

The study of preferences for dinucleotide motifs
began before the DNA sequencing era (Josse et al.
1961) and so did the study of their phylogenetic dis-
tribution. In particular, the across-codon dinucleo-
tides T|A and C|G were shown to be strongly avoided
in both prokaryotes and eukaryotes, and in most
multicellular organisms, respectively (see references in
Setlov 1976, Russell and Subak-Sharpe 1977, and
Nussinov 1981a, 1981b). The preference of some
endoribonucleases for UA as a cleavage sequence
(Eichler and Tatar 1980) is likely to be the cause of TA
rarity (Beutler et al. 1989), a preference that has been
documented in vitro and in vivo using both nontrans-
lated RNA (Eichler and Tatar 1980; Beutler et al.
1989; Qiu et al. 1998) and mRNA (Qiu et al. 1998). No
workers, however, have attempted to measure the
extent to which the expression level and the degra-
dation of a mRNA can be influenced by UA cleavage.
In contrast, the rarity of C|G in mammalian genes is
normally ascribed to the tendency of CG to mutate to
TG (Salser 1978), which produces CAs in the opposite
strand and thus a TA underrepresentation that is,
however, much weaker than that observed (Duret and
Galtier 2000). A DNA-level advantage for CG de-
pletion has also been proposed, however (Lennon and
Fraser 1983). Note that the aforementioned lowering
of the folding energy in silico of mRNAs with modi-
fied SC usage and/or SC placement cannot be due to
motifs longer than dinucleotides since RNA folding
programs neglect (i.e., do not compute) effects of
longer motifs that are not reducible to dinucleotide
effects (M. Zuker, personal communication). It is,

however, possible that what genes really modulate by
biasing SC choice and placement is the dinucleotide
content (Workman and Krogh 1999).

To date molecular evolutionists have been unable
to find patterns in mammalian SC usage that are
clearly attributable to natural selection (see Urrutia
and Hurst 2001, Konu and Li 2002, and references
therein), so that this usage is thought to be governed
mainly by mutation pressure. This is sometimes
misunderstood as indicating that the mammalian SC
usage has no functional implications, but this is not
the case since in mammalian expression systems most
nonmammalian mRNAs become translatable only
after their SC usage is made mammal-like (Zolotuk-
hin et al 1996). Mammalian SC usage, even if
determined by mutation pressure, appears to be
functionally relevant simply because tRNA concen-
trations have evolved to match it (Zhou et al. 1999).
This, however, explains neither why specific SCs have
become major SCs nor why many SCs are used in the
same order of preference by distantly related organ-
isms (Antezana and Kreitman 1999). The stability of
the mRNA could be the reason but no studies have
addressed this possibility.

In this paper we report that changes in the SC usage
that maximize the T|A, C|G, or the T|A+C|G content
of a human gene drastically affect the steady-state
level and the degradation rate in vivo of its mRNA.
The gene we chose encodes the 443 amino acids of the
long isoform of the dopamine receptor D2 of humans
and, like most human genes, has extremely low T|A
and C|G contents. ADRD2 sequence with shuffled SC
placement but unchanged SC usage and encoded
amino acid sequence has probabilities of about 0.0004
and<0.0001 of having an equal or lower count of T|A
and C|G than the wild-type DRD2 sequence, respec-
tively (estimated over 100,000 randomized sequences),
i.e., the two dinucleotides are extremely under-
represented relative to what one would expect given
the gene’s SC usage and the amino acid sequence it
encodes. The actual count and the average count of
the two dinucleotides in shuffled sequences are 6 (15.5)
and 36 (57.6), respect2 ively.

Laboratory Methods

Cloning, Transfection, and Cell Culture

A 2.5-kb cDNA fragment with the long isoform of the human

DRD2 coding region and 50- and 30-UTRs (untranslated regions)

was subcloned into a pCMV-Script plasmid (Stratagene). The

three modified DRD2 sequences were synthesized chemically by

GeneArt (Regensburg, Germany); two natural restriction sites in

the 50- and 30-UTRs that were very close to the coding sequence

were used to subclone the three modified DRD2 sequences into

the same plasmid. The four DRD2 constructs were excised from

the pCMV plasmids and inserted into the NotI/XhoI site of the

Flp-In expression vector pCDNA5/FRT (Invitrogen). These
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constructs were then transfected into CHO host cells and inte-

grated in the cells’ only Flp-In insertion site. The Flp recombinase

necessary for the integration of the vectors containing the four

DRD2 sequences was supplied by cotransfecting the pOG44

plasmid (Invitrogen), which expresses this recombinase constitu-

tively. We used the LipoTAXI mammalian transfection

kit (Stratagene). Cells carrying the integration were selected in a

medium containing 600 lg/ml Hygromycin B. The selected colo-

nies (>200 per construct) were pooled by trypsinization for fur-

ther study. Cells were cultured in Ham’s F-12 medium (from

American Type Culture Collection, Manassas, VA) supplemented

with 10% fetal bovine serum at 37�C in a humidified atmosphere

of 5% CO2.

mRNA Work

An RNase protection assay was used for the detection and quanti-

tation of DRD2 mRNA in transfected cells. We used the Direct

Protect Lysate RPA kit (Ambion), and the expression level of the

endogenous 28S rRNAwas used as the normalizing reference. Forty

microliters of cell lysate in lysis/denaturing solution from 5 · 105

cells was directly used in each RPA reaction, and 5 ll of 32P-labeled
DRD2 RNA probe and 5 ll of 32P-labeled 28S rRNA probe (see

below) were added to each reaction. The experimental procedures

were those recommended byAmbion. The intensity of the bandswas

quantitated with a Typhoon 8600 phosphoimager (Amersham

Biosciences). The data were analyzed with the PRISM 3.0 program

(GraphPad). The RNA probes used in the RNase protection assays

were synthesized using theMAXIscript T7 kit (Ambion) and labeled

with [a-32P]UTP (Amersham Biosciences). A 184-bp-long PCR-

generated fragment homologous to a region of the DRD2 30 UTR,

to which a T7 promoter was added with the help of the No-Cloning

Promoter Addition Kit (Ambion), was used to generate the DRD2

antisense RNA probe. The plasmid pTRI-RNA 28S (Ambion) was

used to generate the 173-base long antisense 28S rRNA probe. After

the RNase protection assay the expected sizes were about 174 and

115 bp for the DRD2 and the 28S rRNA fragments, respectively,

i.e., they were clearly distinguishable from each other. ActD (10 mg/

ml) was applied to cell cultures grown overnight, cells were harvested

at selected intervals of up to 24 h, and their DRD2 mRNA content

was quantitated as described above.

Experiment and Results3

To produce the C|G-rich sequence every ‘‘non-C’’|G
motif that could become C|G without altering the
amino acid sequence was so changed. This gave 52
new C|G’s, for a total of 88. The T|A-rich sequence
was produced through 114 synonymous changes
from ‘‘non-T’’ to T, which raised the T|A count to
120. In addition to the aforementioned changes, the
T|A + C|G-rich sequence also carried 9 T|A’s pro-
duced through changes within sixfold-degenerate SC
families (no such change could contribute to the C|G-
rich sequence). The changes we introduced in the
DRD2 coding region were quite evenly distributed,
e.g., the longest tract between two successive, altered
SCs in the U|A+C|G-rich sequence, was 36 bases
long (Fig. 1), so that the primary and secondary
structure was altered in all but the shortest stretches
of DNA in the DRD2 coding region.

The steady-state level and the decay of the four
different DRD2 mRNAs were measured in Chinese
Hamster Ovary (CHO) cells. These cells do not express
their endogenous DRD2 gene and are commonly used
to study the expression and regulation of foreign
DRD2 genes. Through transfection and site-specific
recombination into an identical and unique chromo-
somal location, we integrated in the genome of CHO
cells one and only one expression construct containing
the intronless sequence of the wild-type humanDRD2
gene or of each of the three aforementioned modified
versions of the gene (see Laboratory Methods). All
constructs had the same promoter sequences. There-
fore differences in transcription rate due to chromo-
somal position effects cannot have biased the
comparisons. We expected the U|A-rich and possibly
the U|A+C|G-rich mRNAs to have a lower stability
but had no expectations for the C|G-rich mRNA.

We first measured the expression level of DRD2
mRNA in the transfected CHO cell lineages after
they reached transcription/degradation steady state.
(see Laboratory Methods). We observed conspicuous
differences (Fig. 2A): While the C|G-rich mRNA had
an expression level 27% higher than the wild type, the
levels of the U|A-rich and U|A+C|G-rich mRNAs
were only 17 and 25% of that of the wild type, re-
spectively (p = 0.0284, 0.0007, and 0.0007; t test).
The slightly higher level of the U|A+C|G-rich
mRNA relative to that of the U|A-rich mRNA was
also significant (p= 0.0188). Obviously at least some
of the 114 SC changes present in the U|A-rich mRNA
caused a drastic decrease in the steady-state expres-
sion level, an effect that overwhelmed that of the
changes which increased the expression level of the
C|G-rich mRNA. Because every tested DRD2
sequence was integrated at the same chromosomal
location and was under the control of identical pro-
moters, the expression level differences indicated that
mRNA degradation differences had shifted the tran-
scription/degradation equilibrium.

We therefore determined the degradation rates of
the four mRNAs. To this end, we measured the level
of the four DRD2 mRNAs at different time points
after blocking transcription (see Laboratory Meth-
ods). We found that the U|A-rich and the U|A+C|G-
rich mRNAs decayed much more rapidly than the
wild-type and the C|G-rich mRNAs (Fig. 2B). The
half-life of U|A-rich mRNA was significantly shorter
than that of the wild type, changing from
8–9 h to about 3 h. The half-life of the C|G-rich
mRNA was significantly longer than that of the wild
type (p = 0.0007 and p < 0.0001, respectively; two-
way ANOVA). The half-life of the U|A-rich mRNA
was shorter than that of the U|A+C|G-rich mRNA
but not significantly so (p = 0.2637). Therefore, the
observed differences in mRNA decay are fully con-
sistent with the differences in steady-state expression
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level documented above, indicating that the differ-
ences in steady-state mRNA levels shown in Fig. 2
are at least partially due to the four mRNAs having
different degradation rates.

Discussion

The faster degradation of our UA-rich and
UA+CG-rich mRNAs is consistent with the possi-
bility that endoribonucleolytic cleavage of the added
UA dinucleotides accelerated degradation. Previous
workers have documented and characterized in great
detail the cleavage of UAs both in vitro and in vivo
using nontranslated RNA and an engineered mRNA
(Eichler and Tatar 1980; Beutler et al. 1989; Qiu et al.
1998). The latter workers, in particular, showed that
an RNA sequence delimited by three UAs on each side
began being cleaved within minutes out of an mRNA
molecule precisely where the UAs were located. This
cleavage time is fully compatible with the times of
degradation of our mRNAs. Further evidence con-
sistent with the possibility that UA cleavage acceler-
ated the degradation of our two UA-rich mRNAs can
be found in three reports of mRNA stability changes
that were ascribed to exchanges of minor and major
SCs. In all three cases and apparently unbeknownst to
the authors, the introduced base changes increased or
decreased the UA and/or CA count (CA is the other
target dinucleotide [Eichler and Tatar 1980]), in full
agreement with the possibility that additional UAs
and CAs accelerate mRNA degradation (Hoekema et
al. 1987; Perlak et al. 1991; Deana et al. 1996). Perlak
et al., in particular, compared two modified mRNAs
to an unmodified original. The two modified mRNAs
had UA+CA(UA,CA) counts of )28 ()25, )3) and
)39 ()91,+52) relative to the unmodified mRNA,
and their mRNA level increased stepwise and re-
markably linearly to 2.5 and 5 times that of the un-
modified mRNA, respectively. All of the above
supports our view that the faster degradation of our
two UA-rich mRNAs was due to the fact that their
additional UAs were cleaved by an endoribonuc-

lease(s). Note, however, that the normal degradation
of mammalian mRNA should not involve UA cleav-
age at any appreciable rate because human mRNAs
have very few UAs that, moreover, should be shielded
from endonucleases by secondary structure (see be-
low). Since SC usage and SC placement along the
coding region are the main determinants of the U|A
count of a coding region, our results suggest that SC
choice could be constrained heavily by the need to
minimize the number of motifs like UA that affect
mRNA degradation in undesirable ways, i.e., by the
need to guarantee an acceptable steady-state expres-
sion level.

We believe that the C|G-rich mRNA was degraded
more slowly because its additional CGs reinforced
the secondary structure of the mRNA. Secondary
structure can hinder the action of endoribonucleases
(Eichler and Eales 1983) and in vivo evidence sug-
gests that this is also so for the endonuclease(s)
responsible for UA cleavage. Qiu et al. (1998) showed
that an RNA sequence delimited by three UAs on
each side was excised more slowly out of an RNA
molecule when the length of the termini was in-
creased. Thus it is likely that the UA+CG-rich
mRNA decayed more slowly than the UA-rich
mRNA because some of its numerous UAs were
made less susceptible to cleavage by the increase in
secondary structure created by the additional hy-
drogen bonds of the Cs and Gs that were introduced
to create CGs and by the self-complementarity of the
CG motifs themselves. It is also possible that the CG-
rich mRNA decayed more slowly than the wild type
for the same reason, but in this case the increase in
secondary structure could only improve the shielding
of the mere six wild-type UAs. Similarly, the U’s that
increased the UA count of the U|A-rich mRNAs may
have contributed to the faster decay of these mRNAs
by weakening the secondary structure. The reading
frame-independent secondary-structural consequenc-
es of the base composition and of the nucleotide-
motif composition should also constrain SC usage
and placement over the whole coding region. The

Fig. 1. The distribution of the distance (in bases) between the closest altered codons in the three synthetic, 1332-base-long DRD2 coding

regions.
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G+C content is an example of a base-composition
feature that should affect mRNA secondary structure
and may be constrained for this reason. One should
remember, furthermore, that gains in mRNA stability
that are due to stronger secondary structure are not
necessarily beneficial because secondary structure can
affect translatability (Candelas et al. 1983; Zama
1997). Therefore CGs may be deleterious even as they
increase mRNA stability. Finally, effects due to those
nucleotide motifs other than U|A’s and C|G’s, whose
counts were altered when the U|A and/or the C|G
count were increased, may have also contributed to
our results.

The conclusion that SC usage and placement are
constrained by their effects on mRNA stability and
turnover would be invalid if our results were due to
just a few of the changes that we introduced to the
coding region of our gene and/or if most SC changes
that alter nucleotides and nucleotide motifs that we
did not modify were to have only minor functional
consequences. The first possibility is realistic: Some of
the changes to C may have disrupted a degradation
element in the coding region (and/or may have im-
proved an antidegradation one), and some of those to
U may have done the contrary but more strongly so
(since their effect dominated that of the introduced Cs
in the U|A+C|G-rich mRNA). We consider this
scenario to be unlikely, however. First, for such an
alternative explanation to preempt our explanations,
one would have to postulate that the demonstrated in
vivo cleavage of UAs in nontranslated RNAs and in
Qiu et al.’s (1998) engineered mRNA, and the mod-
ulation of UA cleavage by secondary structure dis-
cussed above, do not to apply to ‘‘native’’ mRNA
like ours. Furthermore, for such an alternative ex-

planation to apply the following appears necessary.
(i) Since the UA-rich mRNA was degraded faster, at
least some of the changes to UA would have to
damage stability element(s) and/or ‘‘worsen’’ insta-
bility element(s) located in the coding region, more
than the other UA changes would improve and
neutralize, respectively, the same elements and/or
others; (ii) Since the CG-rich mRNA was degraded
more slowly, at least some of the changes to CG
would have to improve stability element(s) and/or
‘‘neutralize’’ instability element(s) located in the
coding region and would have to damage them more
than the other CG-changes would disrupt and
‘‘worsen,’’ respectively, the same elements and/or
others; (iii) Since the UA+CG-rich mRNA did not
decay faster than the UA-rich one, the elements
‘‘worsened’’ by UA changes would have to be able to
tolerate the numerous CG changes that were intro-
duced without accelerating decay additionally, or
they would have to be located in the rare zones of the
coding region in which no changes to CG were made
(Fig. 1); (iv) Similarly, since the UA+CG-rich
mRNA did not decay faster than the UA-rich
mRNA, the element(s) ‘‘improved’’ by CG changes
must be able to tolerate the changes to UA without
becoming instability elements or must be located in
the even rarer segments of the coding region in which
no changes to UA were made (Fig. 1); (v) Finally,
since the UA+CG-rich mRNA decayed only slightly
more slowly than the UA-rich mRNA, the effects of
those CG changes that ‘‘bettered’’ elements must be
overwhelmed by the effects triggered by those UA
changes that ‘‘worsened’’ elements. To the best of our
knowledge, no elements have been described that
intact and/or disrupted could account for our ob-

Fig. 2. The steady-state level (A) and decay (B) of three modified DRD2 mRNAs that were either U|A-rich, C|G-rich, or U|A+C|G-rich

(see text), contrasted with those of the wild-type mRNA (WT). At least three independent measurements were performed for each mRNA

and time point. *p < 0.05; **p < 0.001 (t test).
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servations. Moreover, two degradation elements
whose minor SCs have received much attention
contain UA and/or CA dinucleotides that have ap-
parently not been studied but could very well be
important. In one case three incremental deletions of
an element increased mRNA half-lives from 5 to 7.5,
35, and 45 min (Parker and Jacobson 1990), but the
deletions also removed two CAs, four additional CAs
and two UAs, and one additional UA, respectively.
And in a case in which an element was studied by
changing minor codons into major ones (Lemm and
Ross 2002), the one such change that had a strong
effect eliminated one of three contiguous CAs (of the
four CAs in the element). All of the above, together
with the body of work proving that minor SCs are
not sufficient to accelerate mRNA degradation (see,
e.g., the chapter in Caponigro and Parker 1996),
makes it unlikely that the real cause of the faster
degradation of our two UA-rich mRNAs was dis-
ruptions of putative stability elements and/or the in-
crease in minor SCs that was necessary to raise the
U|A count. Moreover, the above indicates that some
instability elements could be clusters of target dinu-
cleotides and minor codons: The minor SCs would
stall translation and thus alter mRNA folding for
longer periods of time, increasing the probability that
target dinucleotides located closeby be exposed and
cleaved (Parker and Jacobson 1990). In the absence
of such dinucleotides the minor SCs would not suffice
to accelerate mRNA decay, and in the absence of rare
codons the target dinucleotides would be cleaved
more slowly, if at all.

The second caveat above was that SC changes
which do not affect U|A and C|G counts (or the
|nUA|, |UAn|, |nCG|, and |CGn| counts) may not
affect mRNA function greatly so that some features
of SC choice could be less constrained and thus could
be freer to change. The across-codon dinucleotides
whose counts we maximized are indeed the most
strongly underrepresented among the 16 dinucleo-
tides, i.e., they are the dinucleotides most likely to
have some large functional impact. However, one
should note that (1) the two main effects documented
above resulted from SC changes in only about 20 and
10% of all third positions, respectively, and (2) the
largest effect above resulted from the largest primary-
structural modification. Therefore, it would be not
surprising if changing, say, 70% of the third positions
in ways that modify the counts of motifs that are less
strongly avoided or preferred would result in mRNA
stability consequences comparable to those docu-
mented here. This would let most third-position bases
have functional consequences, at least when acting
together with other such bases, creating a whole-
coding region constraint on SC.

The above mechanistic interpretations of our re-
sults are plausible because they are fully consistent

both with the aforementioned work that inadvert-
ently measured the mRNA degradation consequences
of comparable primary-structural manipulations and
with the aforementioned experimental work that has
demonstrated and characterized thoroughly the
cleavage of UAs and CAs in translated and non-
translated RNA. Nonetheless, exacting laboratory
work will be necessary to characterize in detail the
mechanisms involved and to develop a quantitative
understanding of how the endoribonucleolytic
cleavage of target dinucleotides can be modulated by
mRNA secondary structure, translation speed, and
pauses, as well as by the proximity of minor SCs, and
of how all of this participates in determining mRNA
degradation rates. The study of the possible func-
tional consequences of other preferred or avoided
nucleotide motifs may turn out being very challeng-
ing as well, since some of these motifs may have
subtler consequences. CA dinucleotides, in particular,
are a mystery since in mammalian genes they are
quite numerous, despite their having been shown to
be cleaved by endoribonuclease(s), albeit so far only
in special situations such as when flanking a UA (Qiu
et al. 1998) and in runs (Eichler and Tatar 1980).

For the genes whose mRNAs dominate the tran-
scriptome, specifically those whose mRNAs are
needed in very high quantities, mRNA stability is
undoubtedly at a premium. The magnitude of the
effects documented above indicates that the conse-
quences of SC choice for the stability of these
mRNAs are likely to be at least as important as its
consequences for translation speed and accuracy that
are mediated by the codon–anticodon interaction
(Chavancy and Garel 1981). Therefore the central
constraint behind the choice of major and minor SCs,
and thus behind tRNA concentration differences,
might be the stability requirements of the mRNAs
that are highly expressed and the optimization of
other aspects of the function of these mRNAs that
depend on mRNA primary structure in a reading
frame-independent manner, i.e., in ways not mediated
by the codon–anticodon interaction. In addition to
mRNA stability, another such aspect may be trans-
latability since translation speed can be influenced by
mRNA secondary structure (Candelas et al. 1983;
Zama 1997) and, possibly, by the high-energy G-
quartet structures (Williamson 1994) that tend to
arise in runs of Gs in any reading frame.

Under the above scenario the biased concentra-
tions of tRNAs would be a secondary adaptation to
the preferences of highly expressed genes for those
SCs whose nucleotide motifs contribute best to
frame-independent mRNA properties. By matching
these preferences, tRNA concentrations would en-
hance the translation of the mRNA of highly ex-
pressed genes, i.e., enhance the vast majority of the
codon–anticodon interactions that take place in the
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cell. Overrepresented tRNAs would then come under
pressure to improve in additional ways the codon–
anticodon interaction(s) in which they participate, for
example, through posttranscriptional modification of
and/or primary-structural changes in their anticodon
stems (Lustig et al. 1993). Genomewide genes that are
less highly expressed but in need of fast and/or ac-
curate translation would have to adopt the same SC
usage. Under this scenario, the SC usages of different
species could not become very different because the
molecular machinery determining the consequences
of the motifs of the various SCs for frame-inde-
pendent mRNA properties is likely to be hard to
modify and thus less prone to diverge evolutionarily,
and also because an optimized tRNA participation in
a codon–anticodon interaction may be an adaptation
that should take some time to evolve, unlike a change
in the concentration of a tRNA.

And what about the evolutionary forces structuring
mammalian SC usage? On the one hand, molecular
evolutionists have had to conclude that mutation
pressure is the main determinant of this usage after
failing to find usage patterns that depart clearly from
whatmutation pressure alone should produce (Urrutia
and Hurst 2001; Konu and Li 2002). A mammalian-
like SC usage is necessary for efficient translation in
mammalian systems (Zolotukhin et al. 1996) but this
appears to be a simple consequence of tRNA concen-
trations having adapted to the mutation-determined
SCusage, therebymaking the tRNApools less suitable
for translating mRNAs with a different SC usage
(Zhou et al. 1999). On the other hand, mammalian SC
usage, the placement of SCs along mammalian genes,
and the amino acid composition of the proteins these
genes encode are biased in ways that minimize the
number of TA dinucleotides anywhere in the coding
region (Nussinov 1981b). TAs are therefore rare as
|TAn|’s, |nTA|’s, and T|A’s, exactly as one would ex-
pect if TAs are avoided because as UAs they accelerate
mRNA degradation in any reading frame. However, it
seems implausible mechanistically that the reaction of
the mRNA degradation machinery to the various nu-
cleotide motifs and, more generally, the consequences
of the different motifs for frame-independent mRNA
properties may have been modified to let the motif
composition produced by mutation pressure become
functionally favorable. However, when the effects are
mediated by molecular machinery that in principle
could react to any specific motif (e.g., by choosing the
motif as target sequence), the machinery could exploit
opportunistically motifs rarities or abundances caused
by spontaneous mutational biases. In the case of TA,
the latter may have happened early in the history of life
since TA underrepresentations are found almost uni-
versally (Setlov 1976, Russell and Subak-Sharpe 1977;
Nussinov 1981b). An alternative explanation would be
that the mutation pressure has been tuned by natural

selection to remove from the DNA those motifs that
are detrimental to frame-independent mRNA prop-
erties. Adaptivemutation is anathema to evolutionists,
but in this case it could have evolved easily as a result of
simple and strong selection (1) to reduce the mutation
rate in transcribed DNA toward motifs like TA that
can be very deleterious to the mRNA in any reading
frame even in low numbers and (2) to reduce the rate at
which favorablemotifsmutate to less favorablemotifs.
This would in turn result in ‘‘higher’’ (less curbed)
mutation rates toward less deleterious motifs, espe-
cially if trade-offs limit the capability of replication and
repair enzymes to lower the mutation rate in every
primary-structural context. Direct evidence in this di-
rection comes from studies of somatic hypermutation
showing that TAs (and CGs) mutate more often than
other motifs (Smith et al. 1996) and that hypermuta-
tion and meiotic mutation have similar context pre-
ferences (Oprea et al. 2001). If biased context-
dependent mutation were not the main cause of TA
rarity and of the other motif over- and underrepre-
sentations typical of the mammalian genome, includ-
ing and especially of those observable in its 3000Mb of
noncoding DNA (Nussinov 1981b; Karlin and Burge
1995), one would have to postulate that natural selec-
tion protects these preferences from being erased by
mutation. This, however, is implausible from both a
molecular biology and a population genetics perspec-
tive. It is indeed unlikely that selectionmay be lowering
TA counts to a similar extent over the whole genome
because a TA count serendipitously similarly low
happens to be a panacea adaptation that improves the
stability of the mRNA, the primary structure of in-
trons, unknown functional aspects of noncoding
DNA, etc. And it is also unlikely that any mammalian
population, let alone the human one, could tolerate the
immense genetic load that selection would create if it
had to protect against mutation the nucleotide motif
composition of 3000 Mb of noncoding DNA.
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