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Abstract. Action structures have previously been proposed as an algebra for both the
syntax and the semantics of interactive computation. Here, a class of concrete action
structures calledction calculiis identified, which can serve as a non-linear syntax for

a wide variety of models of interactive behaviour. Each action in an action calculus is
represented as an assemblynudleculesthe syntactic binding ofiamesis the means

by which molecules are bound together. A graphical foattjon graphs is used

to aid presentation. One action calculus differs from another only in its generators,
called controls.

Action calculi generalise a previously defined action structal€ for the «-
calculus. Several extensions RIC are given as action calculi, giving essentially
the same power as the-calculus. An action calculus is also given for the typed
A-calculus, and for Petri nets parametrized on their places and transitions.

An equational characterization of action calculi is given: each action calculus
is the quotient of a term algebra by certain equations. The terms are generated by a
set of operators, including those basic to all action structures as well as the controls
specific to A; the equations are the basic axioms of action structures together with
four additional axiom schemata.

1 Introduction
Background

Basic calculi for computation exist in remarkable variety. Perhaps the most familiar,
at least as a “calculus”, is th&-calculus. But others — Turing machines, register
machines, recursion equations, — also deserve to be called calculi; in each case
there is a formalism, and some rules and metatheory about the combination and
transformation of terms in the formalism. The variety is such that we cannot claim
a clear understanding of tHamily of all such calculi, even though the underlying
theory of computable functions gives them semantic unity.

When we expand “computation” to include interactive behaviour, we can no longer
rest upon the intuitions of such a theory in formulating a calculus. As a consequence,
there is even greater variety among calculi which describe interactive systems. (Ex-
amples are: Petri nets, many process algebras, communicating automata, statecharts,
....) So perhaps we have even less hope of classifying them. Yet it may not be
so; since the population of calculi is larger, repeated features among them may be
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more apparent. By attending toteraction as a fundamental notion, we may reveal
regularities not hitherto detected.

The need for a classifying discipline is all the greater, for in generalising com-
putation to interaction we also move from prescriptive to descriptive models. In the
world of networks and distributed computing we cannot claim that all the systems we
study are built to a prescription. We therefore seek a descriptive theory to analyse the
phenomena of an ever more complex informatic world, which is partly “natural” and
partly man-made, and in which computation is a special case. To classify calculi for
interaction is a step towards such a theory.

Motivation and character

In this paper a mathematical framework is proposed for studying, comparing and com-
bining operational models of interaction. Each such model appears in the framework
as anaction calculus action calculi are a special class adtion structureg17], and
each member of the class is determined by its generators, calfgcbls. Two differ-
ent characterizations of action calculi are given, as well as a graphical presentation;
several examples of action calculi are presented both formally and graphically.

The paper prepares the way for the common treatment of the semantic interpre-
tations of all action calculi, via homomorphisms of action structures; this will be
pursued in later papers. One aim is to find a general treatment of behavioural equiv-
alences such as bisimilarity. Another aim is to classify action calculi according to
their dynamic qualities; for example, thecalculus has been proposed as a calculus
of mobile processes, and we seek to make this notion of mobility precise.

We now explain the motivation for action calculi. If we consider Petri nets [22],
CSP [7] and ther-calculus [21] beside tha-calculus [2], we find recurrent features.

The parallel composition of CSP looks like the juxtaposition (with some transition-
sharing) of Petri nets; exact translations between the two have been made on this basis.
The w-calculus has binding of names, begging comparison with the richer notion of
bound variable in the-calculus. Parallel reduction of a term of thecalculus, in the
presence of a shared valuation of the free variables, is somewhat like the interaction
between several independent agents and a shared resource; such interactions are well-
represented in Petri nets. Finally, the dynamic rules of such models are often expressed
in a similar way: the reduction of, or reaction within, certain key control configurations
(calledredexesin A-calculus, andireable transitionsin Petri nets).

Of these common features, the userafmesis one of the most crucial, and
presents a fundamental challenge. The problem is that names are used in different
ways. In the)l-calculus they are variables which may be replaced by any value (or
term denoting a value); in the-calculus they are channels, and also variables — but
only over channels; in Petri nets they are sometimes used to identify transitions (but
not as variables over transitions). The solution adopted here is that names, even when
variables, may only stand for names. Thus we have separated the two attributes of a
name which are combined ik-calculus (and often treated as inseparable!); a name
may vary, and it maydenote a valueln action structures we takearying as basic,
and represent it by an abstraction operatlamotingcan be treated as a special case
of interaction, as will be seen in Sect. 5.5 where Mealculus is presented.

The basic ingredients of action structures — composition, tensor product, abstrac-
tion and a reaction relation — were chosen as a minimum to provide a uniform treat-
ment of features common to many calculi. (The mathematical structure defined by
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these ingredients alone may be too weak to be of independent interest; action struc-
tures should be considered mainly as a basis for the enrichments introduced here.) In
addition, action calculi provide a uniform way to introdusgecificcontrol mecha-
nisms; behaviour is represented by interaction between the members of certain control
configurations. The framework hardly limits the variety of such control disciplines;
but it allows us to ask what happens if we combine them. For example, can we enrich
Petri nets by allowing them to change configuration dynamically? We can formulate
this enrichment precisely as the combination of the controls of two action calculi:
Petri nets and the-calculus.

The graphical presentation of action calculi suggests a strong relationship with the
interaction netsof Lafont [11], which were introduced to study the reduction of proof-
nets in linear logic; they represent a linear and deterministic model of computation.
It appears that action calculi generalise them towards non-linear, non-deterministic
behaviour. This connection deserves study.

The action structure framework was designed to accommodate not orgyritex
(operational models) of interactive behaviour, but alseésantic§abstract models),
via homomorphisms of action structures. To apply this treatment uniformly, we first
have to determine the class of action structures which can be considered as calculi.

Technical overview

A standard way to set up a calculus is to define a term algebra, and then provide
it with reduction rules or transition rules. But for interactive systems it has been
found helpful to use a formalism richer than a term algebra. Following ideas of
Baratre and Mtayer [4], Berry and Boudol based their Chemical Abstract Machine
(Cham) [3] on the notion of multiset. Prompted by them, the present author imposed
a structural congruence upon thecalculus as part of the formal language, not of

the semantics [16]. Again, Meseguer and Montanari [12] have revealed the monoidal
structure inherent in Petri nets. Indeed, part of the reason for the success of Petri nets
is that its syntax, being graphical, reflects this structure.

Action structures impose monoidal structure. In fact they go further; they include
the operation of abstraction (parametrization) over names, and also represent dynamics
as a preorder. Both the monoidal and the additional structure are characterized by
algebraic axioms.

Let us outline how an action calculus is defined as the quotient of a term algebra.
We begin with the operators of action structures, and arrive at action calculi by three
further steps. The first step is to introduscaming constantsthese give power to an
action structure to manipulate names, which act as the “wiring” or connective tissue
for all action calculi. Four equational axioms calleaming axiomsare imposed upon
the naming constants. This first step is common to all action calculi. The next step is
specific to each action calculus: we supply a familycohtrol operators or controls
together with a set ofontrol rules which define the reaction relation. The first two
steps yield a term algebra defined by all these operators; the final step is to quotient
this term algebra by the action structure and naming axioms. These quotient algebras
also have an appealing concrete presentation; each action can be considered as a
structure of molecules in the spirit of the Cham.

An action structurePIC, corresponding to a fragment of thecalculus [18],
was described in [17]; it now finds its place as an action calculus with just three
generatorsy (restriction),in (input) andout (output). An action calculus for Petri's
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place-transition nets is generatedypre (pre-condition) post (post-condition) and
m (marking). Thus action calculi begin to achieve one of the aims of action structures
— to unite different models of concurrency in a common setting.

The action calculus concept goes beyond what was achieved in [17]. That paper
failed to express a full-fledged process calculus as an action strudi@e félls
short of the fullr-calculus, since it lacks the prefixing, summation and replication
constructions); instead, it showed how to build a process caloultisp of an arbitrary
action structure. We show here that this further structure is redundant; process calculi
can be exhibited as action calculi.

Organisation of the text

The main technical definitions and restiltf the paper appear in Sects. 4 and 6; the
remaining sections supply background, motivation and examples.

Section 2 reviews the basic definition of action structures. Section 3 reviews the
action structurePIC, an exemplar for the general definition of action calculus. Sec-
tion 4 defines action calculi formally in terms of their concrete presentation, molecular
forms; a graphical presentation calladtion graphsis also defined. Section 5 gives
examples of action calculi; it first shows hdIC can be extended to richer action
calculi by adding further generators, then presents both the tyjdiculus and Petri
nets as action calculi. Action graphs are freely used, especially to present control
rules. Section 6 gives the algebraic characterization of action calculi; it shows that
each action calculus is isomorphic to the quotient of a term algebra by the action
structure axioms together with four further axiom schemata. Section 7 identifies fur-
ther lines of investigation. In particular, it sketches the recently discovesattol
structures[14], which are action structures with additional structure. Each set of con-
trols equipped with dynamic rules determines not only an action calculus, but also
a category of control structures in which the action calculus is initial; these control
structures are therefore semantic interpretations of the action calculus.

2 Action structures reviewed

In this section we recall from [17] the basic notion of an action structure. We first
give it in category-theoretic terms, then elaborate it algebraically. A little familiarity
with the notion of monoidal category will help the reader, but no further knowledge
of categories is needed.

2.1 Definition (Action structure) A (dynamic) action structure A is a strict monoidal
category, with two extra items:

— a setX 4 referred to asnames and for eachz € X4 an endo-functor upo
known as arabstractor;

— a preorder \, 4 over each hom-set od, calledreaction, which is preserved by
composition, monoidal product and abstraction, and for which the units are mini-
mal.

1 The results in this paper were first announced, without proofs, in [19]. However, the six axioms of
that paper have here been reduced to four.
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If the preorder is the identity relation, or is not supplied,is called astatic action
structure.

More succinctly, an action structure is a preordered strict monoidal category with an
indexed set of endo-functors.

2.2 Algebraic elaboration

We shall work with the following algebraic characterization of action structures.

An action structured possesses, first, a monoid/(;, ®, €) of objects; these are
the objects of the category and we shall call thexities. We shall use:, £, m,n, ...
to range over arities. An arity may be, for example, a sequence of sortsiytike
BOOL) under concatenation; in the special case when there is only one sort, 1, the
monoid M 4 is just the natural numbers under addition. With each namseassociated
an arity; if this isk, we write x : k. For a vector? = z; - - - z,, of names with arities
ki---k., wewriteZ:kwherek=(K Q- - QEk,.

For each pairn, n of arities A possesses, second, a family, ,, of actions they
are the morphisms ofl as a category. I is a member of this set we write: m —n
and callm andn the sourceandtarget arities of a; we even abuse terminology by
calling m —n just the arity ofa. We shall uses, b, c, ... to range over actions.

Third, since A is a monoidal category with abstractors, there is a unit action
id,, : m—m for each aritym, the operations of composition, tensor or monoidal
product®, and an abstraction operat,. for eachx € X 4. They obey the following
arity rules:

. a:k—/t b:l—m
id,, :m—m
a-b:k—m
a:k—m b:l—n xk a:m—n
a®@Rb: k®fL—-men aba:k@m—k®n

Note that composition is written forwards; we writéh where the standard in category
theory is to writeb o a.

The status ofd as a static action structure is expressed by eight equational axioms,
which we now give. Here (and later) we imagine arities to be ascribed in any way
which respects the arity rules, and which gives the same arity to each side of an
equation:

a-id=a=id-a a-(b-c)=(a-b)-c
a®idc=a=id.®a a@b®c)=(@Rb)Rc
id®id =id (a-D)@c-d=@xc)- (bRd)
ab,id =id ab.(a - b) = (@b,a) - (ab,b).

Finally, a dynamic action structure possesses a reaction relation often written
as just™. It is a preorder on eacH,, ,,, SOa ¢’ implies thata anda’ have the
same source and target arities. Reaction is preserved by the operatigrendab,,,
i.e.a™\,a impliesb ®a\ b® d’, ab,a\ ab,a’, etc. The identities are required to
be minimal for the reaction relation, i.&l \, a impliesa =id.
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2.3 Intuition

We think of tensor productx) as parallel composition. Reactions withirand within

b can occur independently within b. But there may be reactions b \, ¢ which do

not arise froma alone or fromb alone; these represent communication or interaction
betweena andb. In particular,a andb may “use” the same name and the manner

of use may constitute communication aas a channel.

Abstractionab, allows parametrization upon the naménot upon arbitrary val-
ues, as im-abstraction). When is a channel as just described, then abstraction upon
x allows one to vary the interface, i.e. to vary the partners with which communi-
cation viax may take place.

Compositiona - b does not represemsequentialcomposition. We may think of an
action as aractivity; then fora : k— ¢ andb : £— m the arity/ describes an interface
through which, in the compositioa - b, the activity ofb may be influenced by that
of a. We may think of this influence asformation flowing across the interface, any
time during the continuing activity of andb. (Software terms for this are “dataflow”
or “pipelining”.)

Although tensor product and composition differ in how they permit interaction,
they also have common features. Indeed this must be so, since any tensor product
a®b is expressible as a compositionid) - (id ® b), and the identitiegd contribute
nothing to interaction.

The examples of reaction in Sect. 3 will clarify these intuitions.

3 An action structure for the m-calculus

In this section we define an action structi®&C, corresponding to a fragment of

the w-calculus. It is studied more fully in Part Il of [17]. Here we shall use it as an

exemplar and motivation for the definition of action calculi to be given in Sect. 4.
We take the arities oPIC to be (\, +,0) — the natural numbers under addition.

3.1 Particles

PIC formalises two basic features of thecalculus; the passage of nhames through
ports which are also names, and the localisation of names by restriction. The con-
stituents of an action iRIC are theparticles «, given by

IR () | T{Y) | vz .

The first two kinds arénput andoutput particles. In the input particle(y) the vector
i consists of distinct names, which are binding occurrences. The third kind is a
restriction particle and its name occurrence is also binding.

3.2 Actions

The essential part of aaction of PIC is just a collection of particles. It would be a
multiset, were it not for the binding discipline. We wish to allow an action to contain
a sequence such as

Lyl ...
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representing the receipt of a namefollowed by its use as a port. Thus the first
occurrence ofy binds the second. Adopting the convention that the scope of a binding
extends to the right, we therefore declare ey 7 of an action to be gartial
sequence

T ... T

of particles; that is, a sequence in which we allow the commutatidre 7’7 of any
adjacent pair, if neither binds a name occurring in the other. An aetiom —n is
a particle form

a = @7,

wherex is anm-vector of distinct names, thenported names, and/ is ann-vector
of names (not necessarily distinct), tegported names. The imported names in a
particle form are bound. The scope of each bound name — either imported or bound
by a particle — extends to the right of its binding occurrence, and includes the exported
names. We identify actions which only differ by alpha-conversion (change of bound
names). For clarity, we may enclose a sequende square brackets.

As an example, let

a =) [u@)] ), b= [vw) wy) z(2)] (2) ;
then the composite- b will impose the substitutiof«/v} upon the body ob, yielding
a-b = ([ wz) uw) wy) ()] () .

We now define all the action structure operationsROC.

3.3 Operations

First, the identities are given by

idn = @@ (@m) .

We shall apply substitutions like = {#/5}, where# is a vector of distinct names, to
various syntactic formd”; we denote by F' the result of simultaneously replacing
each free occurrence of in F' by the corresponding;, first alpha-converting” to
change any bound uses ®@f Note that only a name can replace a name; this contrasts
with the more familiar form of substitution in which arbitrary terms replace variables.

Composition, product and abstraction are given as follows, where we assume
a = @) 7T @), b= (@) o) and that neither binds a nhame occurring in the other:

a-b E @F50n (0={))
awb E @n oy
ab,a (x) T (x?) .

Thusa ® b is simply the juxtaposition of the two actions; no order is dictated by the
concatenation of the bodies, since the convention ensuresfato® in this case.
But in a - b the substitutiors may replace some names freedrby names bound in
7, and thent (+0) # (c0) 7.

It is a routine matter to verify the action structure axioms.
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3.4 Dynamics

The reduction relation\! of PIC is defined as follows. Whenever contains a
subsequence like(?) u(w), i.e. whenevern takes the form

(@) 7 [w(®) uw(w) ] &)

(after suitable commutations), we have

a & @7 ol (o9,

whereo is the substitution7/z}. We call u(?) u(w) a redex of a. As an illustration,
continuing the example at the end of 3.2 we have

a-b = @ u@) uw) wy) 22)])
N @l zy) 22 1(2)
N ) -

Note thata - b has two reductions, even thoughandb alone have none. Note also
that the port of a redex (in the example, fitsthenx) may be free or bound.
In contrast, consider:

a =) [u(@) uw)] (V) , b= [ww) wz](z) .

In this case, bothu and b contain redexes, so we have\la’ = w)[ ] (z) and
NIV = @)[ ] (). Ina-bthere is no requirement thatreact beforeh, so we have
two reaction sequences:

a-b Y d-b N @ ]@
ab N\ ab N [ ]@).

This illustrates the point made in 2.3 that composition represents dataflow, not se-
guential composition.

One can check tharl is preserved by the operations; for examplel o’ implies
b-a\lb-a'. The reaction relation\, is defined to be \})*, the transitive reflexive
closure of reduction.

3.5 Discussion

PIC has considerable expressive power; for example it encodes the Aredculus
naturally, mimickingg-reduction by reaction. The encoding is along the lines of [16].
But PIC needs to be extended if it is to be a useful calculus of processes. The
extensions t®1C defined in Sect. 5 below provide the expressive power of the original
mw-calculus, while remaining entirely within the framework of action structures.

We shall now show howPIC is an instance of a more general construction. We
begin by showing how all actions with empty bodies can be generated.
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3.6 Naming actions
We call the following actionsiaming actions

():0—1 = Of l@
w:l-0 = @[]0 .

It is easy to show that every action = (Z)[ ](%), with an empty body, can be
expressed in terms of naming actions via the action structure operations as defined
in 3.3. For example,

@yl Nyy) =w ®aby(y) .

These body-free actions are just concerned with wiring; they form the export vector
from the import vector by copying, permuting and discarding.

3.7 Control constants

Each particler of PIC may have some free and some binding occurrences of names.
Indeed, if we ignore dynamics, the only difference among the three kinds of particle is
in the number of free and bound names they carry. We therefore reveal the generality
of particle formation more clearly if we simply declare that there are Pi&@) three
control constants

v :0—1
out :1+m—0
in :1—-m,

and that for any control constaif : m —n there are particles of the form

oK@ (gl =m, |Z]=n)

where the nameg are distinct and binding. Thus our three forms$R€ particlevz,
() andx() are more truly written

(Ov@) , @yout(), (@)in) .

Note that the free names in each particle are written first, since the scope of the names
bound by the particle must not include them.

In fact, we can associate with each control constardan action(@)[ (Z) K (¥) [ (%)
containing just a single particle. Thus fBtC we define

def

v = OlOv@]e)
out @[ (zyHout()]()
@[ (@)in@) () -
It is now easy to show thaveryaction inPIC is expressible in terms of the naming
actions and control constants, via the action structure operations.

Moreover, the dynamics dPIC is elegantly expressible in these terms. Let us
define

. def
n =

Q.

out, i m—0 % () ®id,) - out

in, :0—»m < (x)-in ;

o
&
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then it can be verified that the reaction relation RIC given in 3.4 is the smallest
preorder™, preserved by the action structure operations, and obeying the rule

out, ®in, \ id,, .

Thus we see clearly what is specificRdC: its set of control constants, their arities,

and their dynamics as expressed by the above rule. In a similar way we may define a
wide variety of action structures, each one determined by a give&&atf control
constants and a set of dynamic rules caliedtrol ruleswhich determine their mean-

ing. According to Definition 4.12 to follow, each action structure built in this way
(with reaction rules also given fov?") is anaction calculus denoted byAC(.7%").

PIC = AC(v,out,in) is just a special case of this uniform construction.

However, the action calculi generated in this way are not sufficiently general; they
lack an important control feature. In these calculiaii\, a’ is a possible reaction,
then it may occur in any context; there is no way to delay it until some other activity
is complete, or to make it conditional on the outcome of that activity. Definitions 4.4
and 4.12 will remove this deficiency.

4 Controls and molecular forms

In this section we formally define a class of action structures which we shall call
action calculi. Their actions are more general than the particle forms discussed in the
preceding section; in fact a particlg) K (%) is a special case of a richer construction
which we shall call amolecule This notion of molecule is similar to that of Berry
and Boudol [3]; one difference is that our molecules can bind one another, since a
molecule is a name-binding operator. The molecules of any action calculus are formed
from generators which we shall calbntrol operators or simply controls.

A control operator is a generalisation of the notion of control constant; its purpose
is to control the activity of subactions. An example is the guarding construatiBn
of CCS; P cannot act untikk has happened. Sequential composition in CSP is
another exampley cannot act untilP has finished acting. Lambda abstraction in the
lazy A-calculus is a third example; the redex:(M )N must be reduced befo® is
reducible.

An action calculus will be determined by a s&t” of controls, which we call a
signature together with a set2 of control rules which we shall define later. We let
K range over controls.

4.1 Definition (Control) A control K is an operator which allows the construction
of an actionK (@) from a sequenceé of actions, subject to aule of arity having the
following form:
alp-Mmp1—mng - Qp . Mp—Nyp ( )
K(ay,...,a,) :m—n X

where the side-conditiog may constrain the integer and the aritiesn;, n;, m, n. If
r is fixed, it is called theank of K’; otherwise we say thak” hasvariable rank.

An example of a signature i¥2" = {v,out,in}; with appropriate arity rules and
control rules it determineRIC, presented formally in Sect.5.1. Its controls all have
rank 0; that is, they are control constants. Another exampl&is= {\, ap}, where

A has rank 1; in Sect. 5.5 we see that it determinesitbalculus (either simply typed
or type-free, depending on the arity monoid).
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From now on we assume a fixed denumerable name¥séiVe also impose a
constraint upon the monoid/ of arities of an action calculus, bearing in mind its
operational purpose. We require tht be freely generated by a set pfime arities
», q, ..., and that names be associated only with prime arities, infinitely many names
with each prime.

We are now ready for our first presentation of action calculi, in terms of syntactic
constructions known asolecular forms

4.2 Definition (Molecules and molecular forms)Let.72" be a signature. Thenolec-
ular forms over .72  are syntactic objects; they consist of the actiandefined as
follows, in terms ofnoleculesy:

a = @ p@w (Fim, din, a:m—n)

m DKb@ @ik, 7:0, Kb:k—0).

Molecules ), i, ... are binding operators. In the above molecule the nameg®)
occur free; they are the means by which it is bound into an action. In the above action
a, any name-vector in round brackets — either at the head of at the right end of
a molecule ini — is binding, and its scope extends rightwards to the end dfames
which are not thus bound are free in We writefn a for the free names af. Alpha-
conversion of bound names is allowed. We assume that no name has more than one
binding occurrence in any molecule or action.

In a above,r are called theamported namesand the exported ones. Théody
i = p1-- - pr, SOMetimes writtefipg, . . ., -1, is @ possibly emptpartial sequence
of molecules, in which any two adjacent molecules may be commuted if neither binds
a name occurring free in the other.

As an example, suppos#& contains controld(y, K», K3 of rank Q 1,0 respectively;
then, under suitable rules of arity, a possible action is
a = (v1rrs)[ (1) K1 (uiug), (v21)Kob@), (uzz2v)K3(w) ] (uiz)
whereb = (2)(uzzy) .

Note that in this case no adjacent pair of molecules can be commuted, since the first
two bind names in their successors.

4.3 Action graphs

Molecular forms can be presented graphicallydmfion graphs which we now de-
scribe informally.

We shall use rectangles for actions and ovals for molecules. For an actiith
arity 3— 2 and a moleculg: whose control construction has arity-21 we draw

respectively
* D,

Rectangles and ovals are nested alternatelywoArce () stands for a binding oc-
currence of a name; sink (o) stands for a bound or free occurrence. To each sink
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corresponding to a bound occurrence, an arc is drawn from the source which binds
it; each free occurrence of a name is labelled by the name. Here is the graph which
represents the example displayed above:

K

: {):\ o

K>

Such diagrams help in understanding action calculi; in particular, we shall use them
to display control rules. The graphs can be treated with rigour, and will be formally
presented in Ole Jensen’s forthcoming PhD thesis [10]. They may be preferred to
molecular forms for many purposes.

We now define the action structure operations over molecular forms.

4.4 Definition (Action calculi: statics) A static action calculuscomprises a signature
.72, together with the action structure whose actions are the molecular formsZ@ver

and whose operations are defined as follows. Assumei) X (v)y andb = () ji () are
molecular forms in which no name which is bound in one occurs in the other. Then

we define
def

id,, @)(7) (T :m)
ab € @Xeiiteh) (0= {7
awb € @@y

ab,a def (J:ﬁ)X(xﬂ’)

where {9z} is the simultaneous substitution @for z.
We call this the static action calculus ove#’, and denote it bAC*(. 7).

These operations are easily represented graphically. We shall not define the operations
on graphs formally, but just suggest them to the reader as follows:

a .\ »Q
N ~J
a b ) Y
o »Q b 5? a &o
id, a-b a®b ab,a

In constructing the graph db,a, an arc is taken from the new source (shown) to
each sink labelled: in a, and the label is removed (shown &g.
It is easy to establish the following, justifying our definition:

4.5 Proposition With the operations of Definition 4.AC*(.7) is a static action
structure.
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We now introduce the naming actions exactly asR¢€ (see 3.6):

4.6 Definition (Naming actions) Thedatum (x) (for each namer) and thediscard
w are actions defined as follows:

(@ = ()Nz)
w = (@)

We also generalise the control constantdC (see 3.7) to controbperations

4.7 Definition (Control operations) Each controlK, is defined as aontrol operation
upon molecular forms as follows:

K@ © @ @Kip @ (7 7notfree ind) .

It is now easy to establish

4.8 Proposition (Generation) All actions in AC*(.72") can be defined using data,
discard and controls together with the action structure operations.

However,AC*(.72) is not freely generated in this way. Certain equations, such as
(x) - w = id,, hold in AC*(.72") but are not provable from the axioms of action
structures. This fact motivates our introduction of further axioms in Sect. 6.

4.9 Derived abstraction

The reader may query the definition of abstractain.a & (xﬁ)X(xﬁ), for a =

(Q)X(ﬁ). Why is x exported? Indeed, it : m — n one might expect the arity
ab,a : k ® m—n rather thamab,a : k ® m —k ® n. In fact we may define another
(but non-functorial) form of abstraction as follows:

@a:k@m—on d:ef(xﬁ)ﬁm_f) .
Then we can easily show that)a andab,a are interexpressible, thus:

ab,a - (w®id)
@)((z) ®a) .

(x)a
ab,a

It appears that each form of abstraction has advantages; neither is clearly more con-
venient for all purposes.

We can think of the free namds a of a as the names upon whieh“depends”
non-trivially. Another way of thinking of: “depending” uponz is thatab,a should
differ from ab,a for any y not free ina. This intuition is justified by the following:

4.10 PropositionFor every actiorn and namer, each of the equatiorsb,a = id ® a
and (x)a = w ® a holds if and only ifz does not occur free in an actian

Indeed this is suggested by our action graphs; in the grapbhtgs, if x is not free
in a then no arcs are added in addition to the horizontal one.
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We now introduce reaction rules, in order to provide the dynamics of molecular
forms.

4.11 Definition (Control rule) A control rule over a signature7Z” takes the form

tla] \ t'ld] ,
wheret andt’ are terms built from metavariables using data, discard and controls
together with the action structure operations.

The use of terms (rather than molecular forms) in presenting control rules anticipates
the term algebra introduced in Sect.6. The use of metavariablissnot strictly
necessary, since the above rule amounts simply to the infinite family of rules gained
by replacinga by terms. But, as our examples show, the use of metavariables often
allows a finite presentation of the family.

4.12 Definition (Action calculi: dynamics)A (dynamic) action calculuscomprises a
signature 72" and a set# of control rules over7Z’, together with the action structure
AC?*(.72") equipped with the smallest reaction relatidor, which satisfies the rules2
(for all replacements of metavariablé@sby actions).

We call this the (dynamic) action calculus ove¥ and.Z2, and denote it by
AC(7, . 72).
Note thatAC?3(.%) is essentiallyAC(.7",0). When.#2 is understood, we often write
AC(.75) to meanAC(.77,.72).

We have seen that the reaction relationRd€= AC(v, out,in) is generated by
the control rule

out, ®in, Y\, id.,,

whereout, = ((z) ® id)-out andin, = (x)-in; that is, it is the smallest preorder
preserved by the action structure operations which satisfies this rule.

Expressed in molecular form, the control ruleRifC is

@[ @yout, @in) 1(2) . @@ -

It may also be presented graphically:

e
o

@OM in :\:f \\id )

The controlling power of controls (not of rank 0) is due to the fact that a reac-
tion relation need not be preserved by controls; e.g. we may hawgs’ but not
KaN\ Kd'.

Control mechanisms of arbitrary complexity may be introduced into action calculi;
we do not expect to postulate a basic family of controls which is in some sense
complete. But the action calculus framework can save work in setting up calculi for
interaction, since only the controls need to be specified — and indeed may be shared
among the calculi. It also allows us more readily to compare and classify such calculi,
on the basis of their controls and associated dynamic rules.

We conclude this section by mentioning briefly the simplest action calculus of all.
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4.13 The trivial action calculus

The simplest action calculus &C*((). It consists just of body-free molecular forms

@[ 1), with the identity relation as reaction relation. Proposition 4.8 asserts that it
is generated by the naming actions together with the action structure operations. The
graphical forms contain no ovals (molecules); they are just “wiring”. We may think
of AC#(()) as the connective tissue which we use to build more interesting action
calculi; we present several examples of these in the following section.

5 Examples of action calculi

We start this section with a review &fIC, which is justAC(v, out,in). This is the
essentialr-calculus, as it contains no more than the basic controls for restriction and
name-passing. Then we enumerate a sequence of fragmentsadéuli, with addi-
tional controls:boxing (which may also be calleduarding), choice andreplication
These all come intar-calculus as defined in [15], and together they appear to provide
the same expressive power. We continue with an action calculus for-tlaéculus in

5.5, and conclude the section by outlining an action calculus of Petri nets in 5.6. In
most cases we use action graphs to illustrate the control rules.

In one case, the-calculus with boxing, we state a theorem which asserts that the
action calculus represents, in a precise sense, the fragment ofdhleulus to which
it corresponds. Similar theorems are believed to hold in the other cases.

Our presentation in each case is quite brief, since (once the arities are defined)
each action calculus is determined just by its controls and their dynamic$1Eor
and its extensions, we take the arities to be the natural numbers. Farchleulus
and Petri nets we need a little more structure on the arities.

5.1 Basicr-calculus:PIC = AC(v, out, in)

Controls v, out, in (rank 0)

Arity rules v:0-1
out : 1+m—20 in :1-m

. def
Derived controls  out, =

in,

((z) ®id,,)-out
def .
= (z)-In

Control rule out, ®in, \\, id,,

One might have expected the control rule to be stated in the form

<g>'OUtx ®inx \: (17> ;

but in fact these two rules generate the same reaction relation, because of the closure
conditions. In Sect. 4.4 we presented this control rule in graphical form.
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5.2 7r-calculus with boxing AC(v, out, box)

We now present a more realistic fragment of thealculus. In order to emphasize
that the representation is precise, we shall present the calculus and its reduction rules
first as a process calculus in the style of [15], then as an action calculus. Finally,
we state a proposition which asserts that the latter is a faithful representation of the
former.

The termsP of the process calculug” are

P = 0lz()|z@).P|P|Q|wx)P .

The first is the empty process; the second is a mesgagnt along channet; the
third is the input alonge of a message which is bound gpin the continuationP;
the fourth is parallel composition; the last is restriction. This variantraialculus
allows input guardsz(3). P, but notoutput guardsz(%).P. It was introduced as the
v-calculusby Honda and Tokoro [8], who show that output guarding can in fact be
defined in terms of input guarding. (See [9] for a fuller presentation.)

As in [15], we first define a structural congruence relatisnover process terms,
by the following equations:

P = @ wheneverP is alpha-convertible ta) ;
PlQ =Q|P, P|(QIR)=(P|Q)|R, PO=P;
wa)wy)P = wy)wz)P, wx)(P|Q) = Plwx)Q (x not free inP) .

Then the reduction relation~ over terms is the smallest closed under structural
congruence which obeys the following rules:

comM : x(Z) | x(@).P — {7Fg}P

N P—P o P—P
PAR : ES :
PlQ-PQ RS )P )P
Note in particular that fromP — P’ we cannot inferz(z).P — z().P’; the input
prefix guardsthe reduction ofP.
We now define the action calculdsC(v, out, box), in the same style aBIC:

Controls v, out (rank 0)
box (rank 1)
. . . a.m—n
Arity rules v:0—-1 out : 1+m—0 boxa * 1—n

Derived controls  out, £ ({r)y ®id,,)-out

box.a & (x)-boxa
Control rule out, ® box,a \, a

It is clear thatin : 0 — m is redundant in the presence bbx, as it is essentially
boxid,,.

In Sect. 4.4 we presented the simpler ralg, ®in, “\, id both in molecular form
and graphically. To show the correspondence, let us do the same fboxhelle. In
molecular form it is
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@) [ (zyout, (x)boxa(z) ] (2) \, a,

while in graphical form it is

T
o out
o LZ( ) box a
N | . D‘.: :8 \
i e »Q

We now address the question of how the process calcgiuss embedded in
AC(v,out,box). In fact, we shall define a translatic(ﬁ\) . & — AC(v, out, box).
The translation? will always have arity 60— 0, and is defined as follows (using)
to stand for(y1) ® - - - ® (y,)):

=~ def

0 % id,
c@ € @g - out
P E (@) box(@)P)
PIQ ¥ PoQ
wnP T v.@P.

We should observe that not every action0— 0 of AC(v, out, box) lies in the image
of this translation. In particular, sincé has always arity 80, the action parameter
of abox molecule always has arity of form — 0, and hence thbBox molecule binds
no names. In fact the action calculus framework allows dataflow between processes in
a way in which the standard-calculus (and in particular the fragment considered
here) does not.
The following theorem asserts thAC(v, out, box) represents”’ faithfully, via
our translation.

Theorem For all P andQ in &°:

(1) P=QiffP=qQ.
(2) IfP—QthenP \lQ .
(38) If P \la then for some’’, P—P andP’' =a .
We omit the proof. It is best done with the help of a (partial) inverse translation from

AC(v, out, box) to &; this can be defined inductively on the structure of molecular
forms.

5.3 w-calculus with boxing and choic&sC(v, out, box, choosé
The foregoingr-calculus &’ can be refined in several ways, and we shall briefly

discuss action calculi corresponding to two of them. In each case there should be no
difficulty in proving a theorem which asserts that the correspondence is faithful.
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The first refinement is to add choice. We shall restrict consideration to choice
among inputs. This amounts to replacing the input far@). P by a finite sum of
such forms; then theomwm rule is changed to

comm @ x(Z) | (... +z@).P+...) — {FG}P

To match this in an action calculus, we simply add a conthmloseof variable rank
and modify the control rule, as follows:

Controls v, out (rank 0)
box (rank 1)
choose (variable rank)

. . . a:m—n

Arity rules v :0—-1 out : 1+m—0 boxa * 1—n
ay; :0—n ar :0—n
chooséay,...,a,) :0—n
Derived controls  out, def ((x) ® id,,)-out

box,a def (x)-boxa
Control rule  out, ® choosébs, box,a, b)) \, a

The reader should have no difficulty in defining controls to allow choice among both
inputs and outputs, as in [15].

5.4 w-calculus with boxing and replicatiolAC(v, out, box, rep)

Our second refinement of” is to add replication. We consider a more specific
construction than the formP of [15], but one which covers most current uses of
replication. We add a new forme{y). P with reduction rule

REP : z(2) |'z@).P — {#g}P |\a@)).P .
The matching action calculus is as follows:

Controls v, out (rank 0)
box, rep (rank 1)

Arity rules v:0—1 out : 1+m—0
a:m—n a:m—0
boxa : 1—n repa :1—0

def

Derived controls  out, ((x) ® id,,)-out
def

box,a = (x)-boxa

def
reppa = (x)-repa

Control rules  out, ® box,a \, a
out, ®repza \, a  rep,a
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The graphical form of the second control rule is

& |~ &

A more explicit form of the rule is

)

(Z)-out, @ repza N\, (2)-aRrepga ,

which shows clearly that a copy of the replicated action is “spun off” with parameters
Z received viax.
All our extensions ofIC can of course be combined into

AC(v,out, box, chooserep) ;

for practical purposes this appears to be as expressive as¢hkulus as presented
in [15]. The originalw-calculus [21] contained an operator call@atching which is
also expressible as a control.

5.5 X-calculus:LAMC = AC(X, ap)

The controls inLAMC represent lambda-abstraction and function application. To
state their arity rules we need a little more structure upon the arity mavgitteely
generated by a sét of primes. We require exponentiation, in the form of an injective
map=-: M x M — P. Thus for each paim, n of arities there is a prime “functional”
arity m = n. (Since=- is injective, the setP of primes is at least denumerably
infinite.)

Controls A (rank 1)
ap (rank 0)
Arity rules @-m—n ap : (m=n)®@m-—n

Aa e—m=n

Control rules o: (Aa®id)- (@b \, {*9z}b (a:m—n, x:m=n)
B: (a®id,)-ap \, a (a:m—n)

The o rule distributes the “codeXa to all points where it is used. The substitution
{*a/z} means that any free occurrenge of = in b —and this is the only possible kind
of free occurrence— is replaced By. This rule can in fact be replaced by rules which
perform the substitution incrementally, rather than in a single step; this HriflykC
into closer correspondence with ther-calculus of explicit substitutions (Abadi et
al [1]).
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The 8 rule corresponds tg-reduction. It is revealing to compare it with thex
rule of Sect. 4.4. In molecular form it is

N[ Aa@), (@pap)] @) \ a,

while in graphical form it is

@D'A\é ap

The two controls\ andap were introduced in [20] for the more general purpose of
lifting an arbitrary action calculusC(.7") to higher order. (In that paper, the code
Aa was writtena7.) Thus theLAMC as presented here is just the lifting AC(0).
This illustrates again the sharing of controls among different action calculi.

Our prescription of the arity monoid\{, ®, €) for LAMC allows some freedom.
One alternative is to take the mondigely generatecdby some basic elemenfs and
the binary operatior=; in that case, the primes ae = BU {m=n | m,n € M}
and are all distinct, so we have effectively the simply typechlculus. But in general,
our requirement that-: M x M — P be an injection allows thai = p=-p for some
prime p. In that case, we have the type-fraecalculus embedded ihAMC. The
embedding is quite easy to define, just as we defined an embedding of (part of) the
mw-calculus in 5.2; we omit details. As an example, considenterm {2 = ww where
w = dx.xx (self-application). Defineopy & (x)(xx) and letb = copy - ap; then (2
and its infinite reduction are represented by

AR AD)-ap \, Ab-b N\, AD@AD)-ap \, ...,

the first two reductions being by th@ and o rules respectively. Ther reduction
appears thus in graphical form:

A ap A ap
@I > 1 ~ E@ -

Ab-copy-ap \, (Ab® AD) -ap

5.6 Petri netsNETC = AC(v, m, pre, post)

We shall present as an action calcuMETC, one of the action structures for Petri
nets which were outlined in [17]. It consists first of a monoidal category of place-
transition nets in the spirit of Meseguer and Montanari [12]. What is new here is the
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parametrization of nets both on places and on transitions. There are just two prime
arities:p andt. The name-seX is partitioned into two infinite sets; th@ace-names
p,q, ... P and thetransition-names, u, ... : T.

The first control is restrictions), in common withPIC. The other controls cor-
respond to marking a placenj, and declaring a place to be either a pre-condition
(pre) or a post-conditiongost) of a transition. Here are the constituentsNETC:

Controls v, m, pre, post (rank 0)

Arity rules v :ie—plp e {p,T}) m:pP—e
pre :PRQT—e post : P® T—e

Derived controls  my; €' (pyme - @ (pr)-m (7' : PF)

pret def <p1t> pre ® - - - ® (ppt)-pre (p': P¥)
post. < <q1t> POSt® - - - @ (get)-POSH7 : P¥)

transz; L (prej; @ post,)

Control rule  mz®transzs N\, Mz ® trans;.z

We shall first consider actions of arity— ¢; they are just place-transition nets in
which some or all of the places and transitions bear names, each name occurring at
most once in a net. To each arc and each token of a net corresponds a single particle.
Here are three examples of Petri nets as they are usually drawn, together with their
algebraic forms:

p1 O b = prej,,, ® POSt, ® My,p,p, @< p3
a = prej, ®post, ,, @ my, c = vtb

The expressions for the first two nets,and b, should be clear on inspection of
the definition of derived controls. Note particularly theatery place and transition is
named in these two nets.

Now compare with the third netc, whose transition is not named. The name has
been hidden by composing restrictian, with an abstraction.

This difference between named and un-named transitions is crucial for the alge-
braic operations upon nets METC. In forming the product of two nets, like-named
places and transitions are coalesced. Thus the two prodaétanda®c are different:
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a®b a®c

b1 P2 @ p3 b1 P2 b3

LN

q1 q2 O q1 @ q2

Let us now use this distinction to explain the control rule — especiallydleeplayed
by v in the rule. Considet ® c first. According to the normal understanding of Petri
nets, the un-named transition @fx ¢ can fire — as it can ir alone. Indeed, this is
allowed by our control rule, since we note that

c = mpzpzpz ® transpzps:qz ’

so the rule allows the reactian\, ¢/, where
! — .
C = Mpy, ® transpzps:qz ’

a token has been removed from eachpgfp; and one placed op,, exactly as is
dictated by the conventional net firing rule.

Now consider®b. According to the normal understanding of Petri nets, its single
transition cannot fire (since it lacks a precondition); therefore, because praguct (
must preserve reaction, the single transitiorb ghust be unable to react INETC.
Indeed, the control rule does not allow it to react, since it contains no restriction.

In NETC, a net must be seen only agartial description of the pre- and post-
conditions on its named transitions, since a coalescence can add further conditions.
It is only when a transition’s name is restricted (i.e. removed from the net-diagram)
that we can assume its description todmnplete and thus know when it may fire.

This shows thalNETC contains more than Petri nets as they are normally con-
sidered; it contains also partial descriptions of nets. Such partial descriptions can be
combined by product and composition; they can also be instantiated, using abstrac-
tions. Such instantiation may even coalesce two existing (named) places; for example
the netd’ = (py)-(p3)b (not shown) is likeb except that places is coalesced with
placeps.

Hitherto we have drawn Petri nets in the conventional way. As an example of
how they appear as action graphs, here is the reaetiqn’ discussed above. Note
how a control molecules represents an un-named transition.
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o, Pre . pre e 12
P2 fj Paacy 20 D P
(_\./
\E)st ™~ v \ post
q2 ) 7 a2 Om

mpzpzps ® transpzm;qz \4 mpzqz ® transpzm;qz

We now have two ways to present Petri nets graphically; the conventional way, and
as action graphs. It appears that the former is just a streamlined version of the latter,
exploiting the particular nature of tHeETC controls.

Space prevents us from discussing the constructions of this action calculus further,
but several points arise even from what has been said.

First, it appears that the notion of restrictionis of general significance, not
merely confined to the-calculus.

Second, it seems worth pursuing the theory of parametric Petri nets; its algebraic
treatment appears remarkably natural, and can be based on four simple controls.

Third, it is worth considering how to combine the basic ideas of net theory with
the dynamic reconfiguration suggested by thealculus, within the single framework
of action calculi. The form of the control rule IRETC ensures that the structure of
a net remains unchanged after the firing of a transition, as is standard in net theory;
but in the context of action calculi it is easy to propose variants of the rule which
allow some reconfiguration to occur.

Fourth, it is striking that only controls with rank O are needed to define nets. This
suggests that careful study is needed to determine in what sense parametric controls
add expressive power to action calculi.

6 The equational theory of action calculi

We shall now give an alternative characterisation of action calculi, which reveals
clearly their algebraic status.

The characterisation is this: For each s&f of controls, the action calculus
AC(.7) is isomorphic to the quotient of a term algebra by a certain congruence.
The terms are generated by the data, discard, action structure and control operators;
the congruence is induced by the basic action structure axioms together with further
axioms. The latter, which we shall call tiiaming axioms, are common to all action
calculi.

To define the terms we first introduce constapts: ¢ — p (for eachz : p) and
w : p—e (for eachp), corresponding to the naming actions.

6.1 Definition (Terms) Theterms over.7Z’, denoted byT(.7), are generated as
follows (we lets, ¢t range over terms):

=id|s - t|s @ t|ab,t|(x)|w| Kt
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where the constructions have arities dictated by the arity rules. The notiofrseof
nameandbound nameare standardab, bindsz and(x) represents a free occurrence
of z. The set of names free iris denoted byn .

6.2 Definition (Derived operations)We define an alternative forix)¢ of abstrac-
tion (see also 4.8, 4.9) and theermutations p,,, as follows, together with some
abbreviations:

1) @t = abyt-(w®id)
@t T @y @t (F=a1--- 2, all distinct r > 0)
(T) < () ® - Q@ (x,) (F=z1-20, 7>0)

@ Pn & @D @:m, 7in).

Note thatp,,,, is defined using garticular vector zy of distinct variables; when
a-conversion is proven, we shall be justified in choosing these variables at will.

6.3 Definition (Theory AC) Theequational theory AC is the set of equations upon
terms generated by the action structure axioms together with the follomangng
axioms

Y @t=w®t (xr & fnt)

6 ()((z)®idy) = idpem (z:p)

C: P t®8)=(s®@t)-py, (s:k—L t:m—n)

o (y@idy) @t ={yz}t ({:m—n).

An equivalent form ofy is ab,t = id ® ¢; as we saw in Proposition 4.10, this is
one way of asserting that does not appear free in the molecular form corresponding
to t. The axiomé asserts essentially that abstracting a name from the corresponding
datum is just the identity. The axioghis one of the coherence laws which assert that
the permutationg constitute asymmetryon the underlying monoidal category; the
other two coherence conditions are provabl&@. Finally, o asserts that to compose
a datum with an abstraction is the same as doing a textual substitution.

It is easy to see, informally, that these axioms hold when we think a$ a
molecular form. The essence of what follows is that these simple truthallawe
need to assert, above the action structure axioms, to characterize molecular forms
completely.

We shall write T(.77)/AC to mean the quotient of the term algebré7") by
the congruence induced by the thedkZ. In order to prove that this quotient is
isomorphic to the static action calculd&C*(.77") (presented in molecular form) we
first prove several consequences of the th&dty We shall writeAC - s = ¢ to mean
that s = ¢ is provable inAC.
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6.4 Proposition The following are provable i\C:

(1)
(2
a: (3)
(4)
)
(6)
(7)
(8)
9)

Proof

1)

)

©)

(4)

®)

(6)

@)

(x) - w =id,
@)(s-t)=(x)s-t
(@)t = ){Y}t

(@)(t ®id) = (2)t ® id
@(s@t)=@)st
ab,t = (v)((x) ® 1)
ab,t=id®t

(x &)
(y €fnt)

(x &)
(x &)

@t = Py, @1d) - @D (T2 m, 32 1)

(@) =id .

ACH (x) - w

ACF (z)(s - t)

AC - y){y=}t

AC I (@)(t @ id)

ACF @)(s ® t)

AC I ab,t

AC F ab,t

ide .

ab,s - (o)t

ab,s  (w®t)
ab,s - (w®id) -t
(®)s -t .
w)(((y) @id) - (@)t)
@y ®id) - ()t
(@)t .

@ ({#/x}t @ id)

@)(((z) @ id)-(x)t @ id)

731

6.2(1)

6.2(1)

Q

(2)

g

@)(((z) ® id ® id) - ()t ® id))

(@)((z)®@id @ id) - (@)t ® id)

@t ®id .

@) ((s ®id) - (id ® t))
(@)(s ®id) - (id @ t)
(v)s®id) - (id ®t)
®sRt .

ab,t - (x)((z) ® id)
@(t - ((z) ®id))
@((z) ®1) .

@((x) @t)
@)(((z) ®id) - (id ® 1))
(@)((z) ®id) - (id ® t)
id®t.

@EFP(GT) @ id) - Gt

@Y () @ id) - (yD)t)
(TPt .

(2)
)

(2)
(4)

P
6.2(1)

(6)

(2)
6

6.2(2) (5)°
@
(o2
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(9) Induction on length of?. Basis true by definition. Step:
AC F (y)(z) @@ (@) - () @ id))

= @@ - ((v) ®id)) 2)
= @((z) ®id) induction
= id. ) O

To demonstrate our isomorphism, we define translations back and forth between
AC3(.72") andT(.72)/AC, and prove that they are inverse to one another.

We begin with a translatio—) : AC*(7") — T(7")/AC. The translatioru is
defined inductively on the structure of the molecular farnfirst we translate each
a € AC*(.72") to a term without assuming thatis subject to alpha-conversion and
commutation of molecules. Then we show thay ifan be transformed tbby these

operations, their translations are provably equal@ The translatior(—\) is therefore
well-defined fromAC*(.7%") to T(7")/AC.

Note that some notations —eg:)— are used both within molecular forms and for
terms. This abuse of notation is always consistent with our translation; it sometimes
makes the translation look like an identity function.

6.5 Definition (Translating molecular forms to terms) The function(/—\) is defined
inductively as follows:

0 def | D) if [ is empty
@y = Lo ST - =
@) - Ké- @p'(y)) if =y, whered = (4) Kc'(@').

The following is easily proved by induction an

6.6 Proposition fna = fn a.

Using this, the following can be proved simultaneously by inductiormon

6.7 Proposition The translation(/—\) preserves alpha-convertibility and substitution,
ie.

(1) Ifbis an alpha-variant ofz thena - b=a;
(2) If o is a substitution{7/z} thena + 5a = oa .

Now we complete the proof that
6.8 Proposition The translatior(f) P ACS( ) — T(727)/AC is well-defined.

Proof. We have already shown that the translations of alpha-variant molecular forms
are provably equal terms (ba). It remains to show that the translations of forms
which only differ by admissible commutation of molecules are provably equaln

It will be enough to show for : e —n that

if a1 = p1pza anday = pppupa thenACH ay = as
provideduy, and u, are commutable. So let
pa = (u1)K1ci(v1) and pg = (u2) K2c3(02)

wherev; are not free inu, andv; are not free inu;. Then
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ACH @ )+ Kaci - @)({1i2) - Kac - (03)0)
uy) - ch;i -abg ((uz) - ch;é) - (01v9)a

)+ Kaci - (id @ (up)- Ka63) - (0102)a by 6.4(7)

|
~ o~ o~ o~ o~

u
(u1)- K161 ® (u)-K23) - (0102)a
= ((u2)- K263 @ (u1)- K161) - Prpyyy, - (010200 DY €
= ((u2)-K2c3 ® (u1)-Kici) - (Uavn)a by 6.4(8)
= az by symmetry. O

It is worth noting that we have used all four axioms §, ¢ and o in establishing
this well-definedness.

When working inAC we shall often abbreviatdC + ¢ = u to ¢ = u, giving
reasons (e.g. the axiom used) where necessary.

From now on we shall write a superscriftthus

id-” R o ab,,m/z ()" w” K"

on the seven operations defined over molecular forms in Definitions 4.4, 4.6 and 4.7,
to distinguish them from the corresponding term-building operations(.ir"). Our
next task is to show that, as we expect, our translation respects this correspondence.

6.9 Proposition The translation(/—\) preserves the action structure operations, data,
discard and controls, i.e. the following are provableAg:

(1) id” =id ) @7 =@
) a“b=a-b 6) w’=w
) av“b=a®b (7) K~(d=Ke.

4) ab/a=ab,a

Proof

(1) By 6.4(9).

(2) Leta = (@) X (@) andb = () ji (%), where (after suitable alpha-conversion) no name
bound in one occurs in the other. We use induction on the length ¢ff X is
empty thena = (@)(r) anda = @)(T). Also b= (17)b0 where by = i (/). Now

a-"b = (@) ofi (o), Whereo = {Z/5}; soa- a-"h = (a’)abo—(a’)abo by 6.7(2). On the
other hand

a-b = @) - @b
@((T) - (W)bo) by 6.4(2)

If X = AN, where) = (@) K& ('), then leta’ = (/) X' (Z). Then
a-”b = @) Ke-a-"b ~“b) by definition of (=)
= (ﬁ)((w Ké-d b) by induction
Ke-

= (@) a)-b by 6.4(2)

= a-b.
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(3) Itis an easy induction to prove that> “id“ = a®id, and thaid b = id ©b.

Then we can use case (2) above to deduge’d = @wid)-(dob)=axb.
(4) From 4.9 we have thab a = (z)“((z)”®"a). SO

@) ()7 &#a) by definition
@)((x)” @a) by case (3)

@)((z) ® a) by (5)
ab,a by 6.4(6)

(5), (6), (7) Immediate. O

ab/a

We now turn to the translation in the other direction, fra@ifi72)/AC to AC*(.7).
We first define the obvious translation frohg72):

6.10 Definition (Translating terms to molecular forms) Define[—] : T(7#) —
AC?*(.72") inductively as follows:

[id] = @) (2] = (@)~
[ = [ 1 [l = w
s = [0 [E@1 = K14 .
[ab,i] = ab/[t]

The following is an easy induction:

6.11 Proposition fn[t] C fn¢.

We cannot expect equality here; note that for terms we taye-t) = fnsufnt,
but in general for molecular fornfs (a - b) # fn a Ufn b; considera = (x)#, b = w”.

The following is also an easy induction, since-J[is defined inductively on
term-structure:

6.12 PropositionThe translation] —] preserves the action structure operations, data,
discard, controls and substitution.

We now come to the important property of[:

6.13 Proposition The translation] —] is a well-defined function frofi(7")/AC to
AC:(.72); that is, if AC I s =t then[s] = [ ¢].

Proof It is enough to prove the result whéns = ¢ is an instance of a basic axiom

of action structures or one of the naming axioms. In each case, one uses the fact that
[—1 is defined inductively on the structure of terms. In the casé oft therefore
remains to show that) “((zy~ ®id,7) = id,,; this is routine calculation with the
operations as defined in 4.4 and 4.6. The cagesimilar. In the case aof, one also

needs [¥/z}t] = {¥/}[t] (Proposition 6.12). The case fert (x)t = w®t (z & fn t)

works just becausén [t] C fnt (Proposition 6.11). For since also ¢ fn[t], we

have

[ = @ “[t] by definition
= w”®”[t] by Props 4.8,6.11

[wat] by definition. O



Calculi for interaction 735

We are now ready to prove that the molecular forms are, effectively, normal forms for

the theoryAC. We have already established that the two translal(e»\r)sand [-1 are
well-defined betweeAC*(.77) andT(.72)/AC. We next show that they are mutually
inverse:

6.14 PropositionFor all termst, AC m =t

Proof Straightforward, since {] is defined inductively via the operations, a@)
preserves all of them (Proposition 6.9)1

6.15 PropositionFor all molecular formsa, [a] = a.

Proof We proceed inductively on the size of The base case is easy. Now suppose
a =@ @). If A= Z)K') then

= @2 Ke-a) whered = @) N (@) .

So we have
|[Zl\]| = (f),//,«z)_/a A K/ﬁl[’c_‘,]l o |[a/,\’]|)
= (50’)'“((5’)'/‘ A K/Aé*.,/é a/) by induCtiOn
e by calculation

Finally, with Propositions 6.7—6.9 and 6.12—6.15 we have established

6.16 Theorem (Molecular normal form) The translations(/:) and [—] between
AC*(.72") and T(.72)/AC constitute a static isomorphism of action structures, which
moreover preserves the control operatiofise .77, the data(z), the discardw and
the substitutiong¥/z}.

This static isomorphism may be extended to a dynamic one by defining a reaction
relation Y\, either onAC*(.7¢") or on T(Z2") by control rules, and transferring it to
the other by use of the static isomorphism.

7 Related and future work

Since action calculi are a special class of action structures of an operational character,
it is important to find the abstract interpretations of each calculus as a particular class
of action structures. Indeed, this was a prime reason for inventing the action structure
framework. The first step in this direction is taken by Mifsud, Milner and Power [14].
Given a signaturezZ” and set#2 of control rules over7Z', a category CS¢Z . 72) of
action structures with added structure is defined calleattéimrol structureover.72
and.72; the action calculuf\C(.7Z",.22) (equipped also with the naming and control
operations of 4.6 and 4.7) is shown to be initial in G&(.#2). These categories are
characterized by equational axioms which depend only mildly ugén

Action calculi rely on the concept afaming since this is the means of building
molecular structures, and of defining those configurations which are susceptible to
reaction (redexes). Although explicit namegy, . .. are handy for this purpose, nam-
ing structure can in fact be presented more abstractly. Gardner [5] has defined a class
of closed (i.e. name-free) action calculi, and demonstrates a precise correspondence
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with those presented here. Hermida and Power [6] have given a name-free treatment
of control structures; theifibrational control structuregprovide deeper mathematical
insight into the nature of the interpretations of action calculi.

Since there is a well-developed model theory for thealculus, one expects
existing models to take their place naturally as control structures. It remains to verify
that this is so, or to tackle any problems which prevent it being so. For process
calculi there is not such a well-developed model theory, but the same task must be
attempted for models which do exist. In particular, CSP and its failures model should
be examined in this framework. Another approach to modelling process calculi has
been to quotient the syntactic algebra by a congruence, the most common being
bisimilarity. Some work in this direction is being done by Mifsud [13] for a version
of the w-calculus. A more general problem is to find a notion of bisimilarity which
applies uniformly to all — or a large class of — action calculi. This appears to require
some constraint upon the form which control rules may take.

This raises a broader question: Can we find means of classifying action calculi
in terms of their control rules? Once we have set up the action calculus framework,
it is evident that the entire difference between one action calculus and another lies
in their dynamics; we have thus provided a setting in which the variety of dynamic
disciplines can be analysed.
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