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Abstract
It is important to be able to monitor the network and detect this failure when a connection (an
edge) fails. For a vertex set M and an edge e of the graph G, let P(M, e) be the set of pairs
(x, y) with a vertex x of M and a vertex y of V (G) such that e belongs to all shortest paths
between x and y. A vertex setM of the graphG is distance-edge-monitoring set if every edge
e of G is monitored by some vertex of M , that is, the set P(M, e) is nonempty. The distance-
edge-monitoring number of a graphG, recently introduced by Foucaud, Kao, Klasing,Miller,
and Ryan, is defined as the smallest size of distance-edge-monitoring sets of G. In this paper,
we determine the bounds of the distance-edge-monitoring number of grid-based pyramids
and the exact value of distance-edge-monitoring number for M(t)-graph and Sierpiński-type
graphs. We also compare the distance-edge-monitoring set with average degree, the size of
edge set and the size of vertex set of G, where G is M(t)-graph or Sierpiński-type graphs.

1 Introduction

The networks are naturally modeled by finite undirected simple connected graphs, whose
vertices represent computers and whose edges represent connections between them. It is
important to be able to monitor the network and detect this failure when a connection (an
edge) fails. A (hopefully) small set of vertices, called probes, of the network will be selected.
At any given moment, a probe of the network can measure its graph distance to any other
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vertex of the network. Whenever some edge of the network fails and one of the measured
distances changes, our aim is that the probes are able to detect the failure of any edge.

Probes that measure distances in graphs are present in real-life networks; for instance,
this is useful in the fundamental task of routing [8, 12]. They are also frequently used for
problems concerning network verification [1–3].

For a graph G, let V (G), E(G), |V (G)|, e(G) denote the set of vertices, the set of edges
and the cardinal number of V (G) and E(G), respectively. If G is a path, then e(G) also
denote the length of G. We denote d(G) the average degree of the vertices of G. Let G − e
denote the subgraph obtained by deleting edge e from G. Let dG(x, y) denote the distance
between two vertices x and y in a graph G, without causing confusion, we can abbreviate it
to d(x, y).

Definition 1 [10] For a set M of vertices and an edge e of a graph G, let P(M, e) be the set
of pairs (x, y)with x a vertex of M and y a vertex of V (G) such that dG(x, y) �= dG−e(x, y).
In other words, e belongs to all shortest paths between x and y in G.

Definition 2 [10] For a vertex x , let EM(x) be the set of edges e such that there exists a
vertex v in G with (x, v) ∈ P({x}, e).

If e ∈ EM(x), then we say that e is monitored by x . For a given vertex set A = {xi | 1 ≤
i ≤ k}. In this paper, we denote EM(A) = ⋃k

i=1 EM(xi ).

Definition 3 [10] A set M of vertices of a graph G is distance-edge-monitoring set if every
e of G is monitored by some vertex of M , that is, the set P(M, e) is nonempty. Equivalently,⋃

x∈M EM(x) = E(G).

Definition 4 [10] The distance-edge-monitoring number dem(G) of a graph G is defined as
the smallest size of a distance-edge-monitoring set of G.

Foucaud et al. [10] showed that determining dem(G) for an input graph G is an N P-
complete problem, even for apex graphs. They also showed that dem(G) is lower-bounded
by the arboricity of the graph, and upper-bounded by its vertex cover number.

Thepyramids network is one of the important network topologies as it has beenused in both
hardware architectures and software structures for parallel computing, graph theory, digital
geometry, machine vision, and image processing [7, 13, 15, 16]. M(t)-graph and Sierpiński-
type graphs are used in the design of interconnection networks, distributed systems, parallel
algorithms, and combinatorial optimization algorithms [4, 5, 9, 11, 17, 18].

In the following sections, we study the distance-edge-monitoring numbers of grid-based
pyramids, M(t)-graph and Sierpiński-type graphs. We also compare the distance-edge-
monitoring set with d(G), e(G) and |V (G)|, where G ∈ {S(n, k),ST (n, 3),M(n)}.

2 Preliminary

For any subset A ⊆ V (G), let G[A] be the subgraph induced by A. Let X ⊆ V (G) and
Y ⊆ E(G). We will use V (G) \ X , E(G) \ Y to denote the set obtained by deleting vertices
of X from V (G) and the set obtained by deleting edges of Y from E(G). The edge e = uv
can also be represented as e = (u, v). The Cartesian product of G and H is a graph,
denoted as G�H , whose vertex set is V (G) × V (H). Two vertices (u, v)∗ and (u′, v′)∗
are adjacent precisely if u = u′ and vv′ ∈ E(H), or uu′ ∈ E(G) and v = v′. Thus,
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V (G�H) = {(u, v)∗ | u ∈ V (G) and v ∈ V (H)}, E(G�H) = {((u, v)∗, (u′, v′)∗) | u =
u′, vv′ ∈ E(H) or uu′ ∈ E(G), v = v′}. The open neighborhood N (v) of the vertex v of
G is defined by NG(v) = {u ∈ V | uv ∈ E} and the closed neighborhood NG [v] of v by
NG [v] = {v} ∪ NG(v). In this paper, we denote by EG [X , Y ] the set of edges of G with one
end in X and the other end in Y .

The a × b grid graph is the Cartesian product Pa�Pb of path graphs on a and b vertices;
here, we write it as Ga,b. Let m be a positive integer and we will use 〈m〉 to denote the set
{0, 1, 2, . . . ,m}. Given a vertex x of a graph G and an integer i , let Li (x) denote the set of
vertices at distance i of x in G.

Foucaud et al. obtained the following results.

Theorem 2.1 [10] For any integers a, b ≥ 2, we have

dem(Ga,b) = dem(Pa�Pb) = max{a, b}.
Theorem 2.2 [10] Let x be a vertex of a connected graph G. Then, an edge uv belongs to
EM(x) if and only if u ∈ Li (x) and v is the only neighbor of u in Li−1(x), for some integer
i .

Theorem 2.3 [10] For positive integers n,m with n ≥ 1 and m ≥ 3, we have dem(Kn) =
n − 1 and dem(Cm) = 2.

Theorem 2.4 [10] Let G be a graph and x a vertex of G. Then, for any edge e incident with
x, we have e ∈ EM(x).

3 Results for grid-based pyramid networks

A grid-based pyramid of n levels, denoted by PM(n), consists of a set of vertices
V (PM(n)) = {(k; x, y) | 0 ≤ k ≤ n, 1 ≤ x, y ≤ 2k} and a set of edges E(PM(n)) =
{((k; x1, y1), (k; x2, y2)) | |x1 − x2| + |y1 − y2| = 1, 0 ≤ k ≤ n, 1 ≤ x1, x2, y1, y2 ≤
2k} ∪ {((k; x, y), (k + 1; 2x − 1, 2y − 1)), ((k; x, y), (k + 1; 2x − 1, 2y)), ((k; x, y), (k +
1; 2x, 2y − 1)), ((k; x, y), (k + 1; 2x, 2y)) | 0 ≤ k ≤ n − 1, 1 ≤ x, y ≤ 2k−1}.

If ((k; x, y), (k + 1; x ′, y′)) ∈ E(PM(n)), then the vertex u = (k; x, y) is said to be the
parent of u′ = (k + 1; x ′, y′), denoted by P(u′) = u. Conversely, u′ is a child of u, denoted
by C(u) = u′. Let Pi (u) (Ci (u)) denote the i-th ancestor (descendant) of a vertex u, which
is defined as follows:

(i) i = 0, P0(u) = u,C0(u) = u;
(i i) i = 1, P1(u) = P(u) (C1(u) = C(u)) is simply the parent (a child) of u;
(i i i) i ≥ 2, Pi (u) = P(Pi−1(u)) (Ci (u) = C(Ci−1(u))) is the parent (a child) of Pi−1(u)

(Ci−1(u);

Let vertex set A = {vi | 1 ≤ i ≤ n}, we denote Pk(A) as
⋃n

i=1 P
k(vi ). The vertex

v0 = (0; 1, 1) is said to be a root of PM(n). Here, we write the subgraph at level k as Gk

for convenience, where 0 ≤ k ≤ n. Let E(i → (i + 1)) denote the set of all edges between
level i and level i + 1 and |E(i → (i + 1))| = 4i+1 where 0 ≤ i ≤ n − 1. For other related
properties of pyramid networks, readers can read [6, 13, 14].

Example 3.1 For n = 2, we have V (PM(2)) = {(0; 1, 1), (1; i, j), (2; p, q) | 1 ≤ i, j ≤
2, 1 ≤ p, q ≤ 4} and E(PM(2)) = {E(Gi ) | 1 ≤ i ≤ 2} ∪ {E(i → (i + 1)) | 0 ≤ i ≤ 1};
see Fig. 1.
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PM(2)

(0; 1, 1)

(1; 1, 1)

(1; 1, 2) (1; 2, 2)
(1; 2, 1)

(2; 1, 1)

(2; 1, 2)

(2; 3, 1) (2; 4, 1)

(2; 4, 4)

(2; 2, 1)
G2

G1

E(1 → 2)

E(0 → 1)

Fig. 1 The graph PM(2)

Lemma 3.1 Let G be a connected graph. For any x ∈ V (G), if dG(x, u) = dG−uv(x, u) and
dG(x, v) = dG−uv(x, v), then uv /∈ EM(x), where uv ∈ E(G).

Proof SincedG(x, u) = dG−uv(x, u) anddG(x, v) = dG−uv(x, v), it follows that there exists
a shortest path P1 (reps. P2) from u (reps. v) to x with uv /∈ E(P1) (reps. uv /∈ E(P2)), and
hence |e(P1) − e(P2)| ≤ 1.

Claim 1 uv /∈ EM(x).

Proof Assume, to the contrary, that uv ∈ EM(x). From the definition of EM(x), there
exists a vertex y ∈ V (G) such that dG(x, y) �= dG−uv(x, y), that is, uv belongs to all the
shortest paths connecting x and y. We choose one such a path, say Q1. Then uv ∈ E(Q1).
Without loss of generality, suppose that dQ1(y, u) < dQ1(y, v). Then, there exists a path
P from x to u through P1, then to y, and hence e(P) = e(P1) + dQ1(y, u) ≤ e(Q1) =
min{dQ1(y, u) + e(P2), dQ1(y, v) + e(P1)} + 1 and uv /∈ E(P), contradicting to the fact
that all shortest paths from x to y must contain uv. 
�
From Claim 1, we have uv /∈ EM(x), as desired. 
�
Lemma 3.2 Let G be a connected graph. If there is only one shortest path P connecting u
and v, then E(P) ⊆ EM(u), where u, v ∈ V (G).

Proof For any edge xy ∈ E(P)with dP (u, x) ≥ dP (u, y), if xy /∈ EM(u), then dG(u, x) =
dG−xy(u, x), it means that there exists another shortest path from u to v, a contradiction.
Therefore, xy ∈ EM(u) for any edge xy ∈ E(P) with dP (u, x) ≥ dP (u, y). Similarly,
xy ∈ EM(u) for any edge xy ∈ E(P) with dP (u, x) < dP (u, y), and hence E(P) ⊆
EM(u). 
�
Lemma 3.3 Let G be a connected graph with M ⊆ V (G) and v /∈ M. For any vertex x ∈ M,
if there exists a shortest path Pvx from v to x such that E(Pvx ) ∩ E(G[M]) = ∅, then
E(G[M]) ∩ EM(v) = ∅.
Proof For any edge xy ∈ E(G[M]), there exist two shortest paths Pvx , Pvy from v to x and
y, respectively. Since E(Pvx ) ∩ E(G[M]) = ∅ and E(Pvy) ∩ E(G[M]) = ∅, it follows
that dG−xy(v, x) = dG(v, x) = e(Pvx ) and dG−xy(v, y) = dG(v, y) = e(Pvy). From
Lemma 3.1, we have E(G[M]) ∩ EM(v) = ∅. 
�
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Observation 3.1 Let G = PM(n) be pyramid network graph, and let (0; 1, 1) be a root of
G, (i; x, y) ∈ V (Gi ) (1 ≤ x, y ≤ 2i ). Then dG((0; 1, 1), (i; x, y)) = i .

Lemma 3.4 Let t = (0; 1, 1) be the root of PM(n). For each i (0 ≤ i ≤ n − 1), we have

E(i → (i + 1)) ⊆ EM(t).

Proof For any vi = (i; x, y) ∈ V (Gi ), where 1 ≤ x, y ≤ 2i , we have dPM(n)(t, vi ) = i for
0 ≤ i ≤ n. Then there exists only one vertex P(vi ) in Gi−1, say P(vi ) = (i − 1; x1, y1)
such that (x, y) ∈ {(2x1, 2y1), (2x1 + 1, 2y1), (2x1, 2y1 + 1), (2x1 + 1, 2y1 + 1)} and
vi P(vi ) ∈ E(PM(n)). Let vi−1 = (i − 1; x1, y1). Similarly, there exists only one vertex
P(vi−1) in Gi−2, say P(vi−1) = (i − 2; x2, y2) such that (x1, y1) ∈ {(2x2, 2y2), (2x2 +
1, 2y2), (2x2, 2y2 + 1), (2x2 + 1, 2y2 + 1)} and vi−1P(vi−1) ∈ E(PM(n)). Let vi−2 =
(i − 2; x2, y2). Continue this process, we can find a shortest path P = tv1v2 . . . vi−1vi from
t to vi , where v j ∈ V (G j ) and 1 ≤ j ≤ i .

Claim 2 P is the unique shortest path form t to vi .

Proof Assume, to the contrary, that there exists another shortest path Q from t and vi . Then,
there exists a vertex w ∈ V (Q)\V (P), without loss of generality, say w ∈ V (Gk) (1 ≤
k ≤ i − 1). Clearly, w �= vk and hence d(w, vk) ≥ 1. This means that e(Q) = d(vi , w) +
d(w, t) ≥ (i − k) + 1 + k = i + 1 > e(P), a contradiction. 
�

From Claim 2, P is the unique shortest path from t to vi . From Lemma 3.2, E(P) ⊆
EM(t), where t ∈ V (G), and hence E(i → (i + 1)) ⊆ EM(t). 
�
Lemma 3.5 Let PM(n) be a pyramid network graph. For any vertex (n; x, y) ∈ V (Gn),
where 1 ≤ x, y ≤ 2n, we have ({((n; x + i, y), (n; x + i + 1, y)) | − 2 ≤ i ≤ 1} ∪
{((n; x, y + i), (n; x, y + i + 1)) | − 2 ≤ i ≤ 1}) ∩ E(Gn) ⊆ EM((n; x, y)).
Proof From Theorem 2.4, we have ({((n; x + i, y), (n; x + i + 1, y)) | − 1 ≤ i ≤ 1} ∪
{((n; x, y + i), (n; x, y + i + 1)) | − 1 ≤ i ≤ 1}) ∩ E(Gn) ⊆ EM((n; x, y)) for any
vertex (n; x, y) ∈ V (Gn). Let e = ((n; x − 2, y), (n; x − 1, y)), where 3 ≤ x ≤ 2n and
1 ≤ y ≤ 2n . There exists only one shortest path P = (n; x −2, y)(n; x −1, y)(n; x, y) from
(n; x, y) to (n; x−2, y). Thus,dPM(n)((n; x, y), (n; x−2, y)) �= dPM(n)−e((n; x, y), (n; x−
2, y)), we have e ∈ EM((n; x, y)). Similarly, for any edge e ∈ ({((n; x + 1, y), (n; x +
2, y)), ((n; x, y − 2), (n; x, y − 1)), ((n; x, y + 1), (n; x, y + 2))}) ∩ E(Gn), we have e ∈
EM((n; x, y)). Therefore, ({((n; x + i, y), (n; x + i + 1, y)) | − 2 ≤ i ≤ 1} ∪ {((n; x, y +
i), (n; x, y + i + 1)) | − 2 ≤ i ≤ 1}) ∩ E(Gn) ⊆ EM((n; x, y)). 
�

To find the upper bound of dem(PM(n)), we need to determine the distance-edge-
monitoring set M of Gn . By Lemma 3.5, Algorithm 3.1 gives the method of finding the
set M . We first divide V (Gn) into 4n−1 parts Vi, j = {(2i, 2 j), (2i + 1, 2 j), (2i, 2 j +
1), (2i + 1, 2 j + 1)}, where 1 ≤ i, j ≤ 2n−1. Then, we choose a vertex from each set Vi, j
and put them in the new set M . If E(Gn) − EM(M) = ∅, then we get the desired set M . If
E(Gn)−EM(M) �= ∅, thenwe choose an incident vertex of every edges of E(Gn)−EM(M)

and put them in set M , and hence we find the desired set M .

Lemma 3.6 Let PM(n) be a pyramid network graph, and

A = {(n; 4(i + 1), 4 j + 1), (n; 4i + 2, 4 j + 2), (n; 4i + 3, 4 j + 3),

(n; 4i + 1, 4( j + 1)) | 0 ≤ i ≤ 2n−2 − 1, 0 ≤ j ≤
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Algorithm 3.1 The algorithm of finding a distance-edge-monitoring set M of the grid graph
Gn .
Input:

A grid graph Gn ;
Output:

A vertex set M;
1: A ← ∅;
2: for i = 1 : [2(n−1)] do
3: for j = 1 : [2(n−1)] do
4: A ← Cartesian Product (A, {(2i − 1, 2 j − 1), (2i − 1, 2 j), (2i, 2 j − 1), (2i, 2 j)}),
5: where Cartesian Product (A, B) is the Cartesian Product between set A and set B.
6: i++
7: end for
8: j++
9: end for
10: for M in A do
11: (choose a vertex set M from the elements of Cartesian Product A.)
12: F ← E(Gn);
13: for vertex (i, j) in M do
14: for i1 = −2 : 1 do
15: if 1 ≤ i + i1 ≤ 2n − 1 then
16: F ← F \ {(i + i1, j), (i + i1 + 1, j)};
17: end if
18: end for
19: for j1 = −2 : 1 do
20: if 1 ≤ j + j1 ≤ 2n − 1 then
21: F ← F \ {(i, j + j1), (i, j + j1 + 1)};
22: end if
23: end for
24: if F = ∅ then
25: return M .
26: end if
27: if F �= ∅ then
28: for e ∈ F do
29: M1 ← M ∪ {u} where u is one of the incident vertices of e.
30: end for
31: end if
32: b ← 4n

33: if |M1| ≤ b then
34: M ← M1
35: b ← |M|
36:
37: return M .
38: end if
39: end for
40: end for

2n−2 − 1} ∪ {(n; 4i + 1, 1), (n; 1, 4i + 1) | 0 ≤ i ≤ 2n−2

− 1} ∪ {(n; 4 j, 2n), (n; 2n, 4 j) | 1 ≤ j ≤ 2n−2}.
For any e ∈ ∪n

k=1E(G
k), we have e ∈ EM(A).

Proof Let edge set B = {((n; 4i + 1, 1), (n; 4i + 1, 2)), ((n; 1, 4i + 1), (n; 2, 4i +
1)), ((n; 4 j, 2n−1), (n; 4 j, 2n)), ((n; 2n−1, 4i+1), (n; 2n, 4i+1)) | 0 ≤ i ≤ 2n−2−1, 1 ≤
j ≤ 2n−2}. By Lemma 2.4, the edges in B can be monitored by its incident vertex. Thus, we
have B ⊆ EM({(n; 4i+1, 1), (n; 1, 4i+1), (n; 4 j, 2n), (n; 2n, 4 j) | 0 ≤ i ≤ 2n−2−1, 1 ≤
j ≤ 2n−2}) FromLemma 3.5, the vertex set {(n; 4(i+1), 4 j+1), (n; 4i+2, 4 j+2), (n; 4i+
3, 4 j + 3), (n; 4i + 1, 4( j + 1)) | 0 ≤ i ≤ 2n−2 − 1, 0 ≤ j ≤ 2n−2 − 1} can monitor edges
in E(Gn) \ B. Hence, E(Gn) ⊆ EM(A).

For any e = ((n−1; a, b), (n−1; a+1, b)) ∈ E(Gn−1), there exists one vertex (n; x, y) ∈
A∩(C((n−1; a−1, b))∪C((n−1; a+2, b))). If (n; x, y) ∈ A∩C((n−1; a−1, b)), then
there exists only one shortest path P = (n; x, y)(n−1; a−1, b)(n−1; a, b)(n−1; a+1, b)
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from (n; x, y) to (n − 1; a + 1, b). Similarly, there exists a unique shortest path P ′ =
(n; x, y)(n − 1; a − 1, b)(n − 1; a, b) from (n; x, y) to (n − 1; a, b). From Lemma 3.2,
we have e ∈ EM((n; x, y)). If (n; x, y) ∈ A ∩ C((n − 1; a + 2, b)), then there exists
only one shortest path Q = (n; x, y)(n − 1; a + 2, b)(n − 1; a + 1, b) from (n; x, y) to
(n − 1; a + 1, b). Similarly, there exists a unique shortest path Q′ = (n; x, y)(n − 1; a +
2, b)(n − 1; a + 1, b)(n − 1; a − 1, b) from (n; x, y) to (n − 1; a, b). From Lemma 3.2, we
have e ∈ EM((n; x, y)). Therefore, E(Gn−1) ⊆ EM(A).

Let edge e = ((k; a, b), (k; a′, b′)) ∈ E(Gk) where 1 ≤ k ≤ n − 2. Since V (Gk) =
Pn−k(A), we can find a vertex (n; x, y) ∈ A∩Cn−k((k; a, b)) such that there exists only one
shortest path P = (n; x, y)P((n; x, y)) P2((n; x, y)) · · · Pn−k+1((n; x, y))(k; a, b) from
(n; x, y) to (k; a, b). Similarly, there exists only one shortest path Q = (n; x, y)P((n; x, y))
P2((n; x, y)) · · · Pn−k+1((n; x, y))(k; a, b) (k; a′, b′) from (n; x, y) to (k; a′, b′). There-
fore, e ∈ EM(A) for any e ∈ ∪n

k=1E(G
k). 
�

Lemma 3.7 Let PM(n) be a pyramid network graph. For any vertex (i; x, y) ∈ V (Gi )where
0 ≤ i ≤ n − 1 and 1 ≤ x, y ≤ 2i , we have E(Gn) ∩ EM((i; x, y)) = ∅.
Proof Let G = PM(n) and e = ((n; a, b), (n; a′, b′)) ∈ E(Gn). There exists a shortest
path from (i; x, y) to (n; a, b) (resp. (n; a′, b′)) through edge (P((n; a, b)), (n; a, b)) (resp.
(P((n; a′, b′)), (n; a′, b′))) that does not contain e, and thus

dG((i; x, y), (n; a, b)) = dG−e((i; x, y), (n; a, b)),
dG((i; x, y), (n; a′, b′)) = dG−e((i; x, y), (n; a′, b′)).

By Lemma 3.1, we have e /∈ EM((i; x, y)), and hence E(Gn) ∩ EM((i; x, y)) = ∅. 
�
Theorem 3.1 Let PM(n) be a pyramid network graph. Then,

2n ≤ dem(PM(n)) ≤ 4n−1 + 2n + 1.

Proof Let set A′ = {(n; 4(i + 1), 4 j + 1), (n; 4i + 2, 4 j + 2), (n; 4i + 3, 4 j + 3), (n; 4i +
1, 4( j +1)) | 1 ≤ i ≤ 2n−2, 0 ≤ j ≤ 2n−2}∪{(n; 4i +1, 1), (n; 1, 4i +1) | 0 ≤ i ≤ 2n−2}∪
{(n; 4 j, 2n), (n; 2n, 4 j) | 1 ≤ j ≤ 2n−2} and A = A′∪{(0; 1, 1)}. FromLemmas 3.4 and 3.6,
we have e ∈ EM(A) for any e ∈ E(PM(n)), and hence dem(PM(n)) ≤ 4n−1 + 2n + 1.

To show dem(PM(n)) ≥ 2n , by Theorem 2.1 and Lemma 3.7, we know E(Gn) can only
be monitored by V (Gn) and dem(Gn) = dem(G2n ,2n ) = 2n . Hence we need at least 2n

vertices to monitor all edges of E(Gn). 
�

4 Results forM(t) networks

In this section, we introduce a family of modular, self-similar and outer-planar graphs with
the small-world property. The graph M(t) [9], with vertex set V (M(t)) = {(0, 0)ti , (0, 1)ti ,
(0, 2)ti , (0, 3)

t
i , (1, 0)

t
i , (1, 1)

t
i , (1, 2)

t
i , (1, 3)

t
i }, where 1 ≤ i ≤ 2t−2 and t ≥ 2, is constructed

as follows:

For t = 0, M(0) has two vertices and an edge connecting them.
For t = 1, M(1) is obtained from two graphs M(0) connected by two new edges.
For t ≥ 2, M(t) is obtained from two graphs M(t −1) by connecting them with two new
edges. In each M(t − 1) the two vertices chosen are adjacent with maximum degree and
have also been used at step t − 1 to connect two M(t − 2).
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(0, 0)21

(1, 0)21 (1, 3)21

(0, 3)21

M(0) M(1) M(2)

M(3)

(0, 0)31

(1, 0)31
(1, 3)31

(0, 3)31

(0, 0)32

(1, 0)32 (1, 3)32

(0, 3)32

M(t)

M(t − 1)

M(t − 1)
moving edges

moving edges

Fig. 2 The graph M(t)

For other related properties of M(t)-graph, readers can read [4, 5].
If t = 0, then M(0) ∼= K2. If t = 1, then M(1) ∼= C4. If t = 2, then M(2) ∼= G2,4. Here,

we call the two edges of M(t) that connect two copies of M(t − 1) as moving edges, as the
red edges; see Fig. 2.

Theorem 4.1 For integer t ≥ 0, we have

dem(M(t)) =
{
2t , if 0 ≤ t ≤ 2;
2t−1, if t ≥ 3.

We prove the above theorem by the following lemmas. From Theorems 2.1 and 2.3, we
have following conclusion.

Lemma 4.1 dem(M(0)) = 1, dem(M(1)) = 2 and dem(M(2)) = 4.

Lemma 4.2 The edges in {((0, 0)ti , (1, 0)ti )), | 1 ≤ i ≤ 2t−2, t ≥ 2}∪{((0, 3)ti , (1, 3)ti )) | 1 ≤
i ≤ 2t−2, t ≥ 2} of M(t) can only be monitored by its incident vertex.

Proof Let e = ((0, 0)ta, (1, 0)
t
a) ∈ {((0, 0)ti , (1, 0)ti ) | 1 ≤ i ≤ 2t−2} andG = M(t). For x ∈

V (G), if x ∈ {(0, 0)ta, (1, 0)ta}, then it follows fromLemma2.4 that e ∈ EM(x). Suppose that
x /∈ {(0, 0)ta, (1, 0)ta}. Note that there exists a 4-cycle, say C4 = (0, 0)ta(1, 0)

t
a(1, 1)

t
a(0, 1)

t
a

containing e. If there exists a shortest path from x to (0, 0)ta containing the edge e, then this
shortest path contains edge ((1, 1)ta, (1, 0)

t
a).We can find another shortest path through edges

((1, 1)ta, (0, 1)
t
a) and ((0, 1)

t
a, (0, 0)

t
a), such that this path does not contain e. Obviously, the

shortest path from x to (1, 0)ta does not contain e. If there exists a shortest path from x to
(1, 0)ta containing the edge e, then this shortest path contains the edge ((0, 1)

t
a, (0, 0)

t
a). We

can find another shortest path through edges ((0, 1)ta, (1, 1)
t
a) and ((1, 1)

t
a, (1, 0)

t
a), such that

this path does not contain e. Furthermore, the shortest path from x to (1, 0)ta does not contain
e. Thus, we have dG(x, (0, 0)ta) = dG−e(x, (0, 0)ta) and dG(x, (1, 0)ta) = dG−e(x, (1, 0)ta).
From Lemma 3.1, we have e /∈ EM(x).
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Table 1 The set of EM(x) x EM(x)

(0, 0)31

((0, i)31, (0, i + 1)31), ((1, 1)
3
j , (0, 1)

3
2), ((0, k)

3
2,

(0, k + 1)32), ((0, 0)
3
1, (1, 0)

3
1), (0 ≤ i ≤ 2, 0 ≤

j ≤ 1, k = 0, 2).

(1, 3)31

((1, i)31, (1, i + 1)31), ((1, 2)
3
j , (0, 2)

3
2), ((0, k)

3
2,

(0, k + 1)32), ((0, 3)
3
1, (1, 3)

3
1) (0 ≤ i ≤ 2, 1 ≤

j ≤ 2, k = 0, 2)

(0, 0)32

((0, i)32, (0, i + 1)32), ((0, 1)
3
j , (1, 1)

3
1), ((1, k)

3
1,

(1, k + 1)31), ((0, 0)
3
2, (1, 0)

3
2), (0 ≤ i ≤ 2, 1 ≤

j ≤ 2, k = 0, 2)

(1, 3)32

((1, i)32, (1, i + 1)32), ((0, 2)
3
j , (1, 2)

3
1), ((1, k)

3
1,

(1, k + 1)31), ((0, 3)
3
2, (1, 3)

3
2) (0 ≤ i ≤ 2, 1 ≤

j ≤ 2, k = 0, 2)

For x ∈ V (G), if x ∈ {(0, 3)ta, (1, 3)ta}, then it follows from Lemma 2.4 that e ∈ EM(x).
Suppose that x /∈ {(0, 3)ta, (1, 3)ta}. Similarly, we have dG(x, (0, 3)ta) = dG−e(x, (0, 3)ta)
and dG(x, (1, 3)ta) = dG−e(x, (1, 3)ta). From Lemma 3.1, we have e /∈ EM(x).

Therefore, the edges in {((0, 0)ti , (1, 0)ti )), | 1 ≤ i ≤ 2t−2, t ≥ 2}∪ {((0, 3)ti , (1, 3)ti )) | 1≤ i ≤ 2t−2, t ≥ 2} of M(t) can only be monitored by its incident vertex. 
�
Observation 4.1 For A = {(0, 0)31, (1, 3)31, (0, 0)32, (1, 3)32} ⊆ V (M(3)) and x ∈ A, the set
EM(x) see Table 1.

Lemma 4.3 dem(M(3)) = 4.

Proof To show dem(M(3)) ≤ 4, we choose vertex set A = {(0, 0)31, (1, 3)31, (0, 0)32,
(1, 3)32}. By Observation 4.1, we have E(M(3)) ⊆ EM(A). From Lemma 4.2, we can
see that edges ((0, 0)3i , (1, 0)

3
i ), ((0, 3)

3
i , (1, 3)

3
i ), where 1 ≤ i ≤ 2, can only be monitored

by its incident vertex, and hence dem(M(3)) ≥ 4. 
�
Lemma 4.4 For any step t ≥ 3, the moving edges of M(t) can be monitored by some element
in {(0, 0)ti , (1, 3)ti | 1 ≤ i ≤ 2t−2}.
Proof Let A = {(0, 0)ti , (1, 3)ti | 1 ≤ i ≤ 2n−2}. For any step t ≥ 3, there are four types
of the incident vertices of moving edges, that is, (1, 1)ti , (1, 2)

t
j , (0, 1)

t
k , (0, 2)

t
l , where 1 ≤

i, j, k, l ≤ 2t−2. For the integer 1 ≤ i ′ ≤ 2n−2, suppose that the moving edge xy is
connected to (1, 1)ti ′ . Without loss of generality, let x = (1, 1)ti ′ , then dM(t)((0, 0)ti ′ , y) =
3 �= dM(t)−e((0, 0)ti ′ , y) = 5, and hence xy ∈ EM((0, 0)ti ′). Similarly, for the integers
1 ≤ j, k, l ≤ 2n−2, if there exist moving edges incident to (1, 2)tj , (0, 1)

t
k, (0, 2)

t
l , then it

can be monitored by (1, 3)tj , (0, 0)
t
k, (1, 3)

t
l in A, respectively. 
�

Lemma 4.5 For t ≥ 4, we have dem(M(t)) = 2t−1.

Proof To show dem(M(t)) ≤ 2t−1, we can regardM(t) as a graph with some copies ofM(3)
connected by the moving edges. From Lemma 4.3, Ai = {(0, 0)t2i−1, (1, 3)

t
2i−1, (0, 0)

t
2i ,

(1, 3)t2i } is a distance-edge-monitor set of copies of Mi (3) where 1 ≤ i ≤ 2t−3. Let B =
{(0, 0)ti , (1, 3)ti | 1 ≤ i ≤ 2t−2}. From Lemma 4.4, the moving edges connecting the copies
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of M(3) can be monitored by the vertex in B. Clearly, E(M(t)) ⊆ EM(B), and hence
dem(M(t)) ≤ 2t−1.

From Lemma 4.2, the edges ((0, 0)ti , (1, 0)
t
i ) and ((0, 3)

t
i , (1, 3)

t
i ) can only be monitored

by its incident vertex, where 1 ≤ i ≤ 2t−2. For any set A ⊆ V (M(t)) with |A| = 2t−1 − 1,
there exists an integer k (1 ≤ k ≤ 2t−2) such that the edge ((0, 0)tk , (1, 0)

t
k) /∈ EM(A) or

((0, 3)tk, (1, 3)
t
k) /∈ EM(A), and hence dem(M(t)) ≥ 2t−1. 
�

5 Results for Sierpiński-type graphs

The Sierpiński graph [11, 17, 18], denoted by S(n, k), k, n ≥ 1, k, n ∈ N, is defined
on the vertex set {0, 1, . . . , k − 1}n , two different vertices u = (i1, i2, . . . , in) and v =
( j1, j2, . . . , jn) being adjacent if and only if there exists an h ∈ {1, 2, . . . , n} such that

(i) For any t , t < h ⇒ it = jt ,
(i i) ih �= jh ,
(i i) For any t , t > h ⇒ it = jh and jt = ih .

For Sierpiński graph S(n, k), if n = 1, then S(1, k) ∼= Kk . Here, we say
((i1, i2, . . . , in−1, a), ( j1, j2, . . ., jn−1,b)) ∈ E(S(n, k)) asparallel edgesof ((i ′1, i ′2, . . . , i ′n−1,
a), ( j ′1, j ′2, . . ., j ′n−1, b)) ∈ E(S(n, k)). It is immediate that S(n, k) consists of k attached
copies of S(n − 1, k), and any two different copies are connected by a unique bridge
edge. we refer to any S(n − 1, k) copy of S(n, k) as Si (n, k) (1 ≤ i ≤ k). Obviously,
Si (n, k) ∼= S j (n, k) ∼= S(n−1, k) (1 ≤ i �= j ≤ k) andV (Si (n, k)) = {(i, h2, . . . , hn) | 0 ≤
h j ≤ k − 1}.
Example 5.1 For integers n = 3 and k = 3, we have V (S(3, 3)) = {(i1, i2, i3) | i1, i2, i3 ∈
{0, 1, 2}} and E(S(3, 3)) = {{(i1, i2, i3), ( j1, j2, j3)} | i1 �= j1, i2 = i3 = j1, j2 = j3 = i1
or i1 = j1, i2 �= j2, i3 = j2, j3 = i2 or i3 �= j3, i1 = j1, i2 = j2}. Clearly, the edges
in {((1, 0, 0), (1, 0, 2)), ((1, 0, 2), (1, 2, 0)), ((2, 1, 0), (2, 1, 2))} are the parallel edges of
((0, 1, 0), (0, 1, 2)). The graph is shown in Fig. 3.

Example 5.2 For integers n = 2 and k = 4, we have V (S(2, 4)) = {(i1, i2) | i1, i2 ∈ {0, 1}}
and E(S(2, 4)) = {{(i1, i2), ( j1, j2)} | i1 �= j1, i2 = j1, j2 = i1 or i1 = j1, i2 �= j2}. The
graph S(2, 4) is shown in Fig. 4.

From Theorem 2.3, we have following corollary.

Corollary 5.1 dem(S(1, k)) = k − 1.

Observation 5.1 Let x be any vertex of a triangle, and let the edge e not incident to x. Then,
e /∈ EM(x).

Observation 5.2 For Sierpiński graph S(3, 3), let P0→ j denote the shortest path between
(0, 0, 0) and ( j, j, j) where 1 ≤ j ≤ 2, see Fig. 3, that is,

E(P0→ j ) = {((0, 0, 0), (0, 0, j)), ((0, 0, j), (0, j, 0)), ((0, j, 0),
(0, j, j)), ((0, j, j)( j, 0, 0)), (( j, 0, 0), ( j, 0, j)), (( j,

0, j), ( j, j, 0)), (( j, j, 0), ( j, j, j))}.

123



Distance-edge-monitoring sets... 193

S(3, 3)

(0, 0, 0)

(1, 1, 1) (2, 2, 2)

(0, 0, 1) (0, 0, 2)

(0, 2,0( )0, 1, 0)

(1, 0, 2)

(2, 1, 1)

(0, 1, 1)

(1, 0, 0)

(1, 0, 1)

(1, 1, 0) (1, 2, 0) (2, 1, 0) (2, 2, 0)

(2, 0, 2)(2, 0, 1)

(2, 0, 0)

(0, 2, 2)
(0, 2, 1)(0, 1, 2)

(1, 2, 1)(1, 2, 2)(1, 1, 2) (2, 1, 2) (2, 2, 1)

P (0 → 1) P (0 → 2)

P (1 → 2)

Fig. 3 The graph S(3, 3)

Table 2 The set of EM(x) x EM(x)

(0, 0, 0)

{((0, 1, 0), (0, 1, 2)), ((1, 0, 0), (1, 0, 2)),
((1, 0, 2), (1, 2, 0)), ((1, 2, 0), (1, 2, 2)),
((1, 1, 0), (1, 1, 2)), ((2, 1, 0), (2, 1, 2)),
((0, 2, 0), (0, 2, 1)), ((2, 0, 0), (2, 0, 1)),
((2, 0, 1), (2, 1, 0)), ((2, 1, 0), (2, 1, 1)),
((2, 2, 0), (2, 2, 1)), ((1, 2, 0), (1, 2, 1))},
E(P0→i ) (1 ≤ i ≤ 2).

(1, 1, 1)

{((1, 0, 1), (1, 0, 2)), ((0, 1, 1), (0, 1, 2)),
((0, 1, 2), (0, 2, 1)), ((0, 2, 1), (0, 2, 2)),
((0, 0, 1), (0, 0, 2)), ((2, 0, 1), (2, 0, 2)),
((1, 2, 1), (1, 2, 0)), ((2, 1, 1), (2, 1, 0)),
((2, 1, 0), (2, 0, 1)), ((2, 0, 1), (2, 0, 0)),
((2, 2, 1), (2, 2, 0)), ((0, 2, 1), (0, 2, 0))},
E(P1→i ) (i = 0, 2).

Let P1→2 denote the shortest path between (1, 1, 1) and (2, 2, 2), that is,

E(P1→2) = {((1, 1, 1), (1, 1, 2)), ((1, 1, 2), (1, 2, 1)), ((1, 2, 1),
(1, 2, 2)), ((1, 2, 2), (2, 1, 1)), ((2, 1, 1), (2, 1, 2)),

((2, 1, 2), (2, 2, 1)), ((2, 2, 1), (2, 2, 2))}.
Then, we have the set EM((0, 0, 0)) and EM((1, 1, 1)); see Table 2.

Lemma 5.1 For Sierpiński graph S(3, 3), we have dem(S(3, 3)) = 2.

Proof To show dem(S(3, 3)) ≤ 2, let A = {(0, 0, 0), (1, 1, 1)}. From Observation 5.2, we
have E(S(3, 3)) ⊆ EM(A). To show dem(S(3, 3)) ≥ 2, choosing any vertex x ∈ S(3, 3),
we can find a triangle with x as a vertex. From Observation 5.1, there is an edge e satisfying
e /∈ EM(x). 
�
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Fig. 4 graph S(2, 4) (0, 0) (0, 1) (1, 0) (1, 1)

(0, 2)
(0, 3) (1, 2)

(1, 3)

(2, 0)
(2, 1) (3, 0)

(3, 1)

(2, 2) (2, 3) (3, 2) (3, 3)

S(2, 4)

Observation 5.3 For integers n, k ≥ 1, let (i1, i2, . . . , in−1, j) ∈ V (S(n, k)) and A j =
E[(i1, i2, . . . , in−1, j), NS(n,k)((i1, i2, . . . , in−1, j))].where0 ≤ i1, i2, . . . , in−1, j ≤ k−1.
Then EM((0, 0, . . . , 0, j)) = A j .

Theorem 5.2 For integers n, k ≥ 1, we have

dem(S(n, k)) = k − 1.

Proof If n = 1, then it follows from Corollary 5.1 that dem(S(n, k)) = k − 1. Suppose
that n ≥ 2. To show dem(S(n, k)) ≤ k − 1, let A = {(0, 0, 0, . . . , 0, j) | 0 ≤ j ≤ k − 2}.
From Observation 5.3, we have E(S(n, k)) ⊆ EM(A). To prove dem(S(n, k)) ≥ k − 1,
we choose any vertex set B ⊆ V (S(n, k)) with |B| = k − 2. Since there are at most
k − 2 distinct nth coordinate of vertices in B, without loss of generality, say B ⊆
{(i1, i2, . . . , in−1, j) | 0 ≤ j ≤ k − 3}, it follows from Observation 5.3 that there exists
at least one edge ((i1, i2, . . . , in−1, k − 2), (i1, i2, . . . , in−1, k − 1)) which cannot be moni-
tored by B. 
�

The Sierpiński triangle graph [11], denoted by ST (n, k), is obtained from the Sierpiński
graph S(n, k) by contracting edges that lie in no complete subgraph Kk . Clearly, for
1 ≤ r ≤ n − 2 and j �= l, j, l ∈ [0, k − 1], the two incident vertices of bridge
edge ((i1, . . . , ir , j, l, . . . , l), (i1, . . . , ir , l, j, . . . , j) ∈ E(S(n, k)) contract to a ver-
tex, here we write as i1 . . . ir { jl}. Specially, the two incident vertices of bridge edge
(( j, l, . . . , l), (l, j, . . . , j)) ∈ E(S(n, k)) contract to a vertex, write as { j, l}.
Example 5.3 For integers n = 3 and k = 3, we have V (ST (3, 3)) = {{0, 1}, {0, 2}, {1, 2},
(i, i, i), i{0, 1}, i{0, 2}, i{1, 2} | 0 ≤ i ≤ 2} and E(ST (3, 3)) = {(i{0, 1}, i{0, 2}), (i{0, 2},
i{1, 2}), (i{0, 1}, i{1, 2}), ((0, 0, 0), 0{0, 1}), ((0, 0, 0), 0{0, 2}), ((1, 1, 1), 1{0, 1}),
((1, 1, 1), 1{1, 2}), ((2, 2, 2), 2{0, 2}), ((2, 2, 2), 2{1, 2}), ({0, 1}, 0{0, 1}), ({0, 1}, 0{1, 2}),
({0, 1}, 1{0, 1}), ({0, 1}, 1{0, 2}), ({0, 2}, 0{0, 2}), ({0, 2}, 0{1, 2}),
({0, 2}, 2{0, 1}), ({0, 2}, 2{0, 2}), ({1, 2}, 1{0, 2}), ({1, 2}, 1{1, 2}), ({1, 2}, 2{0, 1}), ({1, 2},
2{1, 2}) | i ∈ {0, 1, 2}}. The graph ST (3, 3) is shown in Fig. 5.
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Table 3 The set of EM(x) x EM(x)

0{0, 1}

((0, 0, 0), 0{0, 1}), (0{0, 1}, 0{0, 2}), (0{0, 1},
0{1, 2}), (0{0, 1}, {0, 1}), ({0, 1}, 1{0, 1}),
(1{0, 1}, (1, 1, 1)), ({0, 1}, 1{0, 2}), (1{0, 2},
{1, 2}), ({0, 2}, 2{0, 1}), ({0, 2}, 2{0, 2}),
(2{0, 2}, (2, 2, 2))

0{1, 2}
(0{0, 1}, 0{1, 2}), (0{0, 2}, 0{1, 2}), ({0, 1},
0{1, 2}), ({0, 2}, 0{1, 2}), ({0, 1}, 1{0, 1}),
(1{0, 1}, (1, 1, 1)), ({0, 1}, 1{0, 2}), ({0, 2},
2{0, 1}), ({0, 2}, 2{0, 2}), (2{0, 2}, (2, 2, 2))

1{0, 2}
(1{0, 2}, 1{1, 2}), (1{0, 2}, 1{0, 1}), (1{0, 2},
{0, 1}), (1{0, 2}, {1, 2}), ({1, 2}, 2{0, 1}),
({1, 2}, 2{1, 2}), (2{1, 2}, (2, 2, 2)), ({0, 1},
0{1, 2}), ({0, 1}, 0{0, 1}), (0{0, 1}, (0, 0, 0))

1{1, 2}

(1{1, 2}, (1, 1, 1)), (1{1, 2}, 1{0, 1}), (1{1, 2},
1{0, 2}), (1{1, 2}, {1, 2}), ({1, 2}, 2{1, 2}),
(2{1, 2}, (2, 2, 2)), ({1, 2}, 2{0, 1}), (2{0, 1},
{0, 2}), ({0, 1}, 0{1, 2}), ({0, 1}, 0{0, 1}),
(0{0, 1}, (0, 0, 0))

2{0, 2}

(2{0, 2}, (2, 2, 2)), (2{0, 2}, 2{1, 2}), (2{0, 2},
2{0, 1}), (2{0, 2}, {0, 2}), ({0, 2}, 0{0, 2}),
(0{0, 2}, (0, 0, 0)), ({0, 2}, 0{1, 2}), (0{1, 2},
{0, 1}), ({1, 2}, 1{0, 2}), ({1, 2}, 1{1, 2})
(1{1, 2}, (1, 1, 1))

2{1, 2}

(2{1, 2}, (2, 2, 2)), (2{1, 2}, 2{0, 2}), (2{1, 2},
2{0, 1}), (2{1, 2}, {1, 2}), ({1, 2}, 1{1, 2}),
(1{1, 2}, (1, 1, 1)), ({1, 2}, 1{0, 2}), (1{0, 2},
{0, 1}), ({0, 2}, 0{1, 2}), ({0, 2}, 0{0, 2}),
(0{0, 2}, (0, 0, 0))

Observation 5.4 Let A = {0{0, 1}, 0{1, 2}, 1{0, 2},1{1, 2}, 2{0, 2}, 2{1, 2}} ⊆ V (ST (3, 3)).
Then, we have the set EM(x), where x ∈ A; see Table 3.

Lemma 5.2 If A = {(i1 . . . in−2{0, 1}, i1 . . . in−2{0, 2}), (i1 . . . in−2{0, 1}, i1 . . . in−2{1, 2}),
(i1 . . . in−2{0, 2}, i1 . . . in−2{1, 2}) | il ∈ {0, 1, 2}, 1 ≤ l ≤ n − 2} ⊆ E(ST (n, 3)), then
e ∈ A can only be monitored by its incident vertex.

Proof Let u = i1 . . . in−2{0, 1}, v = i1 . . . in−2{1, 2}with i1 = . . . = in−2 = 0, and uv ∈ A,
x ∈ V (ST (n, 3))\{u, v}}. If the vertex i1 . . . in−3{0, 1} is on the shortest path P (reps. Q)
from x to u (reps. v), then uv /∈ E(P) (reps. E(Q)) and thus

dST (n,3)(x, u) = dST (n,3)−uv(x, u),

dST (n,3)(x, v) = dST (n,3)−uv(x, v).

From Lemma 3.3, we have uv /∈ EM(x). If i1 . . . in−3{0, 2} is on the shortest path
from x to u (reps. v), then there exists a shortest path from x to u through the edges
(i1 . . . in−3{0, 2}, i1 . . . in−2{0, 2}), (i1 . . . in−2{0, 2}, u) that does not contain uv, and there
also exists a shortest path from x to v through the edge (i1 . . . in−3{0, 2}, v) that does not
contain uv, hence

dST (n,3)(x, u) = dST (n,3)−uv(x, u),
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Fig. 5 The graph ST (3, 3)

ST (3, 3)

(0, 0, 0)

0{0, 1}

(1, 1, 1) (2, 2, 2)

0{0, 2}

0{1, 2}
{0, 1}

{1, 2}

{0, 2}

1{1, 2}

1{0, 1} 2{0, 2}

2{1, 2}

1{0, 2} 2{0, 1}

dST (n,3)(x, v) = dST (n,3)−uv(x, v).

By Lemma 3.1, we have uv /∈ EM(x).
If (0, 0, . . . , 0) is on the shortest path from x to u (reps. v), then there exists a shortest

path from x to u through the edges ((0, 0, . . . , 0), u) that does not contain uv, and there
also exists a shortest path from x to v through the edges ((0, 0, . . . , 0), i1 . . . in−2{0, 2}),
(i1 . . . in−2{0, 2}, v) that does not contain uv, hence

dST (n,3)(x, u) = dST (n,3)−uv(x, u),

dST (n,3)(x, v) = dST (n,3)−uv(x, v).

ByLemma3.1,we have edge uv /∈ EM(x). Otherwise, x = i1 . . . in−2{1, 2}. Clearly,we also
have uv /∈ EM(i1 . . . in−2{1, 2}). Similarly, we have the same conclusion for e′ ∈ A \ {uv},
as desired. 
�

Observation 5.5 dem(ST (2, 3)) = 3.

Lemma 5.3 dem(ST (3, 3)) = 6.

Proof To show dem(ST (3, 3)) ≤ 6, let A = {0{0, 1}, 0{1, 2}, 1{0, 2}, 1{1, 2}, 2{0, 2},
2{1, 2}}. FromObservation 5.4,we have E(ST (3, 3)) ⊆ EM(A). To prove dem(ST (3, 3)) ≥
6, by Lemma 5.2, we need at least 6 vertices to monitor the edges in {(i{0, 1}, i{0, 2}),
(i{0, 1}, i{1, 2}), (i{0, 2}, i{1, 2}) | 0 ≤ i ≤ 2}. 
�
Theorem 5.3 For integer n ≥ 2, we have

dem(ST (n, 3)) =
{
3, if n = 2;
2 · 3n−2, if n ≥ 3.

Proof For n = 2, by Observation 5.5, we have dem(ST (2, 3)) = 3. Suppose that n ≥ 3.
To show dem(ST (n, 3)) ≤ 2 · 3n−2, let A = {i1 . . . in−30{0, 1}, i1 . . . in−3 i ′n−2{0, 2},
i1 . . . in−2 {1, 2} | i ′n−2 ∈ {1, 2}, il ∈ {0, 1, 2}, 1 ≤ l ≤ n − 2}. Clearly, Sierpiński
triangle graph ST (n, 3) consists of 3n−3 attached copies of ST (3, 3). For every copy of
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Table 4 The values of z(G),
x(G) and y(G), where
G ∈ {S(n, k),ST (n, 3),M(t)}

G z(G) x(G) y(G)

S(n, k) k−1
k 0 0

ST (n, 3) ∞ 4
9

2
9

M(n) ∞ 1
4

1
3

STi (3, 3) (1 ≤ i ≤ 3n−2), E(STi (3, 3)) can be monitored by A ∩ V (STi (3, 3)) with
|A ∩ V (ST (3, 3))| = 6. To prove dem(ST (n, 3)) ≥ 2 · 3n−2, by Lemma 5.2, the edges
in {(i1 . . . in−2{0, 1}, i1 . . . in−2{0, 2}), (i1 . . . in−2{0, 1}, i1 . . . in−2{1, 2}), (i1 . . . in−2{0, 2},
i1 . . . in−2{1, 2}) | il ∈ {0, 1, 2}, 1 ≤ l ≤ n − 2} can only be monitored by its incident vertex,
hence dem(ST (n, 3)) ≥ 2 · 3n−2. 
�

6 Conclusion

In the end, we compare the distance-edge-monitoring set with d(G), e(G), |V (G)| when
n → ∞, where G ∈ {S(n, k),ST (n, 3),M(n)}. Let z(G), x(G) and y(G) be defined as
follows,

z(G) = lim
n→∞ dem(G)/d(G);

x(G) = lim
n→∞ dem(G)/|V (G)|;

y(G) = lim
n→∞ dem(G)/e(G).

We know that e(M(n)) = 2n + 2n−1 − 2, V (M(n)) = 2n+1, dem(M(n)) = 2n−1;
e(S(n, k))) = kn+1−k

2 , V (S(n, k)) = kn , dem(S(n, k)) = k − 1; e(ST (n, 3))) = 3n ,

V (ST (n, 3)) = 3n+3
2 , dem(ST (n, 3)) = 2·3n−2. The values of z(G), x(G) and y(G), where

G ∈ {S(n, k),ST (n, 3),M(t)}, which show that the relation among dem(G), z(G), x(G)

and y(G) is related to the structure of the graph G; see Table 4.

Funding Supported by theNational Science Foundation of China (Nos. 11601254, 11551001) and theQinghai
Key Laboratory of Internet of Things Project (2017-ZJ-Y21).

References

1. Biló, D., Erlebach, T.,Mihalák,M.,Widmayer, P.: Discovery of network properties with all-shortest-paths
queries. Theoret. Comput. Sci. 411(14–15), 1626–1637 (2010)

2. Bampas, E., Biló, D., Drovandi, G., Gualá, L., Klasing, R., Proietti, G.: Network verification via routing
table queries. J. Comput. System Sci. 81(1), 234–248 (2015)

3. Beerliova, Z., Eberhard, F., Erlebach, T., Hall, A., Hoffmann, M., Mihalák, M., Ram, L.S.: Network
discovery and verification. IEEE J. Sel. Areas Commun. 24(12), 2168–2181 (2006)

4. Comellas, F., Miralles, A.: Modeling complex networks with self-similar outerplanar unclustered graphs.
Phys. A 388(11), 2227–2233 (2009)

5. Comellas, F., Miralles, A., Liu, H., Zhang, Z.: The number of spanning trees of an infinite family of
outerplanar, small-world and self-similar graphs. Phys. A 392(12), 2803–2806 (2013)

6. Chang, J.-H.: An embedding of multiple edge-disjoint Hamiltonian cycles on enhanced pyramid graphs.
J. Inform. Process. Syst. 7(1), 75–84 (2011)

7. Cao, F., Hsu, D.F.: Fault-tolerance properties of pyramid networks. IEEE Trans. Comput. 48, 88–93
(1999)

123



198 G. Yang et al.

8. Dall’Asta, L., Alvarez-Hamelin, J.I., Barrat, A., Vázquez, A., Vespignani, A.: Exploring networks with
traceroute-like probes: theory and simulations. Theoret. Comput. Sci. 355(1), 6–24 (2006)

9. Francesc, C., Alicia, M.: Vertex labeling and routing in self-similar outerplanar unclustered graphs mod-
eling complex networks. J. Phys. A: Math. Theor. 42(42), 425001 (2009)

10. Foucaud, F., Kao, S., Klasing, R., Miller, M., Ryan, J.: Monitoring the edges of a graph using distances.
Discrete Appl. Math. 319, 424–438 (2022)

11. Geetha, J., Somasundaram, K.: Total coloring of generalized Sierpiński graphs. Australas. J. Combin.
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