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Abstract Contextual hyperedge-replacement grammars (contextual grammars, for short)
are an extension of hyperedge replacement grammars. They have recently been proposed as
a grammatical method for capturing the structure of object-oriented programs, thus serving
as an alternative to the use of meta-models like UML class diagrams in model-driven software
design. In this paper, we study the properties of contextual grammars. Even though these
grammars are not context-free, one can show that they inherit several of the nice properties
of hyperedge replacement grammars. In particular, they possess useful normal forms and
their membership problem is in NP.

Keywords Graph grammar - Hyperedge replacement - Context - Contextual grammar

Mathematics Subject Classification F.4.3 [formal languages] Classes defined by
grammars—contextual graph grammars

1 Introduction

Graphs are ubiquitous in science and beyond, since they provide a mathematically sound
basis for the study of all types of structural models that consist of entities and relationships
between them. Furthermore, they can nicely be visualized as diagrams, with entities depicted
as nodes, and relationships drawn as lines.
Let us just mention two fields in computer science where graphs are used:
e In the study of algorithms, graphs abstract from data structures with pointers as they
occur in programming [16].
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e In software engineering, software is nowadays usually described by structural models,
which are often visualized as diagrams, e.g., of the Unified Modeling Language [24].

When studying graphs, one is often interested in graphs that have a certain structural property
P, e.g, cyclicity, connectedness, or the existence of a unique root. This can be used for several
purposes, €.g., to

check whether a particular graph has the property P,

define P by specifying the class of all graphs having this property,

restrict attention to the class of graphs with this property,

exploit P in order to derive algorithms for graphs having this property, and
investigate whether transformations on these graphs preserve P.

Therefore, it is an important problem to devise algorithmically feasible methods that
make it possible to specify sets of graphs having a certain desired property. Well-known
specification mechanisms include logic (in particular monadic second-order logic [4]), meta-
models (e.g., UML class diagrams), and graph grammars. While general graph grammars are
Turing complete and thus too powerful to be handled algorithmically, context-free graph
grammars based on node or hyperedge replacement have nice algorithmic properties. In
contrast to meta-models, context-free graph grammars are generative devices. They derive
sets of graphs constructively, by iteratively applying rules, beginning with a start graph. This
kind of definition is strict, can easily produce sample graphs by derivation, and provides the
generated graphs with a recursive structure that has many useful algorithmic applications.
However, it must not be concealed that the membership problem, that is validating a given
graph by parsing, is rather complex in general, namely NP-complete.

Unfortunately, context-free graph grammars are slightly too weak for modeling the struc-
ture of software. For instance, they cannot generate the classes of all acyclic graphs or of
all connected graphs—not even the very elementary class of arbitrary graphs over a cer-
tain set of labels can be generated. Therefore, extensions such as adaptive star grammars
[6,7,10,18] and contextual hyperedge replacement grammars [11,20] have been proposed.
In the current paper, we study contextual hyperedge grammars mainly from a theoretical
point of view, investigating their grammatical and algorithmic properties. Despite the fact
that contextual grammars are not context-free, it turns out that they share some of the most
important properties of hyperedge replacement grammars. In particular, we show that

e empty rules, chain rules, and useless rules can effectively be removed from contextual
grammars without affecting the generated language, and

e as a consequence, the languages generated by contextual grammars belong to NP, and

e the Parikh images of their generated languages are semi-linear.

These results are based on a central normal-form proved in this paper: contextual grammars
can be modified in such a way that, roughly speaking, the eventual applicability of a rule to
a hyperedge depends only on the label in its left-hand side. If this label matches the label of
the hyperedge to be replaced, the rule will eventually apply (except if the derivation does not
terminate).

The remainder of this paper is structured as follows. In Sect. 2 we recall contextual
grammars from [11] and give some examples. In particular, we discuss a grammar for program
graphs. Normal forms for these grammars are proved in Sect. 3. In Sect. 4 we show some of
their limitations w.r.t. language generation. We conclude with some remarks on related and
future work in Sect. 5. This article extends the paper [11] considerably, by giving more (and
more practical) examples, providing fully detailed proofs for the results in Sect. 3, and by
introducing the context-safe form of contextual grammars.
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2 Graphs, rules, and grammars

In this paper, we consider directed and labeled graphs. We only deal with abstract graphs in
the sense that graphs that are equal up to renaming of nodes and edges are not distinguished.
In fact, we use hypergraphs with a generalized notion of edges that may connect any number
of nodes, not just two. Such edges will also be used to represent variables in graphs and graph
grammars.

A* denotes the set of all finite sequences over a set A; the empty sequence is denoted by
¢. Given a sequence u, we denote by [u] the smallest set A such that [u] € A*. For a function
f: A — B, its extension f*: A* — B* to sequences is defined by f*(ai,...,an) =
flay),..., f(ay),foralla; € A, 1 <i <n,n>0.If g: B— C is another function, the
composmon of f and g is denoted by go f .

We consider labeling alphabets ¢ = €' W% & X that are sets whose elements are the labels
(or “colors™) of nodes, edges, and variables, and come with a type function type: (¥ ¥ X) —
%*

A labeled hypergraph G = (G,G,attg, g, Lg) over € (a graph, for short) consists of
disjoint finite sets G of nodes and G of hyperedges (edges, for short) respectively, a function
attg: G — G* that artaches sequences of pairwise distinct nodes to edges, and labeling
functions {: G — Fand {g: G — € W X so that é*(‘; (attg(e)) = type(fG (e)) for every
edge e € G. Edges are called variables if they carry a variable name as a label; the set of all
graphs over ¢ is denoted by %.

For a graph G and a set E C G of edges, we denote by G — E the graph obtained by
removing all edges in E from G. If E is a singleton {e}, we may write G — e instead of

—{e}.

Given graphs G and H, a morphism m: G — H is a pair m = (m,m) of functions

m: G — Handm: G — H that preserves labels and attachments:

bpom=4tg, byom=4_Lg, and attyom=m"oattg.
As usual, a morphism m: G — H is injective if both m and m are injective.

Notation (Drawing Conventions for Graphs) Graphs are drawn as in Figs. 1 and 3 below.
Circles and boxes represent nodes and edges, respectively. The text inside is their label from
% . If all nodes carry the same label, it is just omitted. The box of an edge is connected to
the circles of its attached nodes by lines; the attached nodes are ordered counter-clockwise
around the edge, starting in its north. The boxes of variables are drawn in gray. Edges with
two attached nodes may also be drawn as arrows from the first to the second attached node.
In this case, the edge label is ascribed to the arrow. The empty graph is denoted as ().

Example 2.1 (Program graphs) In a program graph, syntactic entities — classes, variables,
signatures and bodies of methods, expressions—are represented as nodes labeled with the
first letter of the entity’s kind. Edges establish relations between entities. Those drawn as
straight arrows “—.”" denote “has-a” relations (called compositions in UML terminology), and
represent the abstract syntax of the program: classes consist of subclasses, and of declarations
of features: variables, method signatures, and method bodies; method signatures have formal
parameters (represented as variables), method bodies consist of expressions; expressions may
have other expressions as subexpressions. Edges drawn as winding lines “...” relate every
use of an entity with its declaration: the body of a method with the signature it implements, an
expression with a variable that is used, or updated with the value of an argument expression,
or with the signature of a method that is called with argument expressions.
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class Cell is
var cts: Any;

method get() Any is
return cts;

method set(var n: Any) is
cts :=n
subclass ReCell of Cell is
var backup: Any;

method restore() is
cts := backup;
backu
override set(var n: Any) is ’
backup := cts;
super.set(n)

Fig. 1 An object-oriented program and its program graph

Figure 1 shows a simple object-oriented program from [1] and its representation as a
program graph. Every program entity is represented by a unique node; the names of classes,
variables, methods and parameters are irrelevant in the graph. (The names ascribed to the
nodes in the graph shall just clarify the correspondence to the text.)

The program graphs introduced here are simplified w.r.t. the comprehensive definition
in [26]: control flow of method bodies, types (of variables, parameters, and methods), and
visibility rules for declarations have been omitted.

Not every graph over the labels appearing in Fig. 1 is a valid program graph. We shall
define the class of valid program graphs by a contextual grammar, in Example 2.7. See [20]
for a thorougher discussion of how program graphs can be defined by meta-models, with a
UML class diagram and logical OCL constraints. O

The replacement of variables in graphs by graphs is performed by applying a special form
of standard double-pushout rules [12].

Definition 2.2 (Contextual Rule) A contextual rule (rule, for short) r = (L, R) consists of
graphs L and R over ¢ such that

o the lefi-hand side L contains exactly one edge x, which is required to be a variable (i.e.,
L = {x}with £, (x) € X) and
e the right-hand side R is an arbitrary supergraph of L — x.

Nodes in L that are not attached to x are the contextual nodes of L (and of r); r is context-free
if it has no contextual nodes.

Let r be a contextual rule as above, and consider some graph G. An injective morphism
m: L — G is called a matching for r in G. If such a matching exists, we say that r is
applicable to the variable m(x) € G. The replacement of m(x) by R (viam) is then given as
the graph H obtained from the disjoint union of G — m(x) and R by identifying every node
v € L with m(v). We write this as H = G[R/m].

Context-free rules are known as hyperedge replacement rules in the graph grammar lit-
erature [14]. Note that contextual rules are equivalent to contextual star rules as introduced
in [20], however without application conditions.

To simplify some constructions, we will make the following assumption throughout the

paper.

Assumption In an application of a contextual rule » = (L, R) as in Definition 2.2, the
replacement of m(x) by R in G[R/m] is always made in such a way that fresh copies of the
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@:6\? ()‘@@ @:;u:@,forallae‘f
@ @ @ n= , forall ¢ € 4, where type(c) = ab

Fig. 2 A contextual grammar (generating the language of all graphs)

nodes and edges in R that are not in L are added to G — m(x). Thus, the nodes and edges in
G are still present in G[R/m], except for the variable that has been replaced, and all nodes
and edges that have been added are fresh copies of the corresponding ones in R.

The notion of rules introduced above gives rise to a class of graph grammars. We call these
grammars contextual hyperedge-replacement grammars, or briefly contextual grammars.

Definition 2.3 (Contextual Grammar) A contextual hyperedge-replacement grammar (con-
textual grammar, for short) is a triple I' = (¢, #Z, Z) consisting of a finite labeling alphabet
%, a finite set # of contextual rules, and a start graph Z € % .

If Z contains only context-free rules, then I is a hyperedge replacement grammar. We let
G =4 H if H= G[R/m] for some rule (L, R) and a matching m: L — G. The language
generated by I' is given by

L) =1{G e %x\x | Z =%, G}

Contextual grammars I' and I'" are equivalent if Z(I') = £(I'"). The classes of graph
languages that are generated by hyperedge-replacement grammars and contextual grammars
are denoted by HR and CHR, respectively.

We note here that, by adding a new variable label S of type ¢, every grammar can be
turned into one in which the start graph consists of a single variable and no nodes. This easy
modification is sometimes useful in formal constructions.

For individual contextual rules r, we abbreviate G =} H by G =, H. Note that the
assumption above extends to derivations: given any derivation G =7, H, the nodes and
edges in G are still present in H, except for variables that have been replaced, and all nodes
and edges that have been added in the course of the derivation are fresh copies of those in
the corresponding right-hand sides.

Notation (Drawing Conventions for Rules) A contextual rule »r = (L, R) is denoted as
L::=R,see,e.g., Figs.2 and 4. Small numbers above nodes indicate identities of nodes in L
and R. Thenotation L : : = R{| Ry, .. .isused asashorthand forrules L :: = Ry, L :: = R», . ..
with the same left-hand side. Subscripts “n” or “njm- - - below the symbol : : = define names
by which we can refer to rules in derivations.

Example 2.4 (The language of all graphs) The contextual grammar in Fig. 2 generates the
set of all loop-free graphs with binary edges over a labeling alphabet %, and Fig. 3 shows a
derivation with this grammar. Rules O and d generate n > 0 variables labeled with G; for
every node label a, the rule n, generates a node labeled with a; similarly, for an edge label
¢, the rule e, inserts an edge labeled with ¢ between two nodes that are required to exist in
the context. O

It is well known that the language of Example 2.4 cannot be generated by hyperedge
replacement [ 14, Chapter IV, Theorem 3.12(1)]. The same holds for context-free node replace-
ment, i.e., C-edNCE grammars; see [13, Theorem 4.17]. Thus, as CHR contains HR by
definition, we have:
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Fig. 3 A derivation with the rules in Fig. 2
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Fig. 4 Rules generating unrestricted control flow diagrams

O

Observation 2.5 HR ¢ CHR and CHR ¢ C-edNCE.

Flow diagrams are another example for the strict inclusion of HR in CHR: In contrast to
structured and semi-structured control flow diagrams, unrestricted control flow diagrams are
not in HR, because they have unbounded tree-width [14, Chapter 1V, Theorem 3.12(7)].
However, they can be generated by contextual grammars.

Example 2.6 (Controlflow diagrams) Unrestricted control flow diagrams represent sequences
of low-level instructions according to a textual syntax like this:

Program::=¢ | £: Instruction; Program
Instruction : : =halt | Assignment | if Condition then goto ¢ | goto ¢

The rules in Fig. 4 generate unrestricted flow diagrams, wherein we omit the text inside the
rectangles and diamonds representing assignments and conditions, respectively. The context-
free rules h, @, and b generate control flow trees of the halt, assignment, and conditional jump,
respectively, and the fourth rule, g, which is not context-free, inserts gotos to a program
location in the context. In Fig. 5, these rules are used to derive a flow diagram that is not
structured. O

Note that flow diagrams cannot be defined with class diagrams, because subtyping and
multiplicities do not suffice to define rootedness and connectedness of graphs.

Example 2.7 (A contextual grammar for program graphs) The rules in Fig. 6 define a contex-
tual grammar PG = (¢, P, Z) for program graphs, where the start graph Z is the left-hand
side of the first rule, hy.

Figure 7 shows snapshots in a derivation that could be completed to derive the program
graph in Fig. 1. The second graph is obtained in nine steps that apply the rules hy once, cl*
five times, ¢l once, hy* once, and hy® once. The third graph is obtained by an application
of rule at. The fourth graph is obtained in five steps that apply rules si twice, pa™ once, and
pa’ twice. The fifth and last graph is obtained by two applications of rule im. O

3 Normal forms of contextual grammars
In this section, we study normal form properties of contextual grammars.

Recall that, for any class C of devices (such as grammars or automata), a subclass C’ of
C is said to be a normal form of C if every element of C can be turned into an element of
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Fig. 5 A derivation of an unstructured control flow diagram
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Fig. 6 Contextual rules deriving program graphs

C’ that specifies the same set of objects as the original device. Consequently, we say that
a restricted class of contextual grammars is a normal form of contextual grammars (or of a
certain class of contextual grammars) if every contextual grammar (in the class considered)
can effectively be transformed into an equivalent grammar belonging to the restricted class.

Many of the normal form properties studied here are inspired by corresponding transfor-
mations of context-free graph grammars (hyperedge replacement grammars, [14]), which, in
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Fig. 7 Snapshots in a derivation of a program graph
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turn, have been inspired by transformations of context-free string grammars, namely by the
removal of empty rules, of chain rules, and of rules that do not contribute to the language
generated.

However, we first need another normal form property for contextual grammars, which
we call context-safety. If a contextual grammar is in this form, the properties above can
been shown to be normal form properties for contextual grammars, very much as in the
context-free case. So, in a way, context-safety embodies the difference between contextual
and context-free grammars. This normal form is defined in the next subsection, and afterwards
we consider the normal forms mentioned above, in Sects. 3.2, 3.3, and 3.4.

3.1 Context-safety

In the following, let us call the label of the (unique) variable in the left-hand side of a contextual
rule its [hs label. A context-free rule can be applied to a variable x whenever its lhs label
is equal to the label of x. In particular, derivation steps replacing different variables in a
graph are independent of each other and can be re-ordered without restrictions. For instance,
arbitrary context-free rules with lhs label Chick or Egg can be applied to the graphs

2, = |cnick] [Egg] and 7, — (¢e2) [Chick] [Ese],

in any order. In the contextual case, this is not true any more, because one rule may create
the contextual nodes that are needed to apply another rule. In particular, this may give rise
to deadlock situations. Consider the contextual rules

= o=
1 bre 1 1 lay 1

ed

(which model the mutual dependency of chicken on eggs) as an example. Then Rule breed
must be applied to Z, before Rule lay can be used:

7= = breed =lay

None of these rule applies to the graph Z, as breed needs the contextual node generated by
lay in order to generate the contextual node needed by lay, and vice versa.

We show now that contextual grammars can be turned into a normal form that avoids such
deadlocks. The normal form guarantees a property close to the above-mentioned indepen-
dence in hyperedge replacement grammars. Given a contextual grammar I' = (¢, Z, Z), let
us say that a rule assignment for a graph G € %, is a mapping ass that assigns, to every
variable x € G, arule ass(x) € %2 whose lhs label is equal to 26 (e). In the context-free case,
we may choose a rule assignment and then apply the corresponding rules to the variables, and
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we can do so in any order. As seen above, this may not be true in the contextual case. Clearly,
the property that necessarily has to be sacrificed is to be able to apply the chosen rules in any
order. However, the more serious difficulty is that sticking to a certain choice of ass(x) for a
given variable x may eventually result in a deadlock, if other parts of the derivation terminate
without providing the context required for ass(x). For instance, consider adding the rules

|Chick| :: = [Chick]| [chick| ::= ()
chain empty

to the example above. Use the start graph Z, with its two variables x| and x;, labeled with
Chick and Egg, respectively, and choose the rule assignment given by ass(x;) = chain
and ass(x2) = lay. Then Zy =>chain G1 =>empty G2 yields a graph containing x; as its
unique variable, but ass(xp) = lay is not applicable to it. (If there were more rules in the
grammar, other rules could of course be applicable to x.) Grammars that are built in such a
way that this cannot happen must have the following property: suppose that a graph G has
been derived from Z, and that a rule assignment ass for G is chosen. After some more steps
a graph H may have been obtained, perhaps containing both variables from G and some
additional variables (from the right-hand sides of rules that have been applied). Since order
is relevant, it may be necessary to apply rules to variables in var(H)\var(G). However, if
this set happens to be empty, then we want one of the rules ass(x), x € var(H) C var(G) to
be applicable to x| in H, since otherwise we have a deadlock situation as above.

This gives rise to the following formal definition of context-safety. (Note that the definition
makes use of the assumption made after Definition 2.2.)

Definition 3.1 (Context-Safety) Let I' = (¢, %, Z) be a contextual grammar. For a graph
G € Y4, let var(G) denote the set of variables occurring in G.

1. A rule assignment ass for a graph G € %« is context-safe if the following holds for all
derivations G =%, H:If ) # var(H) C var(G), then there exists a variable x € var(H)
such that ass(x) is applicable to x.

2. T is context-safe if every rule assignment for every graph G € % is context-safe,
provided that Z =7, G.

Note that the derivation G =%, H in the first item of Definition 3.1 may be of length 0.
Thus, in particular, at least one of the rules ass(x) is applicable to a variable x € var(G),
regardless of how we choose ass.

Example 3.2 (Context-safety of example grammars)

1. The grammar for all graphs in Example 2.4 is not context-safe. Assignments to the second
graph in Fig. 3 are not context-safe if the a node insertion rule is assigned to one of the
variables, and edge insertion rules are assigned to all others. The derivations according
to this assignment generate just one node, whereas two nodes are needed for applying
the edge insertion rules.

2. The grammar for control flow diagrams in Example 2.6 is not context-safe. Assigning
Rule g to the variable in the first graph in Fig. 5 is not context-safe, since the graph does
not contain a target node for the goto that shall be inserted. (Note that the match of Rule
g must be injective!)

3. The program graph grammar in Example 2.7 is not context-safe. Assignments to the
second graph in Fig. 7 are not context-safe if they assign Rule im to some variables and
Rule at to all the others, since Rule at fails to generate the S-node needed as a contextual
node for applying Rule im.
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4. The contextual grammar (%, {breed, lay}, Z,) in the introduction of this section is
context-safe. In the only terminal derivation of this grammar shown above, the unique
assignments to the variables are context-safe.

5. The contextual grammar (¢, {breed, lay}, Z;) is not context-safe. There is no context-
safe assignment to the start graph Z; since the rules depend circularly on each other.

We will now formulate and prove the main technical result of this paper: every contextual
grammar can be turned into an equivalent context-safe one. The idea behind this construction
is to use a guess-and-verify strategy to keep track of the order in which the node labels will be
introduced by the rules. For this, the variable labels are augmented with a sequence sq € ¢
of those node labels that are not yet present in the graph, and with aset M C [sq].! The set M
is needed to record which of the labels in the sequence sg are supposed to be introduced by
applying rules to the variable and its descendents. The labels in [sq]\ M have been guessed to
be introduced by other variables in the graph. Thus, rules are applicable if the labels of their
contextual nodes do not occur in sq. When a rule is applied, symbols from the beginning
of sg which occur in the right-hand side (and are also in M) are removed from sq and M,
and the remaining ones are “distributed” to the descendant variables. While we cannot really
guarantee that the labels in sg are indeed introduced in the exact order in which they occur
in s¢q, the control we achieve in this way is enough to ensure context-safety.

Theorem 3.3 (Context-Safe Normal Form) Context-safe contextual grammars are a normal
form of contextual grammars.

Proof Consider a contextual grammar I' = (¥, #, Z), where we may without loss of gen-
erality assume that Z consists of a single variable x such that l7(x) = S and rype(S) = .
Moreover, to simplify the construction, let us assume that, for every rule (L, R) € %, the
label of each contextual node in L is distinct from the labels of all other nodes in L. Drop-
ping this assumption is easy but tedious: In the construction below, the sequences sq and
sets M could contain repeated elements (thus turning M into a multiset), the multiplicity
being bounded by the maximum number of occurrences of a single contextual node label in
a left-hand side of I

To prove the theorem, it suffices to show that there is a context-safe contextual grammar '/
such that Z(I'’) = L, where L = {G € Z(I") | £5(G) = %}. In other words, I’ generates
only those graphs in .Z’(I") in which all node labels occur. This is because we may apply the
construction to all sub-grammars of I" obtained by deleting some of the node labels (as well
as the rules containing them), and taking the union of the resulting grammars (after having
made their sets of variable labels disjoint except for the one that labels the variable in the
start graph).

Let X’ contain all augmented symbols A (M, sq) such that A € X, sq € E* is repetition-
free, and M C [sq] is such that sq has a nonempty prefix in M* unless sq = €.

We let the set of labels of T" be ¥/ = (¥\X) U X'. For a graph G € %z we let
strip(G) € % denote the graph obtained from G by turning each variable label A(M, sq)
into A.

Let #' be the set of all rules r = (L, R) over augmented symbols with strip(r) =
(strip(L), strip(R)) € & which, in addition, satisfy the following. Suppose that the lhs label
of ris A(M, sq), and var(R) = {x1, ..., X} with lo(xi) = A (M;, sq;)fori=1,...,m.
Then the condition for including r in %’ is that sq can be decomposed into sq = sg(sq’ such
that

I Recall that [sq] denotes the set of symbols that occur in sq.
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@ [sql N (L) =9,

(d) [sqo] = M N Er(R), o

(c) My, ..., M, is a partition of M\Zg(R), and

(d) fori =1,...,m, sq; is the shortest suffix of s¢’ such that M; C [sq;].

Note that the augmented rule r is uniquely determined by M, sq, and the assignment of the
sets My, ..., M, to the variables of R; below, we express the latter by saying that x; is
assigned the responsibility M;. Intuitively, condition (a) means that the left-hand side must
not contain node labels (and, in particular, contextual node labels) that are not yet assumed
to be available in the graph, (b) means that the labels in M that are generated by the rule are
those which were guessed to be generated next, (c) means that we distribute the remaining
responsibilities for generating node labels in M to the variables in the right-hand side, and (d)
means that the sg; are obtained from the remainder of sq by removing the prefix of labels that
are not in M;. This ensures that A; (M;, sq;) € X'. Intuitively, the removal of this prefix is
justified because, by (c), such node labels are in the responsibility of some other variable, and
have been guessed to be created by that variable before the first node label in sq; is generated.
Now letI'" = (€' U{S}, ZyUZ%', Z), where Z, consists of all rules (Z, Z') such that Z’ is
obtained by relabeling the variable in Z to the augmented variable name S(%, sq), for some
ordering sq of % (ie., sq 1s a sequence in %* that contains every label in ¢ exactly once).2 In
the following, we assume that every variable label in 4” is the lhs label of at least one rule in
Z'. (Obviously, variable labels that do not satisfy this assumption may be removed, together
with the rules in whose right-hand sides they occur.)
Claim 1. Z(I'") € £ ().
We have strip(r) € % for every rule r € %’. Hence, for every derivation

Z=27Z' =Go=y Gl =y =, Gy €Y\
in T it holds that
Z = strip(Go) = surip(ry) SP(G1) =strip(ry) =+ = strip(ry) STIP(Gy) = Gy.
Claim 2. L € Z(I').

Consider a derivation Z = Go =, G| =, -+ =, G, € L withr,...,r, € %. For
every a € %, let p(a) be the leasti € {1, ..., n} such that a occurs in G;. Note that the

nodes labeled with @ in G (4 belong to the right-hand side of the rule r (4. Hence, for every
J < p(a), there is a unique variable in G ; from which these nodes have been generated
(directly or indirectly). We call such a variable an ancestor of a.

Letsq = ay - - - a; be any ordering of € such that p(a;) < --- < p(ag).Fori =0, ...,n,
we turn G; into H; € %4 by relabeling each variable x of G; to the augmented variable name
ZGI. (x){M(x), sq(x)), as follows. M (x) is the set of all node labels of which x is an ancestor,
and sg(x) is the shortest suffix of s¢ such that M (x) C [sg(x)]. In particular, for i = 0, since
the unique variable x in Gy is an ancestor of every node label, we have sq(x) = sq. It is now
straightforward to check that

Z = Hy =, Hi =, - =y Hy =Gy

in T, forrules r{, ..., r, € % such that strip(r/) = r;. If x is the variable in G;_; to which
ri is applied, the rule { is obtained from r; by

e turning the lhs label or r; into EGi—l (x){(M(x), sq(x)) and

2 We can use € in S (‘f, sq) rather than having to guess a subset of %, because we want I’ to generate L
rather than the whole language .2 (I").
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e assigning every variable x; in the right-hand side the responsibility M (x;).

Claim 3. If Z =% G in I', where var(G) = {xi, ..., xn} and €5 (x;) = A; (M;, sq;) for
i =1,....m, then (6(G) 2 €\ U, M;. Moreover, ", M; < |U",[sq;] and thus
€6(G) 26\ UL [sq;].

For one-step derivations Z = G in I/, this holds by the construction of the rules whose lhs
label is S. Moreover, the property {6(G) 2 (5\ Ui~ M; is preserved by the rules in %/,
thanks to (c), and the property (Ji~; M; € [JiL,[sq;] is preserved thanks to (b)—(d). This
completes the proof of Claim 3.

We can finally prove the statement of the theorem: if Z =% G in I'/, then all rule
assignments for G are context-safe. Consider a rule assignment ass for G and a derivation
G :>"%, H such that ¥ # var(H) C var(G). We proceed by induction on n to show that
there exists a variable x € var(H) such that ass(x) is applicable to x.

(n = 0) For a graph G and a variable x occurring in G, let sq; (x) denote the sequence of
node labels such that £ (x) = A(M, sqg(x)) forsome A € Xand M C %. By the construc-
tion of the rules r = (L, R) in &', if x is the variable in L and y is any variable in R, then
sqg(y) is a suffix of sq; (x). By an obvious induction on the length of the derivation yielding
G, this yields the following: If x1, ..., x,, are the variables in G, then sq5 (x1), ..., S (xXm)
are suffixes of one and the same sequence (namely the one nondeterministically chosen in the
first step of the derivation Z =% G). Consequently, thereisanh € {1, ..., m}, such thateach
sqg(x;) is a suffix of sq5(xp). By Claim 3, EG(G) ) ‘5\ Ul l[sqG(x,)] = %\[sqc(xh)]
Since the rule ass(xj) fulfills condition (a), this means that the label of each contextual node
in its left-hand side appears in G. Thus, ass(x;,) is applicable to x,.

(n — n + 1) For the inductive step, let n > 1 and G =4 G| =7, U H. Let ass| be an
arbitrary rule assignment for G such that ass;(x) = ass(x) for all Varlables x €var(G)N
var(G1). Note that ass; exists, because of our assumption that every variable label is the label
of at least one rule. Now, applying the induction hypothesis to the derivation G =>"gf,1 H
yields a variable x in H such that ass| (x) applies to x. However, since var(H) < var(G),
we have x € var(G) and ass(x) = ass(x). ]

We note here that, from a practical point of view, the construction of ' in the preceding
proof may be optimized with respect to the number of variable labels and rules. This is
because the annotations M and sq can be restricted to the subset of those labels which, in T,
are node labels of contextual nodes.

Example 3.4 (Context-safe form of the program graph grammar) For the context-safe form
of the program graph grammar PG in Example 2.7, we add a start rule pr with a nullary
variable named Z:

z L=
“pr

Since only the labels S and V label contextual nodes (in rules im, ca, us, and as), we restrict
augmentations to these labels.

Then the new variable names are of the form A(M, sq), where A € {Z, Hy, Hy*, Cls,
Fea, Par, Bdy, Exp, Arg}, M C {S,V} and sq € {¢, S, V, SV, VS}. The requirement (in
the proof of Theorem 3.3) that “M C [sq] is such that sq has a nonempty prefix in M* unless
sq = &” allows the following augmentations (M, sq):

{0, ), ({S}. ). ({S}, SV), {{V}. V). ({V}. VS), ({S, V}, SV), ({S, V}, VS)}
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The program graph rules in Fig. 6 have up to two variables on their right-hand sides. Each
rule gives rise to one or more rules obtained by relabeling the variables in its left-hand side
and in its right-hand side in all possible ways that satisfy the requirements (a)—(d) in the

proof.

Table 1 summarizes the augmentation of the variable names of selected context-safe rules
in the program graph example. For the start rule pr, the left-hand side symbol Z stays as it was,
and we get two augmented rules, with variable names Hy ({S, V}, SV) and Hy({S, V}, VS)
on the right-hand side. Rule hy has 17 augmented variations, for all augmentations of the
left-hand side variable, and all distributions of these augmentations to the right-hand side
variables; the augmentations for rules hy*, cl* bo*, and ar* are built analoguously. The rule

Table 1 Augmentated variables of the context-safe program graph grammar

[ P lhs label ths label(s)
pri z Hy{{S,V},SV) N/A
pro V4 Hy({S,V},VS) N/A
hy1 Hy(0,¢) Cis(0,¢) Hy" (0,¢)
hys | Hy({VLV) Cls(0.¢) Hy" ({V}.V)
hys | Hy({V}.V) Cls({V},V) Hy"(0,¢)
hye | Hy(VL.VS) | Cis(0.e) Hy" ({V},VS)
hys | Hy({V},VS) Cls({V},VS) Hy"(0,¢)
hys | Hy({S},S) Cls(0.¢) Hy"({S}.S)
hyr | Hy({ShS) Cls({S}.9) Hy' (0.¢)
e | Hy(S}SV) | Clslo.e Hy" ({S},5V)
hyo | Hy({SLSV) | Cis({S}sv) | Hy'(0.e)
hyio | Hy({{S,V},SV) Cls(0,¢) Hy*({S,V},SV)
by | Hy({S.VESV) | CIs({V}V) | Hy'({ShSV)
hyiz | Hy({S.V}SV) | CIs({SESV) | Hy'({V].V)
hyiz | Hy({S,V},SV) ClIs({S,V},SV) | Hy*(0,¢)
hYI4 HY<{57V}7VS> CIS<0 £> Hy*<{svv}7vs>
hyis | Hy({S.V}.VS) | CIs({{V}.VS) | Hy'({S}.S)
hyio | Hy({S.V}.VS) | Cis({S}.S) Hy' ({V},VS)
hyir | Hy({S.VLVS) | CIs({S,V},Vs) | Hy'(0,e)
hy? | Hy(0,¢) N/A N/A
aty Fea(0,¢) N/A N/A
atp Fea({V} V) N/A N/A
aty | Fea({V},VS) N/A N/A
sit Fea(@ €) Par( €) N/A
sin Fea({V},V) r({V} V) N/A
si3 Fea({V},VS) Par({V},VS) N/A
sig Fea({S},S) Par(0,¢) N/A
sis Fea({S},SV) Par(0,¢) N/A
sip Fea({S,V},SV) | Par({V},V) N/A
boi Bdy(0,¢) Exp(0,¢) N/A
bo} Bdy({V},V) Exp({V} V) N/A
bo} Bdy({V},VS) Exp({V},VS) N/A
bo; | Bdy({S},S) Exp({S}.S) N/A
bo: | Bdy({S},SV) Exp({S},SV) N/A
bog | Bdy({S.V},SV) | Exp({S,V},SV) N/A
bol | Bdy({S,V},VS) | Exp({S,V}.VS) N/A
imp Fea( €) Bdy(0,¢) N/A
imo | Fea({V},V) Bdy({V},V) N/A
asy Exp(0,¢) Exp(0,¢) N/A
asp Exp({S} S) Exp({S} S) N/A
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hy0 has a single augmentation; this is the same for the rules clo, pao, and us, which have no
variable on their right-hand side and do not generate any node labeled with S or V. Rule at is
similar, but since it generates a node labeled with V, there are three possible augmentations:
the left-hand side may be labeled with Fea(?, ¢), with Fea({V}, V), or with Fea({V}, VS).
Rule si has six augmentations; whenever the left-hand side variable “promises” to generate
an S-node (S € M), this node will be generated first (is the head of sq). Rule bo! has
a single variable on the right-hand side, and needs seven augmentations, for all possible
augmentations of variables. Rule im has only two augmentations, as the node label S does
occur on their left-hand side (like ca, which is not shown). Finally, the augmentations of rule
as are analoguous, because V occurs on its left-hand side. Altogether, the context-safe form
PG’ of the program graph grammar PG has 113 augmented rules, for 18 rules in the original
grammar. O

It is worthwhile observing that the mapping strip in the proof of Theorem 3.3 turns
derivations of the context-safe grammar I'’ into derivations of the original grammar I". We
note this slightly stronger form of the theorem as a corollary. For this, let us say that an
edge relabeling is a mapping rel on edge labels. Such an edge relabeling is extended to
a mapping on graphs and rules in the obvious way: for an edge relabeling rel: € — ¢’
and a graph G € Y4 we let rel(G) = (G, G,attg, Zg, rel o £g). For arule r = (L, R),
rel(r) = (rel(L), rel(R)).

Corollary 3.5 For every contextual grammar I one can effectively construct an equiva-
lent context-safe contextual grammar T together with an edge relabeling rel such that
rel(Z") = re1ry) 1€l(G1) = rel(ry) * * + = rel(ry) 7€l(Gy) is a derivation in T for every deriva-
tionZ =y, Gy =y, -+ =, Gy in T

To be precise, we note here that the construction in the proof of Theorem 3.3 does not
entirely fulfil Corollary 3.5 (with strip as rel), because of the initial rules (Z, Z’). However,
these rules can easily be removed by composing them with the rules applying to Z’, as
proposed in Definition 3.12.

Corollary 3.5 will be used in Sect. 3.4 to show that contextual grammars can effectively be
reduced. However, let us first show (in the next two subsections) that both empty and chain
rules can be removed from contextual grammars.

3.2 Removing empty rules

We say that a rule (L, R) with L = {x} is an empty rule if R = L — x, and a chain rule
if R—y = L — x for a variable y € R. In the case of chain rules, we say that Lr(y) is
the rhs label of the rule. Note that both empty and chain rules are more general than in the
context-free case, because L may contain contextual nodes. Hence, the applicability of these
rules may be subject to the existence of nodes with certain labels elsewhere in the graph.
Moreover, in the case of chain rules it is not required that the variable y is attached to the
same nodes as x. Hence, chain rules can “move” a variable through a graph.

Similar to the context-free case [14, Section IV.1], the overall strategy for removing
empty and chain rules is to compose them with other rules. In the case of empty rules, no real
composition is required. We just determine the labels of those variables that can, possibly via
a sequence of derivation steps, be removed without generating any terminal node or edge.
Then we build new rules by removing some of these variables from the right-hand sides of
the original rules, thus anticipating the application of empty rules. Collecting the variables
that can be removed works precisely as in the context-free case, i.e., we do not take the
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contextual nodes into account at all. For this, consider a contextual grammar I' = (¢, Z, Z).
Let P be the set of ordinary context-free Chomsky rules given as follows: if % contains
arule r = (L, R) such that L = Rand R = {x1,...,xx} € var(R) (i.e., an application
of r adds neither nodes nor terminal edges to the graph) then Z contains the Chomsky rule
pr = (A — w) where A is the lhs label of » and w = £g(x1) - - - Lr(xy), arranging the
variables in R in some arbitrary order. Now, define X g to be the set of all variable labels
A € X such that A —>"%) &. Note that XE can be computed by the usual iterative procedure.

For A € X' we denote by depth(A) the length d of the shortest derivation A —>dg~o e.

As mentioned, the basic idea for the removal of empty rules from contextual grammars
is the same as for hyperedge replacement grammars: We add new rules that are obtained by
removing variables named by X { from their right-hand sides. Let us illustrate this using the
program graph grammar as an example.

Example 3.6 (Removing empty rules from the program graph grammar) In the program graph
grammar PG of Example 2.7, we have

P = {Hy — CIsHy* Hy* — ¢, Cls — ¢, Cls — FeaCls, Par — ¢, Arg — ¢}

which yields the set XEG' = {Hy, Hy*, Cls, Par, Arg} of variables generating s. The set
Ps = {pr, hy, hy*, cl*, si, pa*, ca, ar*} C P contains the rules where variables with names
in XPG occur on the right-hand side. We introduce variants of these rules where some of
these variables are removed from the right-hand sides, and delete the original empty rules
as well as the empty rule that is introduced by removing the variables named Cls and Hy*
from the right-hand side of rule hy. We get the set of rules shown in Fig. 8. So 17 rules of P,
plus the start rule pr, are replaced with 25 non-empty rules. O

In Example 3.6, removal of empty rules happens to work correctly. However, to make it
work in general, it turns out that we have to assume that the grammar is context-safe. This is
illustrated by the following example.

Example 3.7 (Removal of empty rules) Consider two node labels a, a with a = a, and the
following rules, where o € {a, a}:

E:{\;EE|@ :éa:

The grammar generates the language of all discrete graphs over {a, a} that contain both
labels. (Recall that a discrete graph is a graph without edges.)

When we apply the construction of Lemma 3.8 to this grammar, we obtain X 5 = {Sa, S3};
removal of empty rules from this grammar deletes the empty rules 35 and 35, and adds the

following rules:
[s]::= @

4q

However, the original contextual grammar does not generate graphs with a single node:

whereas the original rule 25 generates the graph @ rule 35 is not applicable to this
graph as its contextual node labeled a is missing.

This shows that the construction does not work without context-safety. One may attempt to
circumvent this problem by not simply removing variables with labels in X 5, but composing
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Fig. 8 Removing empty rules from the program graph grammar in Fig. 6
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the original rules with empty rules in such a way that the contextual nodes of those empty
rules are added to the left-hand side of the resulting rule. This notion of rule composition
will be formalized in Definition 3.12. However, for the removal of empty rules, it does not
yield the desired result. The composition of 25 and 23 with the empty rules 3; and 33, resp.,
yields the following new rules:

@:é:@

Unfortunately, adding these rules and removing the empty rules yields

BESBIEEYO]O)

due to a deadlock: Rule 54 cannot be applied to the graph in the middle because the graph
does not contain a node labeled a, and vice versa for rule 55. So the language of the new
grammar is empty.

Thus we have to turn the original grammar into a context-safe one (in simplified form as
the subscript sq is not needed here). This yields the following rules:
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L= @ where M C {a,a}, MM, =M
= where M C {a},ie, x ¢ M

Now, X{ = {Sg’l | M C {a}},andtheremoval of empty rules yields = @forM C {a}.

This rule is correct since SM with @ ¢ M only appears in the context of another with
o € M, which gives rise to a node labeled . O

We can now show that the removal of empty rules indeed works correctly, under the
condition that it is applied to a context-safe grammar.

Lemma 3.8 (Removal of Empty Rules) Let I' = (€, %, Z) be a context-safe contextual
grammar with Z = {x} and Z = 9.3 If T is the contextual grammar obtained from T" by

1. replacing every rule (L, R) € % by the set of all rules of the form (L, R — E) such that
E C {x evar(R) | Lr(x) € X'} and
2. removing all empty rules from the resulting set of rules

then L(I'") = L(D)\{{)}.

Proof By very much the same arguments as in the context-free case, it follows that
L(D\{()} € L(I"). Thus, it remains to be shown that L(I'") € L(I"). For this, we need
context-safety. By induction on the length of derivations, given any derivation Z =7, G,
there exist a derivation Z =%, H and a set E C {x € var(H) | ly(x) € Xf} such that
G = H — E. We have to consider the case where G € %\ x, which means that £ = var(H).
Thus, denoting H — var(H) by H, we have to show that H :>*g, H. For this, we show by
induction on n = ermr( " depth(£ (x)) that H =", H for every graph H such that
Z =%, H and {y (var(H)) € X!

For n = 0 we have var(H) = (J, and hence there is nothing to show. Now, assume
that n > 0. For every variable x € var(H) with depth(f g (x)) = d there is a derivation
Ly (x) —>‘% . Let ass be the assignment that assigns to each x € var(H) the rule r such

that p, is the first rule applied in the derivation £ (x) —>2 ¢. Then, by context-safety, one
of the rules ass(x) (for x € var(H)) applies to x, yielding H =5 H "with H = H and
> cvar(y depth(Cgr (x)) = ervar( wy depth(€g (x)) — 1. Thus, the induction hypothesis
applies to H', yielding H =4 H' ="' H' = H, as claimed. o

3.3 Removing chain rules

Just as the removal of empty rules, the removal of chain rules follows the pattern known from
the theory of context-free grammars. Roughly speaking, an arbitrary sequence of applications
of chain rules, followed by an application of a rule that is not a chain rule, is composed into
a single rule. Composing two rules r and r’ means to apply r’ to the right-hand side of r,
which yields the right-hand side of the composed rule. Unfortunately, things are not quite as
simple for contextual grammars, because an application of ' may make use of contextual
nodes that do not belong to the right-hand side of r. Thus, to make sure that the composed
rules faithfully implement r followed by r’, the left-hand side may have to be extended by
additional contextual nodes. We also have to take into account that an application of » may

3 Recall that, by the remark after Definition 2.3, the requirement Z = (¥ is no limitation.
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not immediately be followed by an application of 7. It may be the case that contextual nodes
required by r’ are not yet available, as they are still to be generated in another branch of the
derivation. Fortunately, this problem can be solved if r is a chain rule: As the following lemma
shows, we can reorder derivation steps in such a way that every application of a chain rule is
immediately followed by an application of a rule that replaces the variable in the right-hand
side of that chain rule. For technical convenience, given two arbitrary contextual rules » and
r’, let us say that G =,,» H via I if G =, I =,» H, where the second step replaces one
of the variables coming from the right-hand side of . We simply write G =,,» H without
specifying [ if I is of no particular interest.

Lemma 3.9 Let " = (¢, %, Z) be a contextual grammar and G € £ (). Then there is a
derivation Z = Gy =, G| =, -+ =, Gn = G such that, foralli € {1,...,n — 1}, if
ri is a chain rule then G;_| =,

Fitl Gi+1 via Gi.

Proof For graphs G, H, and I, if G =, I using a chain rule r then / = G. Hence, if
I =, H via a matching m, replacing a variable in G N1, thenr’ applies to G as well, using
the same matching m. Consequently, the steps can be switched yielding G =, I’ =, H
for a graph I’. This shows that an application of a chain rule can be shifted to the right as
long as the next derivation step replaces a variable other than the one in the right-hand side
of this chain rule. Hence, the property asserted in the lemma can be guaranteed by shifting
all applications of chain rules to the right as far as possible. O

As a consequence of the previous lemma let us note in passing that contextual grammars
require at most one contextual node in their left-hand sides.

Lemma 3.10 Contextual grammars in which each rule contains at most one contextual node
are a normal form of contextual grammars.

Proof Using Lemma 3.9 this is straightforward. Suppose we wish to implement a rule r
whose left-hand side contains a variable with k attached nodes and / > 1 contextual nodes.
We use [ chain rules rq, . . ., 7 to collect the / contextual nodes one by one, finally ending up
with a variable that is attached to k+/ nodes. The original rule is then turned into a context-free
rule r’. Clearly, every derivation step G =, H can be turned into a derivation G =,...,,,» H
of length / + 1. (Here we extend the notation =, to [ chain rules followed by one arbitrary
rule in the obvious way.) Conversely, by Lemma 3.9 every terminating derivation in the new
grammar can be rewritten in such a way that ry, ..., r; and r’ only occur in subderivations
of the foom G =,,...,,,» H, which means that each such subderivation can be replaced by
G =, H yielding a derivation in the original grammar. O

Example 3.11 (Rules with singleton contexts) In the grammar in Example 2.4 generating all
graphs, the edge-inserting rules have two contextual nodes. We can replace the rules e, (for
¢ € €) by two rules €. and e/ for a fresh variable name E with rype(E) = a, as shown in
Fig. 9. O

Let us now formalize the notion of rule composition discussed informally above.

Definition 3.12 (Composition of Contextual Rules) Let r and r’ be contextual rules. A
composition of r and r’ is a contextual rule (L, R) such that L =, R.
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In the following, we denote the set of all compositions of contextual rules r and r’ by
r; r’. Note that r ; 7’ is an infinite set, as contextual rules may have any number of contextual
nodes. We will soon take care of this problem, but let us first note that rule composition works
as expected. For a detailed treatment including proofs (in a much more general case) see [12,
Sections 3.4.1and 5.4].

Fact 3.13 Let r and r’ be contextual rules, and let G and H be graphs. Then G =,,» H if
and only if there is arule p € r; v’ such that G =, H.

To circumvent the problem that composition creates infinitely many rules, we define a
partial order on contextual rules, as follows. For contextual rules r = (L, R) and v’ =
(L', R"), we let r C r' if there is a discrete graph D such that L’ = LW Dand R"= RWY D
(up to isomorphism, as usual).

Observation 3.14 For graphs G, H € %, and contextual rules r C 7/, if G =, H then
G=, H

Lemma 3.15 Let Z be a finite set of rules over a finite labeling alphabet ¢ and let % be
the set of all rules ¥ over € such that r T ¥ for some r € %. Then (%, E) is a well partial
order* (wpo, for short).

Proof Let ¢ = {ai, ..., a,} and assume without loss of generality that the rules in % are
pairwise incomparable w.r.t. C. Every rule 7 € # has the form (L W D, R & D) for a unique
rule r = (L, R) € # and a unique discrete graph D. Furthermore, D can be represented as
d=(di,...,dy) e N, whered; = |{v € D | KD(v) = qg;}| for 1 <i < n. Hence, we may
denote 7 by r + d. Clearly, using this notation, given two rules r + d and r +d in R, we
have r +d C r’ 4+ d’ if and only if » = r" and d < d’, where < is the usual partial order on
N, This proves the statement since (N*, <) is a wpo and Z is finite (using the fact that the
union of finitely many wpos is a wpo). O

The basic idea for removing a chain rule is to compose it with the rules for the variable
on its right-hand side. For the program graph grammar, this is easily achieved.

Example 3.16 (Removing chain rules from the program graph grammar) The program graph
grammer in Example 2.7 does not contain a chain rule, but the removal of empty rules in
Example 3.6 introduces chain rules hy, hys, and cly, shown in Fig. 8. Composing these rules
with all rules for the variable names on their right-hand sides yields composed rules cl, to
cls, and hyy to hyj,. Two of these rules are contextual (by composition with rule im). The
new rules are shown in Fig. 10. The resulting grammar has 31 instead of 26 rules altogether.

[m]

We can now show how to remove chain rules from contextual grammars.

Lemma 3.17 (Removal of Chain Rules) For every contextual grammar, one can effectively
construct an equivalent contextual grammar that does not contain chain rules.

Proof Let I’ = (¢, %, Z) be a contextual grammar. We iteratively add compositions of
rules to %, as follows: Let Zy = %#. Foreachi = 0, 1, ..., choose a chain rule r € %
and a rule r’ € %; which is not a chain rule. Now, let ;1 = %; U {p} for a minimal rule

4 Recall that a wpo is a partial order that is well-founded (there are no infinite descending chains) and has no
infinite antichains (every infinite subset contains comparable elements).
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Fig. 10 Removing chain rules from the program graph grammar of Fig. 8

p € r;r (wrt. C) such that ¢ Z p for all g € %,. Clearly, such a rule p can effectively
be found if it exists. The process stops when there are no more rules r € %, r' € %,
and g € r; r’ of the kind required. Let iy be the index i at which this happens and define
X' = {r € %, | risnotachainrule}. We claim that iy exists (i.e., the iteration does
eventually stop) and that T’ = (¢, #’, Z) is equivalent to T.

To see that i( exists, notice that all rules in %; are of the form (L W D, RW D’), where L
and R are left- and right-hand sides of rules in % and D and D’ are discrete graphs. Since
Z is finite, it follows that there is a finite set %" of rules over € such that, for every rule
r € %, there is arule ro € %" with ry C r. Hence, taking #” as % in Lemma 3.15, all
Z%; are subsets of the well partial order (@, C). By construction, the rules rq, 7, . .. added
to the sets %; satisfy r; Z rp £ ---. Hence, if this sequences were infinite, it would either
contain an infinite descending chain or an antichain, both of which is impossible. Hence, the
process must eventually terminate.

By the fact that # C % C --- C %, and the if direction of Fact 3.13, the contextual
grammar I';, = (€, Z%,,, Z) is equivalent to I'. It remains to be shown that every derivation in
I';, can be turned into a derivation that does not make use of chain rules, i.e., into a derivation
in I'". By Lemma 3.9 and an obvious induction on the number of steps using chain rules, it
suffices to verify that G =, H implies G =g H, for every chain rule r € % and every
rule r’ € %, thatis not a chain rule. Fact 3.13 yields arule p € r; ' such that G =, H.By
Observation 3.14 we can assume that p is a minimal element of r ; »’. However, this means
that there exists a rule ¢ € %;, such that ¢ C p (because otherwise the construction would
not have terminated at step ip). Again using Observation 3.14, G =, H and g C p implies
that G =, H, which finishes the proof. O

Example 3.18 (Removal of chain rules) Consider the (incomplete) contextual grammar with
the following rules:

é Oﬁ‘o i lé h = - é2 é = @%

1% 5] [a] = N
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where o, @, and ® indicate three distinct node labels. The rules for the variable name A will
be added in Example 3.23; they should generate ®-labeled nodes in particular. The variable
S generates a tree having a unique leaf labeled with e if only rules s1, So, and S3 are used,
provided that A generates trees over o. Note that trees need not be binary, because the S-
labeled variable may “jump back” to any node that has been previously generated by rule S3.
If there happens to be a ®-labeled node at some point (presumably be generated by A), then
the generation may “spread out” to this node by means of rule S4.
Rule s3 is a chain rule. Composing it with the rules S1 and Sy yields rules

10 O 2 10 2 10 2
[s] - Q/\‘o i
s |sh
[s] [a]

Another composition with, e.g., 3/1 yields a rule

10 02 O3 10 O2ﬁj
|E| e o ©

4 mE

but 8} C s, which means that this rule is not needed: whenerver s applies to a graph,
does apply as well, with the same result. Similarly, composing sz with itself yields only a
rule 85 such that s3 £ s3. However, composing S3 with 4 yields the rule

10 02 ®3 10 O 2 T 3
= B3
E ol
which is not subsumed by another rule. Further iteration does not yield more rules to be
included, which means that rule S3 can now be removed. ]

Theorem 3.19 Contextual grammars with neither empty nor chain rules are a normal form
of those contextual grammars that do not generate the empty graph.

Proof Use Lemma 3.8 followed by Lemma 3.17. Obviously, if applied to a grammar without
empty rules, the construction used to prove Lemma 3.17 does not create empty rules. O

Note that it seems that Theorem 3.19 cannot be combined with Lemma 3.10, because the
proof of the latter creates chain rules.

3.4 Reducedness

In the case of context-free grammars (both on strings and graphs), reducedness is a very
useful property. As we shall show, even contextual grammars can effectively be reduced
without affecting their generated language. In context-free grammars, reducedness usually
refers to the usefulness of all nonterminals (which correspond to our variable labels), where
a nonterminal is useful if it occurs in at least one terminating derivation. In the case of
contextual grammars, it is more appropriate to speak about the usefulness of rules rather than
of variable labels, because two rules with the same lhs label do not necessarily match the
same graphs. Thus, even if all variable labels are useful in the sense mentioned above, the
grammar could contain rules that can never be applied.
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Definition 3.20 (Reduced Contextual Grammar) InI' = (¢, %, Z), arule r € % is useful
if there is a derivation of the form Z =7, G =, G’ =% H such that H € g\ x. I is
reduced if every rule in % is useful.

In order to prove that reducedness can always be achieved, we need a lemma regarding
the following notion of derivation tree skeletons of a contextual grammar I' = (¢, %, Z).
Intuitively, these derivation tree skeletons are derivation trees that are obtained by forgetting
about the contextual nodes of rules. For the formal definition, let us order the variables in Z
and in the right-hand side of every rule in % in an arbitrary but fixed way. Then the recursive
definition of derivation tree skeletons reads as follows:

o Ifvar(Z) = {x1, ..., x;}then Z[{z(x1), cees iy (xx)], the tree consisting of aroot labeled
with Z and ordered children labeled with £z (x1), . .., £7(xx),is aderivation tree skeleton
of T.

e Ifr = (L, R)isarulein # withvar(R) = {xy, ..., x;},and ¢ is a derivation tree skeleton
of I" that contains a leaf labeled with tlle lhs label o_f r, then the tree ' obtained from ¢
by replacing this leaf by the subtree r[£g(x1), ..., £g(xx)] is a derivation tree skeleton
of I'.

Thus, derivation tree skeletons of I" are defined as (one may define them) in the context-free
case; see, e.g., [14, Section II.3] and [5, Section 2.3.2]. A node of a derivation tree skeleton
is internal if its label is a rule. Given a derivation D, we denote its derivation tree skeleton by
tp. We omit the explicit formal definition of ¢p here, because it should be obvious. Clearly,
if D has length n then #p has n internal nodes. Note that, in contrast to the contex-free case,
tp does not uniquely determine the graph derived by D, because it lacks information about
the matching of contextual nodes. In fact, a derivation tree skeleton may not correspond to
any valid derivation at all. However, in the context-safe case this is always guaranteed. To
state this result in a proper way, let us say that a derivation tree skeleton is ferminal if all
nodes except the root are internal ones.

Lemma 3.21 [fT is a context-safe contextual grammar then each terminal derivation tree
skeleton of T is the derivation tree skeleton of at least one derivation in T.

Proof Suppose t is a terminal derivation tree skeleton of I', and let us say that the lhs label of
a proper subtree of 7 is the lhs label of the rule labeling its root. A derivation tree skeleton 7/
is a predecessor of t if it can be obtained from ¢ by replacing any number of proper subtrees
of ¢ by their lhs labels. Now, assume that ¢ contains n + 1 nodes (i.e., n internal nodes plus
the root). To prove the claim, we show by induction on i < n that there is a derivation D of
length i such that ¢ is a predecessor of . This proves the claim because, for i = n, tp has
n internal nodes and is thus equal to 7.

For i = 0, note that the derivation tree skeleton of the derivation of length O is
Z[lz(x1), ..., 2z(xx)], which is a predecessor of . For 1 < i < n, let D be a deriva-
tion of length i — 1 such that 7p is a predecessor of ¢, and let G be the graph derived
by D. The variables x1, ..., x;; in G correspond to the leaves of ¢p that are labeled with
26(x1), ..., € (xm). These nodes are internal nodes in 7 (since ¢ is terminal), and labeled
with rules rq, ..., r,, whose lhs labels are £G(x1), ..., £G(xm). Let ass be the rule assign-
ment for G given by ass(x;) = r;. Since I" is context-safe, one of the rules r; applies to the
corresponding variable x;. Hence, D can be prolonged by a step G =, G’ replacing x;. By
construction, the derivation tree skeleton of the resulting derivation D’ is a predecessor of ¢
(obtained by turning the node labeled £ (x;) into an internal node labeled r;). This proves
the lemma. O
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We can now show how reducedness can be achieved.
Theorem 3.22 Reduced contextual grammars are a normal form of contextual grammars.

Proof For a contextual grammar I' = (¢, %, Z), let |[I'| denote I with all useless rules
removed. Clearly, [I"| is reduced and £ (I") = Z(|I"]). Hence, by Theorem 3.3 it suffices
to prove that the set of useful rules of a context-safe contextual grammar I' = (¥, #, Z) can
effectively be determined.

By Lemma 3.21, a rule in T is useful if and only if it appears in a terminal derivation
tree skeleton of I'. Since contextual nodes are irrelevant for the definition of derivation tree
skeletons, this means that usefulness of rules can be checked in the same way as in the context-
free case (after applying Theorem 3.3 to make I" context-safe). More precisely, we can turn
" into a hyperedge-replacement grammar I’ by replacing every rule (L, R) by (L', R),
where L' is obtained from L by removing all contextual nodes. (Thus, their counterparts in
R become nodes that are generated by the rule rather than being taken from the context.)
Clearly, I'’ has the same derivation tree skeletons as I', which means that usefulness can be
checked as in the context-free case. m]

Example 3.23 (Removal of useless rules) Let us now add the following rules for A to the
rules in Example 3.18:

o o
o'& o e o

E._ <Y . l

RRENITY

Thus rule az generates the e-node that can be used as a context by rule S4 of Example 3.18.

Note, however, that is enabled only if there is a node e, and Sy is the only rule creating such

a node. Hence there will not be any variable named S left when rule ag is applicable. The

conclusion is that S4 is, in fact, useless. There are, however, terminal derivation tree skeletons
containing occurrences of S4, the smallest example being

Z[sa[s2[],s2[]]] where Z = [A]

This is because the grammar is not context-safe: We can assign S4 to the unique variable of
Z although is not applicable to it.
Turning the grammar into the context-safe form remedies this deficiency. Consider the

annotation of S to be ({e,®},0@) or ({e,®},@e) (because it suffices to consider the labels @ and ®
of contextual nodes in the annotations). All annotated variants of S4 have a Ihs label S(M, sq)

such that [sq] € {¢,8}. Such a variable can only be generated by three rules, namely these:
0
ses89)] .._ O/\o

! N N

s@®}00)| .. _ o o o o

[s({®}.@)][A((®}.® @] | [s(0.¢)] [A({®.8}.® @)]
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Here, the first and the third rule cannot appear in any terminal derivation tree skeleton,
because no rule for A generates a e-labeled node, which means that the annotation makes
termination impossible. However, if a derivation tree skeleton contains the second rule, it
cannot be terminated either, since the only rule that has the lhs label A({s},®®) is

@]
Aleree) .. _ O'/O\o

A({®},® ®)|[A(0,¢)

In particular, az does not have an annotated variant with this lhs label, because of the con-
textual node labeled with e.

Therefore, none of the annotated variants of S4 appears in a terminal derivation tree
skeleton; they are all correctly identified as being useless. O

Example 3.24 (Reducedness of the program graph grammar) In the context-safe form the
program graph grammar discussed in Example 3.4, the following augmentations shown in
Table 1 are useless:

e 4-5 of rules hy, hy*, and cl*.
e 3 of rule si.

e 2-7 of rule bo'.

e 2-17 of rules bo* and ar*.

e 2 of rules as and ca.

Thus 69 of the 113 rules of the context-safe form are useful. Note that, for each of the
original program graph rules, at least one of its context-safe variants is useful. Hence, since
the relation between the two grammars is the one expressed in Corollary 3.5, each of the
rules of the original grammar is useful. O

By turning a grammar into a reduced one, it can be decided whether the generated language
is empty (as it is empty if and only if the set of useful rules is empty and the start graph contains
at least one variable).

Corollary 3.25 For a contextual grammar T, it is decidable whether £ (") = (.

4 Limitations of contextual grammars

Let us now come to two results that show limitations of contextual grammars similar to
the known limitations of hyperedge-replacement grammars. The first of these results is a
rather straightforward consequence of Lemma 3.8: as in the context-free case, the languages
generated by contextual grammars are in NP, and there are NP-complete ones among them.

Theorem 4.1 For every contextual grammar U, it holds that £ (I') € NP. Moreover, there
is a contextual grammar T such that £ (I") is NP-complete.

Proof The second part follows from the well-known fact that there are NP-complete
hyperedge-replacement languages [21]. For the first part, by Lemma 3.8, it may be assumed
that I' contains neither empty nor chain rules. It follows that the length of each derivation
is linear in the size of the graph generated. Hence, derivations can be nondeterministically
“guessed”. O
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It should be pointed out that the corresponding result for hyperedge-replacement languages
is actually slightly stronger than the one above, because, in this case, even the uniform
membership problem is in NP (i.e., the input is (I', G) rather than just G). It is unclear
whether a similar result can be achieved for contextual grammars, because the construction
given in the proof of Lemma 3.8 may, in the worst case, lead to an exponential size increase
of I'.

For the next result, also known from the theory of hyperedge-replacement languages,
let us recall the standard notions of Parikh images and semilinearity. In the following, let
us assume that our alphabets % are implicitly provided with an arbitrary but fixed order
ai, ...,ar (where ¢ = {ai, ..., ar}). Given a graph G € %, its Parikh image is the k-tuple
v (G) = (ny, ..., n;) such that n; is the number of nodes or edges in G whose label is a;.
Thus v simply counts the numbers of occurrences of the different labels in G. As usual, the
Parikh image of a graph language L C % is (L) = {¥(G) | G € L}.

A subset E of N¥ is linear if there are EE,..., &, € N such that

m
B = {%'-f-ZSifji | S1, ..., Sm EN]
i=1

(using scalar multiplication and componentwise addition), and it is semilinear if it is a finite
union of linear sets. The famous theorem by Parikh [23] states that the Parikh image of a
context-free language (with respect to the terminal alphabet of the grammar) is semilinear. It
is known (and not very difficult to see, using Parikh’s theorem) that this holds for hyperedge-
replacement languages as well [5,14]. We can now extend this result to the contextual case.

Theorem 4.2 For every language L € CHR, the Parikh image (L) is semilinear.

Proof To prove the theorem, it suffices to show that v'(L) is semi-linear, where v/’ is defined
like v but counts only edge labels. To see this, notice that we can attach a single edge labeled
a to every node labeled @ when this node is generated. Then counting nodes labeled a is the
same as counting edges labeled a.

Now, we use Lemma 3.21, in a way similar to the proof of Theorem 3.22. By Theorem 3.3,
we may assume that I' is context safe. Now, consider again the hyperedge-replacement
grammar I/ obtained from I' by removing all contextual nodes from the left-hand sides
of its rules. Again, the derivation tree skeletons of I'" and T" coincide. Hence, in particu-
lar, ¥/ (Z(T)) = ¥/'(Z(')). As mentioned above, it is known that the Parikh image of
hyperedge-replacement languages is semilinear (see, e.g., [14]), which completes the proof.

[m]

As a well-known, weaker but sometimes useful consequence, we obtain the result that the
size of graphs in .Z(I") grows only linearly, no matter whether we count nodes, edges, or
both.

Corollary 4.3 For a graph G, let |G| be either the number of nodes of G, the number of
edges of G, or the sum of both. For every contextual grammar U, if £(I') = {Hy, Ha, ...}
with |H1| < |Hz| < - - -, there is a constant k such that |H; 1| — |H;| < k foralli € N.

The corollary shows, for example, that the language of all complete graphs cannot be
generated by any contextual grammar (because the number of edges grows quadratically in
this case).

Corollary 4.4 The language of all complete graphs is not in CHR.
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Fig. 11 Relation of languages generated by hyperedge replacement (HR), contextual hyperedge replacement
(CHR), adaptive star replacement (ASR), and confluent node replacement (C-edNCE)

Note that the set of all complete graphs is well known to be a C-edNCE graph language.
Hence, together with Observation 2.5, the corollary shows that contextual grammars and
C-edNCE grammars are incomparable with respect to generative power.

5 Conclusions

In this paper we have studied grammatical and algorithmic properties of contextual gram-
mars. It turned out that these properties are not fundamentally different from the properties
known for the context-free case. This indicates that contextual hyperedge replacement is a
modest generalization of hyperedge replacement that, to the extent one might reasonably hope
for, has appropriate computational properties. In particular, contextual grammars have useful
normal forms, namely rules with at most one contextual node, grammars without empty and
chain rules, and reduced grammars. Indeed, they share certain algorithmic properties with
context-free grammars, (i.e., effective removability of empty and chain rules, decidability
of reducedness and emptiness, as well as an NP-complete membership problem) and their
languages exhibit at most linear growth. Nevertheless, contextual grammars are more pow-
erful than context-free ones, as illustrated in Fig. 11. Let HR, C-edNCE, ASR, and CHR
denote the classes of graph languages generated by hyperedge replacement [14], confluent
node replacement [13], adaptive star replacement [6], and contextual hyperedge replace-
ment, respectively. HR is properly included in C-edNCE [13, Section 4.3], as is C-edNCE
in ASR [6, Corollary 4.9]. The proper inclusion of HR in CHR and the non-inclusion of
CHR in C-edNCE are stated in Observation 2.5. As C-edNCE does contain the language of
all complete graphs, this and Corollary 4.4 show that CHR and C-edNCE are uncomparable.
> We do not yet know whether ASR includes CHR. Example 2.6 indicates that contextual
grammars allow for a finer definition of structural properties of models than class diagrams.

5.1 Related work

Some work related to the concepts studied in this paper shall be mentioned here. Context-
exploiting rules [9] correspond to contextual rules with a positive application condition, and
are equivalent to the context-embedding rules used to define diagram languages in DIA-
GEN [22]. The context-sensitive hypergraph grammars discussed in [14, ChapterVIII] cor-
respond to context-free rules with a positive application condition. We are not aware of any
attempts to extend node replacement in order to define graph languages as they are discussed
in this paper. The graph reduction specifications of Bakewell et al. [2] are based on stan-
dard graph transformation rules (as considered in [12], but without application conditions),

5 As Dirk Janssens has pointed out in private communication, this is not sure for the relation of CHR and
non-confluent edNCE grammars, which do derive the language of all graphs, thanks to their ability to delete
terminal edges during derivations. Then the node replacement grammar generating complete graphs can be
extended by (non-confluent) rules that delete arbitrary sets of edges.
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and require the specifications to define confluent and terminating reductions. As these rules
may delete previously generated terminal nodes and edges, it is difficult to compare them to
contextual grammars with respect to generative power. It is clear, however, that all example
languages considered in this paper can be defined by graph reduction specifications as well.

Shape analysis aims at specifying pointer structures in imperative programming languages
(e.g., leaf-connected trees), and at verifying whether this shape is preserved by the operations
on the structures. Several logical formalisms have been proposed for this purpose [25]. The
graph grammars mentioned in the last paragraph can also be used for defining admissable
shapes of graphs, and for analyzing whether graph transformations do preserve shapes. In
their paper mentioned above, A. Bakewell, D. Plump, and C. Runciman have studied whether
standard graph transformation rules do preserve shapes defined by graph reduction specifi-
cations. For more expressive graph transformation rules wherein variables are placeholders
for graphs of varying size and shape, conditions for shape-preservation have been studied for
the case where the shape of the host graphs, of the pattern and replacements graphs of rules,
and of the substitutions of the variables are defined by context-free grammars [17], and by
adaptive star grammars [8], respectively.

5.2 Future work

Future work on contextual grammars shall clarify the open questions concerning their gen-
erative power, and continue the study of contextual rules with recursive application condi-
tions [15] that has been started in [20]. Furthermore, we aim at an improved parsing algorithm
for contextual grammars that are unambiguous modulo associativity and commutativity of
certain replicative rules. And, we want to study shape analysis for the even more expres-
sive graph transformation rules implemented in the GRGEN rewriting tool [3], which can be
recursively refined by applying contextual meta-rules [19]. We hope that we can then show
that refactoring operations on program graphs preserve the shape defined in the contextual
grammar of Example 2.7.
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