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Abstract. The n-pebble tree transducer was recently proposed as a model
for XML query languages. The four main results on deterministic trans-
ducers are: First, (1) the translation 7 of an n-pebble tree transducer can
be realized by a composition of n 4 1 0-pebble tree transducers. Next, the
pebble tree transducer is compared with the macro tree transducer, a well-
known model for syntax-directed semantics, with decidable type checking.
The 0-pebble tree transducer can be simulated by the macro tree transducer,
which, by the first result, implies that (2) 7 can be realized by an (n + 1)-
fold composition of macro tree transducers. Conversely, every macro tree
transducer can be simulated by a composition of 0-pebble tree transduc-
ers. Together these simulations prove that (3) the composition closure of
n-pebble tree transducers equals that of macro tree transducers (and that of
0-pebble tree transducers). Similar results hold in the nondeterministic case.
Finally, (4) the output languages of deterministic n-pebble tree transducers
form a hierarchy with respect to the number n of pebbles.

1 Introduction

Trees appear in science in many contexts. For instance, they are used to rep-
resent the structure of a composed object: the object is obtained by applying
a certain operation (at the root of the tree) to its components (represented
by the subtrees); such a tree corresponds to the derivation tree of a grammar
generating the object. Another more recent example is XML, a general data
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format for structured documents; there, the interest is in the structure of the
tree itself. Natural application areas of trees are (we mention only four) (i)
linguistics (phrase structure), (ii) compilers (derivation trees, or parse trees),
(iii) functional programming (terms), and (iv) databases (XML documents).

Let us now consider the translation of trees into other trees. It plays an
important role in each of the four areas: (i) for natural language transla-
tion (see, e.g., [41,47]) (ii) for the specification of the syntax-directed se-
mantics of a programming language, and its implementation in a compiler,
cf. [38,42,45,61], (iii) for functional programs working on tree structured
data, cf., e.g., [59], and (iv) for the specification and implementation of XML
transformation (e.g., XSLT; cf. [48,5]) and XML query languages [58].
Now, consider the (sequential) composition of tree translations. It appears
in applications in a natural way: e.g., as multi-pass compilers, as model
for deforestation in functional languages [43,60] and as implementation of
queries to a (possibly iterated) view of an (XML) database.

This paper is concerned with tree translations and compositions of them.
In particular, we study the relationship between the n-pebble tree transducer,
introduced in [50,49] as a model for XML query languages (cf. also [58]),
and the macro tree transducer [18,19,6,24,25,31] which is a model for
syntax-directed semantics. We first discuss the pebble tree transducer (in
the terminology used within this paper, which differs slightly from that in
[50,49]) and then the macro tree transducer.

An n-pebble tree transducer (n-ptt) is a finite state device that translates
ordered ranked trees (which might be codings of XML documents). Its
reading head is a pointer to a node of the input tree and can be moved to
another node along the edges of the input tree. The n-ptt is equipped with n
pebbles, marked 1, . . . , n, which can be dropped at or lifted from the current
node (pointed at by the reading head). A computation starts in the initial state
with the reading head at the root node, and no pebbles on the input tree. The
ptt can test (in its current state) the label of the current node, its “position”
(i.e., whether it is the root node or the jth child of a node, 7 > 1), and
the presence of the pebbles at the current node. Depending on the test, it
generates an output tree, at the leaves of which new computations can be
spawned (which will each have their “own” copy of the input tree, with
pebbles and reading head). This means that, in terms of the output tree, the
basic operation inherent in a computation step of an n-ptt is the replacement
of leaves by trees (“first order tree substitution”). When a new computation
is spawned, the ptt can change its state and either move the reading head to
a neighboring node, or lift/drop a pebble at the current node. Pebbles must
be used in a stack-like fashion: if [ < n pebbles are on the tree, then pebble
[ can be lifted (if it is present at the current node) or pebble [ + 1 can be
dropped at the current node (if [ + 1 < n). We note here that in the model



A comparison of pebble tree transducers with macro tree transducers 615

of [50,49,58] the reading head is considered to be a pebble too; thus, our
n-pebble tree transducer is there called an (n + 1)-pebble tree transducer.

As observed in [50], the pebble tree transducer can be obtained from
the tree-walking automaton of [4] (see also [22]) by adding pebbles and
the ability to generate output trees rather than strings. We observe here that
the deterministic pebble tree transducer without pebbles, i.e., the 0-ptt, is
very closely related to the attribute grammar: a well-known compiler writing
formalism (see, e.g., [11,1,52]). Here, the attributes of the attribute grammar
should have trees as values (in which case it is also called an attributed tree
transducer [12,30,31]). This relationship was discussed in [21], where the
O-ptt is called an RT(Tree-walk) transducer (see also [25]). Thus, O-ptts
are essentially attribute grammars, and n-ptts could be viewed as “attribute
grammars with pebbles”. If we further restrict the 0-ptt in such a way that
the reading head may only move down in each computation step, then we
obtain the classical top-down tree transducer [54,56,36], as mentioned in
[50].

For a pebble tree transducer, the restriction of input and output to monadic
trees gives rise to a natural transducer model for string translation which
was considered in [17]. For some of the results of the present paper we will
mention the corresponding results for pebble string transducers, but for more
details the reader is referred to [17]. String automata that use pebbles in a
stack-like fashion (which basically means that the pebbles have nested life
times) were introduced in [33] and extended to trees in [13] (see also [51]).

The macro tree transducer (mtt) is also a finite state device that translates
trees into trees. It can be obtained by combining the top-down tree transducer
and the macro grammar [27], i.e., the states of the top-down tree transducer
may have parameters of type output tree, and thus computations can be
spawned at non-leaf nodes of the output tree. Now, when the mtt executes a
move at such a node v, it is replaced by an output tree which may spawn new
computations, and in which each leaf labeled by the formal parameter y;
is replaced by the corresponding actual parameter, i.e., the jth subtree of v
(“second-order tree substitution”). Just as for the top-down tree transducer,
the reading head of the macro tree transducer can only move down. This
implies that deterministic macro tree transducers do not have nonterminating
computations, as opposed to deterministic pebble tree transducers.

Note that it is well known that (in the total deterministic case) all at-
tributed tree transducers can be simulated by macro tree transducers [29,
6,32,14], and that the composition closures of the two coincide (cf., e.g.,
Chapter 6 of [31]). This suggests that (in the deterministic case) 0-ptts can be
simulated by mitts, and that their composition closures coincide: one of our
results. Macro tree transducers are well studied in tree transducer theory, and
about their composition closure many attractive properties are known; for
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instance: it has decidable type checking [24], the translations can be com-
puted in linear time (in the sum of the sizes of input and output tree) [46],
and the output languages form a full AFL and have decidable emptiness and
finiteness problems [9].

Before we discuss our results, let us consider the relationship of tree
transducers to (XML based) databases, cf. [58,50]. In terms of databases,
tree transducers can be seen as a query language: the input tree is the current
content of the database and the output tree is a result of the query that
is computed by the transducer. Of course the result can be input to another
query; this corresponds to the sequential composition of two tree transducers.
In fact, the application of a query ¢ to a database D (a set of inputs) is often
used to define a derived version of the database, called the “view of D under
¢”. This corresponds to the output language 7(R) of a tree transducer 7
taking a set R of input trees. We will assume (as in [50]) that R is a regular
tree language (corresponding to a database type constraint as defined, e.g.,
by a DTD or a specialized DTD in XML).

Our first main result is completely independent of macro tree transducers.
It is a result about pebble tree transducers only: The translation of an n-
pebble tree transducer can be realized by the composition of n + 1 zero-
pebble tree transducers. In fact, the use of the first pebble can be simulated
by (pre-)composing with the translation of a deterministic zero-pebble tree
transducer. In terms of databases this means that a user who understands
the concept of a view and that of a O-pebble query (computed by a 0-ptt)
need not be bothered with queries of n-pebble tree transducers for n > 0,
i.e., need not know about pebbles at all. Moreover, we observe that it is a
desirable property of a query language to be closed under composition: it
means that querying a view (i.e., the result of a previous query) gives a result
for which there is a direct query on the original database. Thus, it is natural
to define the query language of a class of tree translations as its composition
closure. Note that the class of pebble tree translations is not closed under
composition (both in the deterministic and the nondeterministic case). For
the composition closure of pebble tree transducers the first result implies
that it is equal to the composition closure of zero-pebble tree transducers.
Hence, as query languages in the above sense, the pebble tree transducer
and the zero-pebble tree transducer are equally expressive.

Our second main result is that every pebble tree transducer can be sim-
ulated by a composition of macro tree transducers. In the nondeterministic
case, to simulate n pebbles, n+ 1 mtts are needed in the composition and the
mtts must be extended by the ability to remain at a node, instead of strictly
moving down in each step. Since such a transducer can loop, it can have
nonterminating computations. In the deterministic case, n pebbles can be
simulated by the composition of n + 1 (conventional) deterministic mtts.
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Also, a simulation in the converse direction is possible: for every macro tree
transducer there is a composition of 0-pebble tree transducers which real-
izes the same translation. This gives our third main result: the composition
closure of n-pebble tree transducers equals that of macro tree transducers,
i.e., as query languages both formalisms have the same power. Since mtts
always terminate, the simulations prove that compositions of deterministic
pebble tree transducers can be transformed into ones that always terminate.
Technically speaking, this is one of the key results of this paper.

Our fourth main result concerns the power of defining views, or, equiv-
alently, the power to generate output languages (for deterministic transduc-
ers): n + 1 pebbles give strictly more views than n pebbles, i.e., there is a
hierarchy with respect to the number n of pebbles, of the output languages
of n-pebble tree transducers. The proof is based on the “mtt-hierarchy”
of (string) output languages of n-fold compositions of mitts that was re-
cently proved in [16]. The result strengthens the hierarchy of translations
of n-pebble tree transducers, which follows from an obvious size-to-height
relationship for such translations (viz., the height of the output tree is poly-
nomially bounded in the size of the input tree, with exponent n + 1). The
proof uses counter examples that are monadic, and thus also proves that
there is a hierarchy of output languages of n-pebble string transducers, as
already presented in [17]. Moreover, it is shown that nondeterminism gives
more views: even without pebbles a nondeterministic (0-)ptt can compute a
view that cannot be computed by any composition of deterministic pebble
tree transducers.

Finally, we address the type checking problem for compositions of pebble
tree transducers; it is the question whether all output documents in a view
satisfy a given type (i.e., aregular tree language). Since it is well known that
inverse type inference for compositions of macro tree transducers is solvable
[24], our second main result provides an alternative proof of the main result
of [50] that type checking for pebble tree transducers is decidable. We also
obtain an extension from [9]: “almost always” type checking is solvable for
compositions of pebble tree transducers; it is the question whether all output
documents in a view, except finitely many, satisfy a given type (and if so, to
produce the list of exceptions).

The structure of this paper is as follows. The Preliminaries (Sect. 2) fix
basic notations and definitions, mainly concerning trees, tree substitution,
and tree grammars. Section 3 presents the definition of the n-pebble tree
transducer (with a comparison to the original definition of [50] in Sect. 3.1),
and proves some of its elementary properties. In particular, the size-to-height
relationship for ptts is proved, and then applied to show that there is a proper
hierarchy of translations and that the class of pebble tree translations is not
closed under composition. Sections 3.2 and 3.3 compare ptts to attribute
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grammars and to the RT(.S) transducers of [21,25] (with S = Tree-walk).
Section 4 proves our first result, the decomposition of an n-pebble tree
translation into n + 1 zero-pebble tree translations. In Sect. 5 pebble tree
transducers are compared with macro tree transducers. In particular, our
second and third main results are proved there. In Sect. 6 the output languages
of pebble tree transducers are investigated; it is proved that these languages
form a proper hierarchy with respect to the number of pebbles. Section 7
discusses type checking, and almost always type checking. The paper ends
with conclusions and suggestions for further research in Sect. 8.

Even when not explicitly mentioned in the lemmas and theorems, all our
results are effective.

2 Preliminaries

The set {0,1,...} of natural numbers is denoted by N. The empty set is
denoted by @. For k,l € N, [k] denotes the set {1, ..., k} and [k, [] denotes
the set {k,...,l}. For a set A, |A| is the cardinality of A, P(A) is the set
of subsets of A, A* is the set of all strings over A, and A" is the set of
nonempty strings over A. The empty string is denoted by ¢. If the elements
of A are strings themselves, then we might write a string w € A* as w =
[a1; ag;. .. ;ay) with a; € A; in particular, we will then use ) to denote the
empty string (of strings), i.e., A has a different type than . The length of
a string w is denoted |w/|, and the ith symbol in w is denoted by w(7). For
n >0, AS™ denotes the set {w € A* | |w| < n}.

For sets A and B, their cartesian product is A x B = {(a,b) | a €
A,b € B}. An ordered pair (a,b) will also be denoted (a,b), and A x B
will also be denoted by (A, B).

For a binary relation R and a set A, R(A) denotes the set {y | Iz €
A: (z,y) € R} and R™1(A) denotes the set {z | Jy € A : (z,y) € R}.
Moreover, for a class R of binary relations and a class of sets A, R(.A)
denotes the class of sets { R(A) | R € R, A € A}. The composition of two
(binary) relations R and S, denoted by Ro.S, is the set of pairs {(z, z) | there
isay with (z,y) € Rand (y, z) € S}.Forn > 0, the n-fold composition of
R withitselfis denoted R"™. The reflexive, transitive closure and the transitive
closure of R are denoted R* and R, respectively. For classes of relations
R and S, R o S denotes the class of relations {Ro S | R € R,S € S}.
Forn > 1, R™ denotes R o --- o R (n times) and R* denotes the class
UnZl R™.

For a binary relation = C A x A overaset A, we will call, fora, a’ € A,
a derivation a =* a’ a computation (by = starting with a). Moreover, a
computation starting with a can also be infinite. A computation is complete
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if it is either infinite or of the form a =* a’ 7, i.e., there is no a” € A such
that ' = a”; in the latter case, a’ is the result of the computation.

2.1 Ranked sets and trees

A set X together with a mapping ranks;: 3 — N is called a ranked set. For
k>0, X% is the set {o € ¥ | rankx (o) = k}; we also write o®) to
indicate that ranky,(0) = k. For a set A, (X, A) is the ranked set X' x A
with rank 5> 4 ({0, a)) = rank (o) for every (0, a) € (X, A).

Let 2’ be a ranked set. The set of trees over X, denoted by Ty, is the
smallest set of strings 7' C (X U {(, ), , })* such that X(©) C T and if
oceX® k>1 andty,...,t; € T, then o(ty,...,tx) € T.Foraset A,
the set of trees over X' indexed by A, denoted by T'x;(A), is the set Ty 4,
where for every a € A, rank4(a) = 0. For the rest of this paper we choose
the set of parameterstobe Y = {y1,ya,...}. For m > 0, Y,, denotes the
set {y1,...,Ym}. Thus, Tx(Y") is the set of trees over X' with parameters.

For every tree ¢ € T, the set of nodes of t, denoted by V (¢), is the
subset of N* that is inductively defined as follows: if t = o(¢1, ..., tx) with
oceX®, k>0 andt; € Tx foralli € [k], then V(t) = {e} U {iu | u €
V(ti),i € [k]}. Thus, € represents the root of a tree and for a node u the
1th child of u is represented by usi. The size of ¢ is its number of nodes, i.e.,
size(t) = |V (t)|, and the height of ¢ is the number of nodes on a longest
path of ¢, i.e., height(o (t1,. .., tx)) = 1 + max{height(t;) | i € [k]}.

The label of t at node u is denoted by t[u]; we also say that ¢[u] occurs
in ¢ (at w). The rank of u is the rank of its label ¢[u]; in particular, u is a
leaf if it has no children, i.e., if it has rank zero. If ©u = vw with w € N*,
then v is an ancestor of u and u is a descendant of v; if w # ¢, then v is a
proper ancestor of u and u is a proper descendant of v. The subtree of t at
node w is denoted by ¢/u; a subtree ¢ /ui is called a subtree of node u. The
substitution of the tree s € T’x; at node u in ¢ is denoted by ¢[u < s]; it means
that the subtree ¢ /u is replaced by s. Formally, these notions can be defined
as follows: t[e] is the first symbol of ¢ (in X)), t/e = t, t[e < s] = s, and if
t=o(t,...,t), 1 € [k],and uw € V(¢;), then t[iu] = t;[u], t/iu = t;/u,
and t[iu < s| = o(t1, ..., tifu < s],..., tk).

Let uw € N*. For every j > 1, u is the parent of uj, denoted by
parent(uj), and j is the child number of uj, denoted by childno(wj). More-
over, we define childno(g) = 0.

Let Y’ be a ranked alphabet. For a tree t € Ty, yt denotes the yield of
t,i.e., the string in (X(®) — {¢})* obtained by reading the leaves of ¢ from
left to right, omitting nodes labeled by the special symbol e of rank O (e.g.,
fort = o(a,o(e,b)), yt = t[1]t[22] = ab). The string yt can be obtained
recursively as follows; if t = e then yt = ¢, if t € »(0) — {e} then yt = t,
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and if t = o(ty,...,tx), k > 1,0 € X® and ty,...,t;, € Ty, then
yt = yty - yYly.

A ranked alphabet X is monadic if all its symbols are of rank one, except
the special symbol e of rank zero, i.e., if ' = >y {e(o)}; atree in Ty is
a monadic tree. For a monadic tree t = aj(az(---an(e))), pt denotes the
path of 1, i.e., the string ay - - - a,, € (X(M)*,

2.2 Tree substitution

First, we define string substitution: For strings v, w1,...,w, € A* and
distinct ay,...,a, € A, we denote by v[a; < wi,...,a, < wy] the
result of (simultaneously) substituting w; for every occurrence of a; in v.
Note that the substitution [a; < wi,...,a, < wy,] is @ homomorphism
on strings. Let P be a condition on a and w such that {(a,w) | P} is a
partial function. Then we use, similar to set notation, [a <— w | P] to denote
the substitution [L], where L is the list of all a +— w for which condition
P holds. Since trees are strings, we can use ordinary string substitution to
replace leaves in a tree: for « of rank zero, t[cv <— s is the tree obtained from
t by replacing each node labeled « by the tree s. This type of tree substitution
(i.e., replacing leaves) is often called “first-order tree substitution”; note that
top-down tree transducers and also pebble tree transducers are based on this
type of substitution.

Recall from the previous subsection that for a node u of ¢, t[u « s] is
the tree obtained by replacing in ¢ the subtree rooted at u by s. This type of
tree substitution (i.e., replacing a subtree) is also often called first-order tree
substitution. Note that if {u1, ..., u,} is the set of all a-labeled nodes in ¢
and « is of rank zero, then t[a < s| = tlug < s| - - [uy < sl.

We now turn to a different type of substitution, which is used in macro
tree transducers: “second-order tree substitution”. It means to replace in a
tree a symbol of arbitrary rank by a tree s. Here, the question arises how to
deal with the subtrees of a symbol of rank £ > 1 that is replaced. We use, at
leaves of s, the (formal) parameters y1, . ..,y as placeholders for the 1st,
..., kth subtrees of the symbol being replaced.

As for first-order tree substitution, let us first define the explicit replace-
ment of a node u in t. Let k be the rank of u, i.e., tfu] € X*), and let s
be a tree with parameters in Yy, i.e., s € T (Y)). Then the second-order
substitution of s at w in t, denoted by t[u < s], is the tree obtained by
replacing in ¢ the subtree rooted at u by s, in which each y; is replaced by
the jth subtree ¢/uj of w in ¢; thus, t[u < s] can be defined in terms of
first-order substitution as

tlu < s] = t{u « sly; < t/uj | j € [K]]].
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Note, by the way, that t[Ju < s] = t[u < s| in the case that s does not
contain parameters.

Next, we define the second-order tree substitution of all ¢’s (of rank
k) in t by the tree s € Tx(Yy). Let 01,...,0, be distinct elements of
Y, n > 1, and for each ¢ € [n] let s; be a tree in Tx (Y}, ), where
k; = ranky(0;). The second-order tree substitution of o; by s; in t, de-
noted by t[o; « $1,...,0, < sy] is inductively defined as follows
(abbreviating [o1 < s1,...,0p < 8] by [...]). Fort = o(t1,...,t)
with o € Y®), &k > 0, and t1,...,¢t, € Tx, () if ¢ = o, for an
i € [n], then t[...] = sily; < t;[...] | j € [k]] and (ii) otherwise
tl...J=o(ti]...],-- -, te]--.])- We will say that [o; < s1,...,05 < sp]
is a second-order tree substitution over . Note that it is a mapping from
T’ to T's;. In fact, it is a tree homomorphism [35]. Let P be a condition on o
and s such that {(o, s) | P} is a partial function. Then we use [o < s | P]
to denote the substitution [L], where L is the list of all o < s for which
condition P holds. In second-order tree substitutions we use for the relabel-
ing o < 0(y1,...,yx) of ¢ by 6() the abbreviation o < 4; note that
this is, in fact, a string substitution.

We will use elementary properties of second-order substitution (both
t[u < s] and t[o; < s1,...,0n < s,]) without proof. For instance, (just
as ordinary substitution) second-order tree substitution is associative (by
the closure of tree homomorphisms under composition, cf. Theorem 1V.3.7
of [33]), i.e., t[o < s][o « §'] = t[o + s[o + §']] and if o’ # o then
tlo « s][o’ < '] = t[o’ + §',0 « s[o’ + §']], and similarly for the
general case (cf. Sections 3.4 and 3.7 of [8]).

It should be clear that t[o; < s1,...,0, < sy] can be obtained from
t by the iterative application of one-node substitutions ¢'[u « s;]. More
precisely, let ® = [o1 < s1,...,0, < s,] and define the binary relation
=g on trees as follows: t; =g to if ta = t1Ju < s;] for some i €
[n] and some uw € V(t1) with ¢t;[u] = o;. Note that if t; =% ¢, then
o(ti,...,ty) =5 o(t],..., t;). Using this and the definition of the second-
order tree substitution @, it is straightforward to show (by induction on the
structure of t) that ¢ =3 t&.

2.3 Tree languages and tree grammars

Let 3’ be aranked alphabet. A tree language (over ) is a subset of T's;. Both
yield and path (defined in Sect, 2.1) are extended to tree languages in the
obvious way, i.e., for L C T's;, yL = {yt |t € L} and pL = {pt |t € L}
(note that pL is only defined if X' is monadic). For a class £ of tree languages,
yL={yL|Le L}andplL ={pL| L€ L}
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A regular tree grammar is a tuple G = (N, X, Sy, P) where N is a
finite set of nonterminals, X' is a ranked alphabet, Sy € P is the initial
nonterminal, and P is a finite set of productions of the form A — { with
A€ Nand( € Tx(N).FortreesE, & € Tx;(N), & =¢ &if & = &[u + (]
for a leaf u of ¢ labeled by A € N and a production A — ¢ in P. The tree
language generated by G is L(G) = {t € Tx; | So =, t}. The class of all
regular tree languages is denoted by REGT.

We assume the reader to be familiar with the elementary properties of
the regular tree languages (see, e.g., [35,36]).

3 Pebble tree transducers

In this section the n-pebble tree transducer (n-ptt) is defined, and two easy
results about them are proved. The first one is a normal form for the rules
of n-ptts (Lemma 2). After that, we give several examples of n-ptts. Then
the second result is proved: a size-to-height relationship for translations of
n-ptts (Lemma 7). Using this relationship (and the examples of before),
it is shown that there is a proper hierarchy of translations of n-ptts, with
respect to the number n of pebbles, and that the class of ptt translations is not
closed under composition. In Sect. 3.1 the differences between our definition
of n-pebble tree transducer and the original one of [50] are discussed. In
Sect. 3.2 it is shown that, under certain conditions, O-pebble tree transducers
are attribute grammars; to be precise, that noncircular deterministic O-pebble
tree transducers compute the same total functions as attribute grammars.
Finally, in Sect. 3.3, we explain how n-ptts fit into the framework of RT(.S)
transducers of [21,25]. These subsections are independent from the rest of
the paper, and therefore can be skipped.

An n-pebble tree transducer is a finite state device that takes an (ordered,
ranked) tree as input and generates a tree as output. It processes the input
tree starting in the initial state with its reading head at the root node (i.e.,
with the root node as “current node”). It then walks on the input tree, from
node to node, using n pebbles to find its way. Depending on the current state,
the label of the current node and its child number (that is, O for the root and
j > 1 for a node that is the jth child of its parent), and on the presence
of the pebbles 1,...,n at the current node, the transducer can generate a
tree as output; the leaves of that tree may contain state-instruction pairs that
determine how to proceed. The possible instructions are to move to one of
the neighbors of the current node (i.e., to a parent or a child) or to stay there,
or to lift or drop a pebble. The pebbles 1,...,n are used in a stack-like
fashion, i.e., if [ < n pebbles are on the tree, then at most two instructions
concerning pebbles are available: either drop pebble [ + 1 (if { + 1 < n) or
lift pebble [ (if it is present at the current node).
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An n-ptt can be seen as a particular type of functional program: each
state is a function with one parameter. The parameter is the “input configu-
ration” h which contains the current node of the input tree and the positions
of the pebbles. The function body consists of a case distinction on the input
configuration h; more precisely, the case distinction is on test(/), see below,
which is a triple consisting of the label of the current node, the information
about which pebbles are at the current node, and the child number of the cur-
rent node. The function body may contain recursive calls to other functions,
and generates output of type output tree.

Definition 1 For n > 0, an n-pebble tree transducer (for short, n-ptt) is a
tuple M = (X, A, @, qo, R), where X and A are ranked alphabets of input
and output symbols, respectively, () is a finite set of states, gy € @ is the
initial state, and R is a finite set of rules. A rule is of the form (g, 0, b, j) — ¢
where ( is of one of the two forms

_J{d o)
= {5(<q1,stay )se o (qr,stay )

forge Q,0 € X,bec{0,1}=", 5 €[0,J] with J = max{rankx(c) | o €
2hd eQ o€l o A®) k> 0,and ¢, ...,q € Q. The set Iy j
of instructions is defined as

{stay} U{up | j # 0} U {down; | i € [v]} U
{drop | I < n} U{lift | I > 1,b(]) = 1}

where v = rank (o) and [ = |b|. A rule r as above is called (g, o, b, j)-rule
or g-rule, and its right-hand side ¢ is denoted by rhs(r). For a subset Q' of
Q, a g-rule with ¢ € Q' is also called Q’-rule.

If X and A are monadic then M is monadic. If for every ¢, o, b, and j
there is at most one (g, 0, b, j)-rule in R, then M is deterministic (for short,
M is an n-dptt). If there is at least one such rule then M is total. O

If an n-ptt M is monadic (recall the definition of monadic trees from
Sect.2.1) and if we view monadic trees as strings, then the resulting string-to-
string translations realized by monadic n-ptts are the same as those realized
by the two-way n-pebble string transducers of [17] (and similarly for the
deterministic transducers). Viewing a monadic tree ¢ as a string corresponds
to taking its path pt, i.e., the string ay - - - ap, for t = ay(az(---am(e)---)).

Let us now discuss how, for a given input tree s € T's, the n-ptt M
computes an output tree. An (n-pebble) input configuration (on s) is a pair
h = (u,m), where u € V(s) and w € V(s)=". The set of all n-pebble input
configurations on s is denoted by IC,, ;. The input configuration (u, 7) means
that the reading head of M is at node u, that there are [ = || pebbles on the
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tree, and that the pebbles 1,...,[ are present at the nodes 7 (1),...,m(l),
respectively.

By ‘testing’ the configuration h = (u, ), M can determine the label o
of the current node u, the number [ of pebbles on the tree, the bit string b
(of length 1) that has the ¢th bit set iff the ith pebble is at u, and the child
number j of u (see Sect. 2.1 for the notion of child number). Thus, we
define test(h) as the triple (o, b, j), where o = s[u], b(i) = (7(i) = u) for
i € [l], with [ = |x|, and j = childno(u). For test(h) = (o, b, j) and an
instruction ¢ € I, ;, the execution of p on h, denoted by ¢ (h), is the input
configuration defined as

(u, ) if p = stay

(parent(u), ) if p =up
o(h) = o((u,m)) = § (ui, ) if o = down;

(u, Tu) if o = drop

(

w, [r(1);...;w(l—1)]) if p = lift

Note that 7 is a string of strings and that [7(1);...;m (I — 1)] is the string
consisting of the strings 7(1), ..., 7(l — 1); cf. the beginning of the Prelim-
inaries. Thus, [7(1);...;7(l — 1)] is the unique 7’ such that 7 = 7.

A configuration of M on s is apair (g, h) € (Q,IC,, 5). It means that g is
the current state and h is the current input configuration. The set (Q), IC,, ;)
of all configurations of M on s is denoted C/ 5. A rule (g, 0,b, j) — ¢ of
M is applicable to {q, h) if (0,b, ) = test(h). A sentential form (of M on
s) is a tree in TA(Chy,s), containing the already produced output and the
configurations at which the computation of M may continue.

The computation relation of M on s, denoted by =,/ s, is the binary
relation over TA(C)y ) defined as follows: for &, &' € TaA(Chrs), € = s €
iff there are

(N) aleaf v of £ labeled by (¢, h) € Cp s, and
(R) arule (q,0,b,j) — C in R applicable to (g, h)

such that £ = £[v + n] where 1) equals

(¢, o(h)) if ( = (¢, ), and
= 6(aq, h)s s lak, B)) i C = 6(qu, stay), . . ., (qx, stay)).

Note that {’ = £[v < ([h]ar,s) where

[hars = [{d's ) (@', o(h) | 4" € Q, ¢ € Leyn))- (#)

A computation of M on an input tree s always starts at the root node ¢
of s, and with no pebbles present; in other words, the initial configuration is
(qo, ho), where the initial input configuration hy is defined as (g, A). Recall,
from the beginning of the Preliminaries, that € denotes the empty string, and
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that ) is used to denote the empty string of strings. The translation realized
by M, denoted by 7y, is defined as

™ = {(S,t) €Tx xTa | <q07h0> :>*M,s t}'

Two transducers are equivalent, if they realize the same translation. The
class of all translations realized by n-ptts is denoted by n-PTT, and in the
deterministic case by n-DPTT. The unions | J,,~., n-PTT and | J,,~., n-DPTT
are denoted by PTT and DPTT, respectively. It should be clear that for
a deterministic n-ptt M, 7,4 is a function (cf. Lemma 20 where this fact
is proved for the more general case of deterministic n-pebble macro tree
transducers).

Note that forn > 0,n-PTT(REGT) denotes the class of all tree languages
v (R) = {t | (s,t) € Tps for some s € R} where M is an n-ptt and R
is a regular tree language. This is the class of output languages of n-PTT.
From the point of view of databases it is the class of views corresponding
to queries realized by n-ptts (on some type R). In fact, we will use similar
terminology for any class of tree transducers.

Since pebble tree transducers, just as regular tree grammars, are based
on first-order tree substitution, it is quite obvious to see that for a fixed
input tree the computations of an n-ptt can be simulated by a regular tree
grammar. Formally, let M = (X, A, Q, qo, R) be an n-ptt and let s € Ty
be an input tree. As stated in Proposition 3.5 of [50], there is a regular tree
grammar G jz,s such that its derivations correspond to the computations by
=,s. In fact, the nonterminals of Gy s are the configurations (g, h) in
C),s, with initial nonterminal (go, ho), and if (g, h) =rs & then Gy
has the production (g, h) — . Clearly, G/ s generates the tree language
Tm(s) C Ta.

PTTs with general rules. When constructing the rules of a ptt, it is convenient
not to be restricted to the two forms of possible right-hand sides of Defi-
nition 1, i.e., either “navigation” (viz. (g, ¢)) or “output one symbol” (viz.
5({(q1, stay), . .., (gx, stay))). It should be intuitively clear that we can allow
any tree ¢ over output symbols and symbols (g, ¢) as right-hand side of a
rule, without changing the expressiveness of the model. Roughly speaking,
such a right-hand side ¢ can be simulated by a subprogram that generates
¢, using only rules with right-hand sides of the above two kinds (navigation
or output).

A rule of the form (g, 0, b, j) — ¢ with { € TA((Q, I ;)) is a general
rule, and an n-ptt with general rules is atuple M = (X, A, @Q, qo, R) where
R is a finite set of general rules (and the rest is as for an n-ptt). For M,
the notions ‘deterministic’, ‘total’, and ‘monadic’ are defined in the same
way as for an n-ptt. Recall the definition of the computation of an n-ptt.
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The computation relation for a ptt with general rules is defined as follows:
€ =5 & iff there are (N) a leaf v of £ labeled by (g, h) € Chy,s, and (R)
arule (q,0,b,j) — C in R applicable to (g, h), such that

5/ = f[’U < C[h]M,S]’
where [h] ) s is defined in equation (#) above.

Lemma 2 For every n-ptt M with general rules there is an equivalent n-ptt
M'. If M is deterministic, then so is M'.

Proof. Let M = (X, A, @, qo, R) be an n-ptt with general rules. The con-
struction of the rules of the n-ptt M’ is similar to the construction of pro-
ductions in normal form for a regular tree grammar (cf. Lemma 3.4 of [35]).
Let M' = (X, A,Q U Q,qo, R') be defined as follows. Consider a rule
(q,0,b,7) — Cin R. Let ((,€) be a state in @, and let the rule

{4,0,b,5) = ((C; ), stay)
be in R'. For every w € V(¢) let (¢, w) be a state in @, and let the rule

(¢ w),0,0,5) = ([w](((¢, wl), stay), . ..., {(¢, wk), stay))

be in R/, where k is the rank of the label ([w] of w. Obviously, M’ is an
n-ptt and Ty = Tpr.

Actually, this lemma is just an easy special case of Theorem 16 in Sect. 5
(more precisely, the case that all states of the “n-pmtt” M have rank zero;
then M is an n-ptt with general rules). Thus, the proof of Theorem 16
contains a formal correctness proof of the above construction. [

Convention 3. From now on, when defining an n-ptt (or n-dptt) we tacitly
give the definition of one with general rules, without explicitly mentioning
that Lemma 2 should be applied in order to obtain an equivalent n-ptt (or
n-dptt). Note that from this point of view Lemma 2 is a normal form result.

Examples. We now give several examples of pebble tree transducers. We
start with deterministic transducers without pebbles: In Example 4 two de-
terministic O-pebble tree transducers are defined, such that their composition
has an exponential size-to-height relationship; this will be used later in this
section to prove that PTT and DPTT are not closed under composition. In
Example 5, a deterministic monadic n-ptt, n € N, is defined which has
polynomial size increase with exponent n + 1; it will be used later in this
section to prove that the translations of n-ptts and of n-dptts form hierar-
chies with respect to the number n of pebbles. Finally, in Example 6, an
example of a nondeterministic O-pebble transducer is given that translates
each input tree into infinitely many different output trees; this example will
play a special role in Sect. 5.
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Example 4 Let X = {a(V) e} and A = {¢?), (0}, The first 0-dptt M,
translates a monadic tree (in T'y;) of size m + 1 (i.e., a tree s with ps = a™,
cf. the definition of the “path” ps of a monadic tree s in Sect. 2.1) into a full
binary tree (in 7'a) with 2™ leaves. Let My = (X, A, {q}, ¢, R1) where, for
j €40,1}, R consists of the following (general) rules

(g,a,e,j) — o({g,downy), (g, downy))
<q7 €€, .7> — e

Obviously, the tree ¢, = s, (a”(e)) is a full binary tree with 2" leaves,
i.e., with yield yt,,, = e2".

The next 0-dptt Ms translates a binary tree (in 7'4) with m leaves into
a monadic tree (in T’x) of size m + 1, i.e., into the tree a™(e). Let My =
(A, X, {d,d',u},d, Ry) and let the following (general) rules be in Rs.

(d,o,e,j) — (d,down;) forj € [0,2]
dee 1) — al(d, up))

(d',o,e,7) — (d,downg) for j € [0,2]
(d,e;e,2) — a((u,up))

(d,e,e,0) a(e)

(u,0,€,1) = (d', up)

(u,0,€,2) — (u,up)
(u,0,¢€,0)

Obviously, My performs a depth-first left-to-right tree traversal on its input
tree s € T';, outputting an a for each leaf (labeled e) of s. Each o-labeled
node is visited three times by M, (in states d, d’, and u, respectively) and
each e-labeled node is visited once (in state d).

Finally, consider the composition

T =T, ©TM, = {(am(e),a2m(e)) | m € N}.

The size of 7(s) is 2812€()~1 11 i.e., 7 is of exponential size increase. Thus,
7 has a non-polynomial size-to-height relationship (because the height of a
monadic tree equals its size). O

Recall from Definition 1 that an n-ptt is monadic if its input and output
alphabets are monadic. The next example presents, for n € N, the monadic
n-dptt M,, such that

T, = {(a"H(e),a" N (e)) [ k= m" Y,

i.e., it has polynomial size increase with exponent n + 1. It will be proved
later (Lemma 7) that this is indeed the maximal size increase of a monadic
n-ptt.
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Example 5 Let X = A = {aM, (0}, Let My be a 0-dptt that realizes the
identity on all input trees in T'x;: M has set of states Q9 = {qo} and, for
j € {0, 1}, it has the rules

<(J0> a, 57j> — a(<q01 dOWIl1>)

<QO> 6757j> — €
For every n > 0 we now define inductively the (n + 1)-dptt M, which,
above each symbol in an output tree of M,,, inserts a copy of the correspond-
ing input tree (more precisely, of the monadic piece a™ ! of the input tree
a™!(e)). The idea of the construction is as follows. Whenever M,, gener-
ates an output symbol J, the new (n + 1)-dptt M, instead drops a pebble
at the current node u, and changes into a new state q,,,. In state g, it moves
to the root of the input tree s. Then it changes into the state gyow, in which
it moves down to the leaf of s, copying each a of the input tree. Finally, it
changes into the state ¢g,q and searches for the node with the most recently
placed pebble, i.e., the node u. Once at u, it lifts the pebble, outputs §, and
proceeds according to the rules of M,, (doing the same as above whenever
output is generated).

For n > 0 define M, 11 = (X, A, Qn+1, 90, Rnt1) with

- QnJrl = Qn U {qc ’ q € Qn,cE {upa down, find, baCk}}

- Forevery rule r = ((¢,0,b,j) = () in Ry,: if ( € (Qn, I+ ;) thenlet r
be in R,1, and otherwise (i.e., { = e or { = a({q/, stay)) with ¢’ € Q)
let the rules

(¢,0,b,5) = (qup, drop)

<qback7 07 ba ]> — g
be in Ry, 1. For every ¢ € Qp,, b € {0,1}="1 and &' € {0,1}=" let
the following rules be in Ry, 1:

(Qups 7,0,1) = (Gup, Up) foro € X

(Qup> 7,0,0)  — (Gaown, stay) foroc e X

{Qaown, @, b, 7)  — a((Gaown, downy)) for j € {0,1}

{(Qaown, €,0,7)  — (sina, Stay) for j € {0,1}
(Gfina; 0, 6'0, 1) — (qfing, up) foroc e X

(Gsina; 0, b'1, 7) = (Qoack, lift) foroc € ¥,j € {0,1}.

Clearly, M,,;1 is deterministic, i.e., 7a,,,, € (n + 1)-DPTT. Let us
now show that M, has polynomial size increase with exponent n + 2.
Consider an input tree s = a™ !(e), m > 1. Then 7y, (s) = s. The 1-
dptt M inserts a™~! above each of the m symbols of Ty, (s), i.e., Taz, ()
has k — 1 = (m — 1)m + (m — 1) occurrences of a, and thus its size is
k = m? = size(s)?. In general we get

size(Ta,,, (5)) = (size(s) — 1) - size(7ar, (s)) + size(7ar, (5))
= size(s) - size(7ar, (5))
= size(s)" 2.
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Finally note that instead of defining M, recursively, it would have also
been possible to give a direct construction of an n-dptt that realizes the same
translation as M,,: it systematically generates all possible configurations in
which all n pebbles are present, starting with all the pebbles and the reading
head at the root node and ending with all the pebbles and the reading head
at the leaf, generating an a for each such configuration. Obviously, there are
size(s)"*! such configurations. O

Example 6 Let X be a ranked alphabet, J = max{rankx (o) | 0 € X'}, and
let A=Y U{W | o € ¥} Let mong C T x T be the translation
consisting of all pairs (s, t) such that ¢ is obtained from s by inserting, above
each o-labeled node in s, an arbitrary number of unary symbols ¢ (we use
‘mon’ to stand for “monadic insertion”). The following nondeterministic
O-ptt M 5; realizes the translation mony;.

Let My = (X, A, {q},q, R) where, for every 0 € X*) k > 0, and
j €10, J], the following rules are in R.

(¢,0,¢,7) — o((q,stay))
(q,0,¢,7) = o({g,downy), ..., {(q,downg))

It should be clear that indeed 7);,, = mony;.

Note that mony is an instance of a “regular insertion” (see, €.g., Section
2.3 of [20]), which inserts strings (seen as monadic trees) of an arbitrary
regular language R, above each symbol o of an input tree. O

Size-to-height relationship of PTT translations. In the next lemma we show
an elementary property of the translation realized by an n-ptt: for a given in-
put tree, the height of an output tree is either unbounded or it is polynomially
bounded by the size of the input tree, where the exponent of the polynomial
is n + 1. This is due to the fact that the number of possible configurations
on the input tree is polynomially bounded by its size.

Lemma 7 Let M be an n-ptt. There is a ¢ > 0 such that for every input
tree s, if Tay () is finite then height(t) < c- size(s)" ! for every output tree
t € a(s).

Proof. Let M = (X, A,Q, qo, R) and s € Tx;. We claim that if 7p7(s) is
finite then height(t) < |C)y 4| for every ¢ € 7p7(s). Since the number of
configurations of M on s is at most |Q| - size(s) - (size(s) + 1)™ (state,
current node, and the position of the n pebbles), this shows the lemma for,
e.g.,c=|Q| 2"

To prove the claim, consider the regular tree grammar G/M, s with set
of nonterminals C)y s, initial nonterminal (go, ko), and all productions
(¢,h) — 6({q,h1),..., {qu,hs)) such that § € A®) Lk > 0, and
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(g,h) =45 0({q1, h1), ..., (qk, hg)). It should be clear that the language
L(GY, ;) generated by Gy, ; equals 7a(s). It should also be clear, by
the usual pumping argument (see, e.g., Proposition 5.2 of [36]), that if
t € L(Gy,) has height larger than |C) 5|, which is the number of nonter-
minals of Gy ., then L(G', ;) is infinite.

We note that the proof would work as well with Gy s, discussed above
after the definition of 74, but is even more apparent with G’M’ s Which gener-
ates exactly one output symbol at each derivation step (and thus corresponds
to a nondeterministic finite state tree automaton). [0

The fact that translations of n-ptts have polynomial size-to-height rela-
tionship of input to output tree (Lemma 7), has two immediate consequences:

(1) Hierarchies of translations. Recall from Example 5 the deterministic
monadic n-ptt M, 41, n € N, and note that height(t) = size(t) for ev-
ery monadic tree t. As was shown in the example, height(7yz,,,(s)) =
size(s)" 2, which means that there is no ¢ such that height(raz, ,, (s)) <
c - size(s)"*! for every input tree s. By Lemma 7 we obtain that 7y, 1
cannot be realized by any n-dptt, i.e., s, ., & n-DPTT. This proves that

M., € (n+ 1)-DPTT — n-DPTT,

i.e., there is a proper hierarchy of translations of deterministic n-ptts with
respect to the number n of pebbles.
In fact, by Lemma 7, even

(n + 1)-DPTT — n-PTT # @,

which means that also the translations of nondeterministic n-ptts form a
proper hierarchy with respect to the number n of pebbles.

(2) Nonclosure under composition. Recall from Example 4 the two 0-dptts
M and M. As was shown in the example, the composition 7 = Tz, © Tar,
has exponential size-to-height relationship. Thus, by Lemma 7, 7 cannot be
realized by any n-ptt, and therefore 0-DPTTo0-DPTT ¢ PTT which means
that

DPTT and PTT are not closed under composition.

As discussed in the Introduction, it is an undesirable property of a query
language not to be closed under composition: it means that querying a view
(i.e., the result of a previous query) might give a result for which there is no
direct query on the original database. For this reason, one may argue that
the query language of pebble tree transducers determines the classes DPTT*
and PTT* of (deterministic and nondeterministic) queries, rather than DPTT
and PTT, respectively. Note further, that in the case of monadic trees, the
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class of two-way pebble string translations corresponding to DPTT is closed
under composition, as was shown in Theorem 2 of [17] (and so is the class
corresponding to 0-DPTT).

3.1 Comparison with the model of Milo, Suciu, and Vianu

In this subsection our definition of n-pebble tree transducer (Definition 1) is
compared to the original definition of [50]. This comparison is not needed
in order to understand the remainder of the paper, and hence can be skipped.

The n-pebble tree transducer of [50] translates binary trees, using n
pebbles named 1, ..., n. The pebbles are put on the input tree in the order
of their names, i.e., if there are [ pebbles on the tree, then pebble [ is the
most recently placed pebble, called the current pebble. It acts as the reading
head and moves according to the label of the node on which it is (the current
node), the current state, and the absence or presence of the various other
pebbles on the current node. In other words, there are up to n — 1 “real”
pebbles that are tested in the transitions, plus the additional current pebble
(the “reading-head-pebble”). To place a new pebble means that the current
pebble [ remains at the current node, and pebble [ + 1, which now becomes
the current pebble, is placed on the root of the input tree. To pick the current
pebble [ + 1 means to remove it, making pebble [ the current one. In terms
of a model with a reading head in place of the current pebble these two
operations can be seen as follows: (1) first a pebble is dropped at the node
of the reading head, and then the reading head jumps to the root and (2) the
reading head jumps to the node of the highest numbered pebble, and then
this pebble is lifted.

Our model of n-pebble tree transducer (Definition 1) has a reading head
and additionally has n pebbles, that it may drop/lift at the current node, which
is the node pointed at by the reading head. Moreover, our transducer has the
ability to check whether the current node is the root node, viz. checking, in
the left-hand side of a rule, whether the child number equals zero: “is the
current node the child of no node?”, i.e., “is it the root node?”. This is a
natural choice because the transducer can check whether the current node
is a leaf (by the rank of the node label), i.e., it can recognize the bottom
boundary of the input tree, so it should also be able to recognize the top
boundary of the input tree, i.e., its root. In the model of [50] a root check
can be implemented by placing an extra pebble on the root (or by having a
special root symbol). Note that the explicit test for the child number j that
is present in the left-hand side of a rule of our transducer, is also present
in the model of [50] for j # 0: it occurs when the applicability of an up;-
instruction (with 7 = 1, 2) is determined. Since we are particularly interested
in deterministic transducers, it seems more appropriate to explicitly include
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this test in the left-hand side of a rule, because it leads to a natural definition
of determinism: for each left-hand side there should be at most one rule.
Let n-MSV denote the class of tree translations realized by the (n + 1)-
pebble tree transducers of [50] (i.e., having n “real” pebbles), where we
drop the restriction to binary ranked alphabets. Denote by n-PTT,, o the
class of tree translations that can be realized by the n-pebble tree transducers
obtained from Definition 1 by removing the root-check, i.e., by requiring
that if (g, 0,b,0) — ( is a rule, then (g, 0,b, j) — ( is also a rule, for all
possible 7 > 1. Below we prove the following inclusions, for n > 0:

n-MSV C n-PTT C (n + 1)-PTTpo_root C (n+ 1)-MSV, (%)

also for the deterministic case.

First inclusion of (x): the move transition (g, place-new-pebble) of an
n-MSV transducer can be simulated by an n-ptt by first dropping a pebble
and changing into a new state 7, and then in r to move up to the root node
(recognized by the root-check), at which we change into the state g. The
move transition (g, pick-current-pebble) is simulated by changing into state
r and then, as before, to move to the root node. Now we search the tree for
the highest numbered pebble, which can be realized by a depth-first left-to-
right traversal of the tree (cf., e.g., Example 3.3 of [50], and our Example 4).
Once arrived at the node that has the highest numbered pebble, we lift it and
change to state q.

Second inclusion of (x): To simulate the root-check of an n-PTT, the
(n + 1)-PTT,0100 drops a pebble in its initial configuration, i.e., at the root
node; then the root-check is simply realized by checking the presence of
this pebble.

Third inclusion of (x): A (g, drop) transition of an (1 + 1)-PT T, Can
be simulated by an (n+1)-MSV transducer in the following way. First place
anew pebble, by a transition (r, place-new-pebble). This means that current
pebble [ remains at the current node, and the new current pebble [ 4 1 (the
reading-head-pebble) will be at the root. Now search for the pebble ! and
move to state ¢ once it is found. A (g, lift) transition of an (n 4 1)-PTT .10t
is simulated by a (g, pick-current-pebble) transition of an (n + 1)-MSV
transducer.

Clearly, the above implies that MSV = (J,,~, n-MSV = PTT and hence
our results about the class PTT directly carry over to the class MSV (and
similarly in the deterministic case). On the other hand, our results that de-
pend on the number n of pebbles, i.e., results about the classes n-PTT and
n-DPTT, should be handled with care when translating them into the model
of [50].
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3.2 0-PTTs are attribute grammars

In this subsection it is shown that O-dptts and attribute grammars are closely
related formalisms and, under certain conditions, realize the same class of
translations. Since we do not use this in the remainder of the paper, the
subsection can be skipped.

Attribute grammars were introduced by Knuth in [42] to model syntax-
directed semantics. They are now the basis of many compiler-compiler sys-
tems (see, e.g., [11]). An attribute grammar can be seen as a device which
translates the set of trees (i.e., the free algebra) over a many-sorted signa-
ture. This is, in fact, the set of derivation trees of a context-free grammar
G: the sorts are the nonterminals of G and the symbols are the productions
of GG (see Section 3 of [37]). The output trees are interpreted in a semantic
domain, i.e., they are viewed as expressions denoting objects in that domain.
Thus, an attribute grammar defines a tree-to-object translation. If the inter-
pretation of the output trees is dropped, then an attribute grammar defines
a tree-to-tree translation [12]. We will only consider one-sorted signatures
from now on, for the sake of simplicity. Then the resulting (uninterpreted)
attribute grammars are also called attributed tree transducers [30,31].

The table in Figure 1 shows the correspondence between deterministic
zero pebble tree transducers and attribute grammars (seen as attributed tree
transducers).

0-dptt | attribute grammar

states attributes

initial state designated attribute at the root

rules semantic rules that define the attributes

Fig.1. Correspondence between 0-dptts and attribute grammars

Attribute grammars (for short, AGs) are total deterministic, and even
required to have no infinite computations starting with any sentential form,
i.e., they are “noncircular”, which, in the 0-ptt notation, means that there is
no computation (g, h) :>j\_/[,s & where (g, h) occurs in £. This implies that
AGs define total functions. Formally, a O-ptt M is noncircular, if there are
no input tree s, configuration ¢ € C)y s, and sentential form £ of M on s
such that ¢ :>]T/[,s & and c occurs in € (such a configuration ¢ will also be
called “circular”, cf. Sect. 5.2).

To understand the formal definition of an attribute grammar as a special
type of O-dptt, we first extend the O-ptt formalism to have rules with left-hand
side (g, 0, T, ¢, j) where 7 is the label of the parent of the current node (or
‘—"if 7 = 0). Clearly, this extension does not change the power of 0-dptts (a
0-dptt M’ can simulate an extended one M, because in state ¢ at node u, M’
can visit u’s parent «’, move down to  into state (g, ) where 7 is the label
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of v/, and then apply the (¢, o, 7, €, j)-rule of M). Furthermore, we allow the
extended 0-dptts to use in the right-hand side of a (¢, o, 7, £, j)-rule the new
instruction updown,, with 1 < ¢ < ranky(7), which is simply a subroutine
for moving to the parent of the current node u and then to the ¢th child (i.e.,
to the ¢th sibling of u).

Next we restrict the extended 0-dptts: The attributes (states) are divided
into inherited attributes (i-states) and synthesized attributes (s-states). Now
the restriction says that the

— rules for s-states are: (g, o, T, €, j)-rules that disregard 7 and j and have
no up instruction in the right-hand side (and no updown,), and

— rules for i-states are: (q, o, T, €, j)-rules that disregard o, have no down;
instruction in the right-hand side, but are allowed to use updown,.

The extended O-ptts that fulfill the above two conditions and additionally are
total deterministic and noncircular, are called attributed tree transducers (for
short att). Note that for the (g, o, 7, €, j)-rules to disregard, e.g., the symbol
o, means that all (g, 0,7, ¢, j)-rules for o € X have the same right-hand
side. Note also that, intuitively, the first condition means that for each s-
state, at a o-labeled node, there is a unique applicable rule, and the second
condition means that for each i-state, at a jth child of a 7-labeled node, there
is a unique applicable rule. Moreover, from an s-state it is not possible to
move up, and from an i-state it is not possible to move down, respectively.

Finally note that an attribute grammar is usually specified by giving for
each input symbol o (i.e., each production of the underlying context-free
grammar)

allrules (q,0 ,[7,e ,j])—=¢ q synthesized
allrules (q,[0'],0 ,[e],7 )—¢C q inherited

where the brackets ‘[” and ‘]” around the symbols mean that they are not
present in the actual left-hand side of the attribute grammar rule (which
is the same as disregarding it). Figure 2 shows the rules, in this attribute

{d,o) — (d,down;) (t,0,1) — a({d,updown,)) (u,0,1) — {d,updown,)
(d,e) — (t,stay) (t,0,2) = a({u,up)) {u,0,2) — {u,up)
(t,-,0) — afe) {u,,,0) > e

Fig. 2. An att (with s-state d and i-states ¢ and u) equivalent to M> of Example 4

grammar notation, of an att that computes the same translation as the 0-dptt
Mo of Example 4, in a similar way.

Clearly, for every att there is an equivalent noncircular O-dptt, because
an att is an extended O-dptt. We now show that also the converse holds, i.e.,
that for every noncircular O-dptt M that realizes a total function, there is an
equivalent att; this proves that such O-dptts and atts have the same power.
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Theorem 8 A rotal function from T's; to T' A can be realized by an attributed
tree transducer iff it can be realized by a noncircular 0-dptt.

Proof. As stated before, every att is an (extended) noncircular 0-dptt, by
definition. It remains to show that for every noncircular O-dptt M thatrealizes
a total function, there is an equivalent att A. Since 7y is a total function, we
may assume that M is total: this can be achieved by simply adding (dummy)
rules for the left-hand sides that do not have a rule (note that these rules will
never be applied).

Let M = (X, A, Q, qo, R) and let J = max{rankyx(0) | o € X'}. Note
that M is not extended. The att A is constructed as follows:

- s-states: (¢, j) with ¢ € @ and j € [0, J]; initial state: (qo, 0)
— i-states: (¢, ¢) with ¢ € @ and ¢ € {stay,up}
— rules for s-states:
For every (q,0,¢,j) — (in Rand (7,5") € (¥ x [J]) U{(—,0)}, let

<(q7j)’o-77—’€7j/> _> C/

be arule of A, where

C/
5(((q1,7),stay), ..., ((qr, j), stay)) if (=6({q1,stay),. .., {qk, stay))
((¢',7), stay) if ¢ = (', stay)
((¢',1),down;) if ( = (¢, down;)
((¢ ,stay), stay) if ¢ = (¢, up)

— rules for i-states:
Forevery ¢ € Q,0 € X, and (1,j) € (¥ x [J])U{(—,0)}, let

((g,up),o,7,6,5) — ((g,]),stay)

be rules of A. Furthermore, A has the (dummy) rule
((q,stay),o,—,e,0) — (p,stay) where p is an arbitrary state of
A.

Note that the rules of A even disregard 7, and do not contain the updown;
instructions. It should be clear that A is equivalent to M, i.e., T4 = Tps.
Intuitively, whenever M is in state ¢ at node u, the att A will be in s-state
(g, childno(w)) at the same node . This property is obviously preserved by
down and stay moves: If M moves down to its ith child ui into state ¢/,
then A moves down to ui into s-state (¢’, %), and if M stays at u in state ¢/,
then A stays at u in s-state (¢/, childno(u)). Now, if M moves up into state
q’, then A cannot move up directly, because (g, childno(w)) is an s-state
(only i-states are allowed to move up). Thus, A first changes into the i-state
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(¢, stay), then moves up into the i-state (¢, up), and finally does a stay move
into the s-state (¢’, j), where j = childno(parent(u)). It is not difficult to
see that A is noncircular, because M is. O

Note that for an attributed tree transducer it is well known that the height
of the output tree is linear in the size of the input tree (cf., e.g., Lemma 5.40
of [31]); this corresponds to the case n = 0 of Lemma 7.

Attribute grammars can also be defined as nondeterministic and partial
devices. In fact, the attributed tree transducer of [30] is defined nondetermin-
istically. In [39,28] it is shown that domains of (deterministic) partial AGs
are the languages recognized by universal tree-walking automata, which,
essentially, are the acceptor version of O-dptts. We finally note that the rela-
tionship between 0-ptts and attribute grammars was already pointed out in
Section 3 of [21], where O-ptts are called RT(Tree-walk) transducers; these
transducers are discussed in the next subsection.

3.3 Relationship to grammars with storage

In this subsection we explain that the n-ptt is an instance of the regular tree
S transducer, for a storage type S. This is only needed to understand some
of our references to the literature, and hence can be skipped.

Grammars, automata, and transducers with storage have been consid-
ered in [21,25,26], both for strings and for trees. The special case of string
automata with storage was extensively investigated in AFL and AFA the-
ory [34]. Here we discuss the regular tree transducers with storage, or RT(.5)
transducers, where .S is an arbitrary storage type (such as the Counter, the
Pushdown, or the Stack). Basically, an RT(S) transducer is a regular tree
grammar (see Sect. 2.3) of which the nonterminals are viewed as the states
of the transducer. Moreover, with each occurrence of a nonterminal in a sen-
tential form a storage configuration of S' is associated, and the productions
of the grammar are extended with tests and instructions of S that operate
on these configurations. Thus, the derivations of the grammar are controlled
by the storage configurations. The RT(.S) transducer receives one of a set of
designated initial storage configurations of .S as input (associated with the
initial nonterminal), and produces the generated tree as output. This means
that it translates initial configurations into trees.

As observed already in the Introduction (and at the end of the previous
subsection), the 0-ptt is the same as the RT(Tree-walk) transducer of [21],
i.e., the RT(S) transducer where S is the storage type Tree-walk. A storage
configuration of Tree-walk consists of an input tree s, together with an input
configuration on s, as defined for the 0-ptt, i.e., a node w of s; it is an initial
storage configuration if u is the root of s, in which case it is identified with s
(and thus, the RT(Tree-walk) transducer indeed translates trees into trees).
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The tests of the storage type Tree-walk allow to test the label and child
number of the node u, and its instructions are the instructions of the O-ptt,
i.e., up, stay, and down;. As an example of a production of an RT (Tree-walk)
transducer, consider

Allabel = o7childno = 3?] — §(«, Bldowns], C[up]).

Intuitively, this production means that a nonterminal (or state) A which has
storage configuration (s, u) where s is an input tree and u a node of s with
label o and child number 3, can be replaced by the right-hand side, in which
the nonterminals (or states) B and C have storage configurations (s, u2) and
(s, parent(u)), respectively. Thus, it corresponds to the rule (A, o,¢,3) —
d(a, (B,downa), (C,up)) of a 0-ptt.

It should now be clear to the reader that the storage type Tree-walk can
easily be extended to the storage type n-Pebble, for every n € N, such that
the RT(n-Pebble) transducer is precisely the n-ptt. Hence, all results for
RT(.S) transducers proved in, e.g., [21,25,26] hold in particular for n-ptts.

Another storage type of interest is Tree (denoted TR in [25,26]): it is
Tree-walk without the instructions stay and up, and without the test on child
number. We observe here that the RT(Tree) transducer is precisely the top-
down tree transducer.

In [25,26], also context-free tree transducers with storage, or CFT(.S)
transducers, are investigated. They are defined in the same way as RT(.S)
transducers, except that context-free tree grammars rather than regular tree
grammars are used. In particular, the CFT(Tree) transducer is (a notational
variant of) the macro tree transducer. Thus, in this paper, we compare
RT(n-Pebble) transducers with CFT(Tree) transducers.

We finally note that with every storage type S is associated the storage
type P(S) of pushdowns of S-configurations. It is easy to see (see Sec-
tion 6(7) of [21]) that every RT(Tree-walk) transducer, i.e., every 0-ptt, can
be simulated by an RT(P(Tree)) transducer: roughly speaking, the nodes
that are on the path from the root to the current node are pushed on the stack;
thus, a down; instruction is simulated by a push(down,) instruction, which
pushes node w2 on the pushdown (if u was the node on top of the pushdown),
and an up instruction is simulated by popping the pushdown. It is shown in
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[25] that, under certain conditions, the RT(P(.S)) transducer has the same
power as the CFT(.S) transducer.

4 Decomposition of pebble tree transducers

In this section it is proved that each n-pebble tree transducer M can be
decomposed into the (n + 1)-fold composition of 0-pebble tree transducers;
more precisely, the first n 0-ptts of the composition are deterministic, and
the last one is nondeterministic (and they are all deterministic if M is).
This means that for a pebble transducer, a pebble can be simulated by the
application of a translation of a deterministic O-ptt. Thus, instead of taking
care of many pebbles at the same time (viz. programming an n-ptt) one
can simply consider pebble transducers without pebbles, and sequentially
compose them. Note that in the string case an analogous result holds, but with
one pebble rather than zero: each n-pebble string transducer can be realized
by the composition of n 1-pebble string transducers (Theorem 1 of [17]).
The idea of the proof in the string case is similar to, but easier than, the
one for trees in this section. The one pebble is really needed: deterministic
0-pebble string transducers are closed under composition (because they are
the two-way finite state transducers [7]).

Let us sketch the proof of this decomposition. Let M be an n-ptt, n > 1.
We want to discuss how to decompose M’s translation 7, into the com-
position of a fixed total function EncPeb, realized by a deterministic 0-ptt,
and an (n — 1)-ptt M’. The idea of the function EncPeb is to add infor-
mation about the position of the first pebble of M to the input tree. More
precisely, the input tree is enlarged by adding to each node, as an additional
(last) subtree, a copy of the input tree in which that node is marked. The
computation of M on an input tree s is simulated by the (n — 1)-ptt M’ on
the input tree EncPeb(s). As long as M has no pebbles on s, M’ simulates
it on the original nodes of s, of which the labels are primed to distinguish
them from the new nodes of EncPeb(s). However, when M drops the first
pebble on node v of s, M’ instead enters the new subtree of v and walks to
the marked node, corresponding to v. In that subtree M’ behaves just like
M, using pebble 7 as pebble ¢ + 1 of M. If M checks for the presence of its
first pebble, then M’ checks whether the current node is marked. If M lifts
its first pebble, then M’ returns to v by walking up to the first primed node.

There is one difficulty in the construction sketched above, and that is
the precise definition of EncPeb(s). Suppose that, as suggested above, each
additional subtree is indeed a precise copy of the input tree, with one node
marked by barring its label. Then it is easy to see that EncPeb can be realized
by a dptt M7 with one pebble. In fact, M has states qg, g1, and g2, and the
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following rules (with o € %), j >0, 5 > 0,and b € {0,1}):

<QOa g, €7j> - OJ(<QU7 dOWIl1>, cee <QO7 dOWHk»>, <q17 dr0P>)
<Q1a0', baj/> — <Q1auP>

<Q1aa> ba 0> — <C_I275taY>

(q2,0,0,7) — o({ga,downy), ..., (g2, downy))
(q2,0,1,7) — 7({g2,downy), ..., (g2, downy))

Thus, to generate the additional tree, M drops its pebble at the current node,
walks to the root, and copies the input tree, putting a bar on the label of the
node that carries the pebble.

However, it can be proved that this mapping EncPeb cannot be realized
by a zero-pebble tree transducer. For this reason, we instead define EncPeb in
such a way that the new subtree of node v is a “folded” copy of the input tree
s, obtained from s by turning v into the root node. This is done by reversing
the direction of the edges on the path from the root to v, i.e., by inverting the
parent-child relationship between all ancestors of v. It is not difficult to see
that this EncPeb can be realized by a zero-pebble ptt (see also Example 3.7
of [49]): to generate the new subtree it can just copy the input tree starting
at the current node v and “walking away” from v. It should also be clear
that the (n — 1)-ptt M’ can still simulate M on this folding of s, provided
some additional information is added to the labels of the (ex-)ancestors of
v that allows M’ to reconstruct the form of s, and, thus, to turn a walk on s
into a walk on the folding of s. This information can easily be produced by
the zero-pebble ptt. Note that the simulation of the dropping and lifting of
the first pebble has even become easier: when it is dropped, M’ just moves
down one step (to the root of the new subtree), and when it is lifted, M’ just
moves up one step.

We now give a more precise description of the mapping EncPeb, to
prepare for its formal definition. For every input tree s of M, EncPeb(s)
has all nodes of the original tree s, but additionally each node v of rank k
in the tree s, has rank k£ + 1 in EncPeb(s) and its (k + 1)th subtree is the
tree s&, obtained by adding the “redirection information” mentioned above
to the labels of the folding s, of the input tree s at v. We first describe how
the intermediate tree s, is constructed from s, and then show how to relabel
it in order to obtain the tree sd". The tree s, is obtained from s by inverting
the parent-child relationship of all ancestors of u. More precisely, if u is an
ancestor of v in s, then, in s,, the parent of u is swapped with its ¢th child,
where ¢ = swap, (u) and

{k—{—l ifu=wv

swap, (u) = I if v = ulv’ for I € N and some v/ € N*

with k& = rank x;(s[v]). Since v itself has no child that is an ancestor of v, its
parent is added as a new, (k + 1)th child. If u is the root node, then it has no
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parent, but in order to keep the ranks of the new symbols in s%" as uniform as

possible, we assume an imaginary parent of u, labeled by a dummy symbol
$. Clearly M’ will never visit these $-labeled nodes in EncPeb(s), because
that would correspond to an up instruction of M at the root node, which
does not exist.

We now discuss how to relabel s,, in order to obtain the tree s%. Let u be
an ancestor of v. Since in s,, the parent of u was swapped with its ith child,
i = swap,, (u), also the corresponding move instructions of the (n — 1)-ptt
M’ have to be swapped. We capture this “swapping information” by the set
d;, defined as

d; = {(up,down;), (down;,up)}.

Also, the child number j of u (in s) may have changed in s,,. Thus, for M’ to
have complete information about the original order of the ancestors of v, we
include both d; and the original child number j of u in the label of the corre-
sponding node in sd". Hence, 53" is obtained from s, by relabeling, for every
ancestor u of v, the node corresponding to u by (s[u], childno(u), dgyap, (u))-

Note that the node of s corresponding to v, i.e., its root, is marked
in the sense that it is the unique node of s&" with label (o, j, d;) such that
i = ranky (o) 4+ 1. Note also that, in fact, the child number information
is superfluous: if a node of s& has label (o, j,d;) and its ith child has
label (o’, 7', d;y), then j = i’ (and if its ith child has label $, then j = 0).
Moreover, even the d; information is superfluous, because ¢ is the number of
the unique child that is an (ex-)ancestor of v (or has label $). Thus, it would
have sufficed to mark all (ex-)ancestors of v. However, the addition of this
information simplifies the formal definition of M.

(8,1, ds)

A /'\ IS

/l\ /\ (8,2,d3) f

i cév\ AN /I(\d)
” B /’sq”\

Fig. 3. The trees s, s,, and s

Figure 3 shows a tree s in which the node v = 231 is encircled, the
corresponding tree s, which is obtained from s by turning v into the root
node and reversing the order of the ancestors of v, as described above, and



A comparison of pebble tree transducers with macro tree transducers 641
the tree sd" obtained from s, by relabeling each ancestor of v by the correct
triple (o, j, d;). As an example of the translation EncPeb, consider Figure 4
which shows the tree s = a3, y(0)) together with the tree EncPeb(s).

Formally, the tree EncPeb(s) is defined as follows. First, define for every
v € V(s) the function enc, that maps every u € V(s) to the corresponding
node in the subtree s of EncPeb(s). Let w be the longest common ancestor
ofuandv,letv’ € N* suchthatu = wuv/, andletw; = v, wo, ..., Wy, = w,
m > 1, be the nodes on the path from v to w (i.e., w; is a child of w; for
1 < ¢ < m). Then

enc,(u) = v(k + 1)swap, (wy) - - - swapy, (W —1)u’

with k = rankx(s[v]). Figure 5 shows the nodes u, v, and w; in the tree s.
Obviously, enc, is an encoding, i.e., for every u,u’ € V(s)

(PO) ency(u) =enc,(u') iff uw=1u'

/\
B vy

| EncPeb
6 !
a
ﬂl ,YI
5’
(B,1,d1) (6,1,d1) (7,2,d) (@,0,ds)
| | / / I\
(@,0,d:) (v,2,d1) d (a,0,dp) B v 8
/ N\ | / N\ |
$ (a,O,dg) ,3 $ 5

S —

/N
B s

Fig. 4. The trees s = (3, y(9)) and EncPeb(s)
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Fig. 5. The nodes u, v, and w; in the tree s

Using enc, (u) we can define the set of nodes of EncPeb(s) as

V(EncPeb(s)) = V(s) U {ency,(u) | u,v € V(s)}
U {enc,(g)swap, () | v € V(s)}.

The labels of the nodes of EncPeb(s) are as follows. Note that nodes
in V(s) are labeled by primed copies of the corresponding symbols of
X, because their rank in EncPeb(s) has increased by one. Denote the tree
EncPeb(s) by s'. Then, for every u,v € V (s),

(P1) §'[u] = ¢’ where o = s[u]

(P2) if w is not an ancestor of v then s'[enc, (u)] =

(P3) if w is an ancestor of v then s'[enc, (u)] = (s[u
childno(u), dswapv (u))

(P4) s'[ency(e)swapy(e)] = $.

Note that the information childno(u) is available at node enc,(u) of s'.
If w is an ancestor of v this is by definition of the relabeling, viz. P3, and
otherwise, by the definition of enc,(u), we get

su]
J)

(P5) if w is not an ancestor of v then childno(u)=childno(enc,(u)).

In the next lemma the O-dptt MEg,pe, realizing EncPeb is constructed,
and, for a given n-ptt M, the (n — 1)-ptt M’ is constructed such that the
composition of Tpz, .. and Ty equals the translation 7 realized by M.

Lemma 9 For every n > 1, n-PTT C 0-DPTT o (n — 1)-PTT and
n-DPTT C 0-DPTT o (n — 1)-DPTT.

Proof. Let M = (X, A, Q, qo, R) be an n-ptt, and let J = max{rankx (o) |
o € X'}. We will define the deterministic O-ptt Mg,cpe, and the (n — 1)-ptt



A comparison of pebble tree transducers with macro tree transducers 643

M’ such that 7py = TMgpepet, © TM'- The 0-ptt Me;cpey, realizes the mapping
EncPeb described above this lemma, i.e., it adds to each node v of rank &
of an input tree s, as (k + 1)th subtree, the tree s3* (cf. Figure 3). It has
initial state ¢ which copies the current node v of rank % (adding a prime to
its label), and spawns the generation of s&' as (k + 1)th subtree, in state
oo- In the subtree s%7, Mg, pep, uses states g, v € [J], to denote that the
previously processed node had child number v. Finally, it has a state g4 that
realizes the identity.

Define Mgyper = (X, I, S, q, P) with

r=xu{cd®|secx® >0}
U{(o,5,di)®) | o€ 2K |k >0,i€k],j€0,]]}
U{(0,4,di11) ") |0 € 2B k> 0,5 € [0,J]}
U {31

and S = {q, qoos 15 .-+ qs Ga}- Forevery o € X¥) k> 0,5 € [0,J],
and v € [k] let the following rules be in P.

(q,0,e,7) — d'({q,downy), ..., {(q,downg), (g0, Stay))

<q007 g, 57j> — (U7j7 dk+1)(<qidv dOWHl), ceey <qid, downk>, 5])

<qV7 g, €7j> — (U7j7 du)((Qida dOWH1>7 ceey <Qid; dOWI’l,/_1>7 €j7
(qid, dOWHV+1>, ey <qid, dOWHk>)

(Ga,0,e,7) — 0({q,downy), ..., (Ga,downg))

where &; = $if j = 0, and &; = (g;,up) if j € [J]. This ends the construc-
tion of Mgnepey- It should be clear that indeed Taz, ., (5) = EncPeb(s) for
every s € T'x. In particular this implies that the properties P1 — P5 (stated
before the lemma) hold for s = Tz, .. (5).

We now define the (n — 1)-ptt M' = (I', A, Q, qo, R'). Since, in the
correctness proof, we will need to know which rules 7’ in R’ were constructed
from the rule r € R, we will call 7’ related to r if it is constructed from 7.
Then R’ is defined as {r’ | 3r € R : 7’ is related to r}.

Letq € Qo€ YH® k>0,bec {0,1}=" j € [0,J], and let r =
({(g,0,b,7) — ¢) be arule in R. The new rules of M’ are defined by the
following case distinction on the bit string b.

— (zero pebbles) b = e: If ¢ # (¢, drop) for any ¢’ € @ then let the rule
(q,0",¢,7) — ( berelated to r, and otherwise let the rule (¢, 0’ €, j) —
(¢, downy 1) be related to .

— (first pebble not at current node) b = 00’ for some v’ € {0,1}="1:
Let the rule (g, 0,b, j) — ( be related to r, and, for every ¢ € [k] and
j' € [J + 1], let the rule

(q,(0,7,d:), 0, 5"y = Clld', o) < (¢, ¢) | ' € Q,(0,¢) € di]

be related to r.
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— (first pebble at current node) b = 1¥' for some v’ € {0,1}<" "L If b = ¢
and ¢ = (¢, 1ift) for ¢ € Q, then let, for every j' € [J + 1], the rule
(q,(0,j,dk+1),V,7") — (¢, up) be related to r, and otherwise let, for
every j' € [J + 1], the rule

<qa (Uaja dk-i—l)a bl?j/> — CKq,a SD> A <q/7 SO,> | q, € Q7 (807 50,) S dk+1]

be related to r. (Remark: the rules with j' # k + 1 are useless, but their
presence simplifies the correctness proof.)

This concludes the construction of M. Clearly, M’ is deterministic if M is.

Lets € Ty and s’ = T Mg epen (s). In order to prove the correctness of the
construction, we extend the notion of relatedness from rules to sentential
forms: For { € Tauc,,, and ¢’ € Tauc,, . &isrelated to ¢'if g’ = Elenc],
where [enc] is the substitution [(g, h) < (g,enc(h)) | ¢ € Q,h € IC,, 4]
and the “encoded” input configuration enc(h) € IC,,_ s of M " is defined
as follows: if h = (u, A\) with u € V(s) then enc(h) = h, and if h =
(u,vvy -+ - vp) with u, v,v1,...,u € V(s)and ! € [0,n — 1] then

enc(h) = enc(u,vvy - --vy) = (ency(u),ency(vy) - - - ency(vy)).

Note that for every rule 7’ € R’ there is precisely one rule r in R related
to r’ which we denote by rel(r’"). We first show, in Claim 1, that if a rule is
applicable to a configuration, then there is a related rule applicable to the
related configuration, and vice versa.

Claim 1. Let (q,h) € Cpr s and r € R.

r is applicable to (g, h) iff thereis arule 7’ € R’ such that
rel(r’) = r and 7/ is applicable to (g, enc(h)).

Case 1, h = (u,\) foru € V(s): Let 0 = s[u] and j = childno(u).
Then, r is applicable to (g, h) iff its left-hand side is (g, 0, ¢, j). By the
definition of R’ this is iff there is an ' € R’ with rel(r’) = r and left-hand
side (g,0’,¢, 7). Since enc(h) = h and, by P1, §'[u] = o', this is iff 7’ is
applicable to (g, enc(h)).

Case 2, h = (u,vvy---vy) for u,v,vy,...,u € V(s)andl € [0,n — 1]
Leto = s[u], p € {0,1} with p = 1iff v = u, b’ € {0, 1} with &' () = 1
iff v, = u for p € [I], and j = childno(u). We distinguish two subcases.

Case (i), w is not an ancestor of v: Since p = 0 (because u # v), r is
applicable to (g, h) iff its left-hand side is (g, o, 00, j). By the definition of
R'thisisiffthereisanr’ € R’ withrel(r’) = r and left-hand side (g, o, V', j).
Since enc(h) = (enc,(u), ency,(v1) - - - ency(vy)), 8'[ency, (u)] = s[u] by P2,
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childno(enc, (u)) = childno (u) by P5, and enc, (v,,) = enc,(u) iff v, = u
for u € [I] by PO, this is iff 7’ is applicable to (g, enc(h)).

Case (ii), v is an ancestor of v: Let j' = childno(enc,(u)) andi = swap, (u).
Now r is applicable to (g, h) iff its left-hand side is (¢, o, pt/, 7). By the def-
inition of R’ this is iff there is an 7’ in R’ with rel(r') = r and left-hand side
(q, (o, j,d;), b, 7") (note that, by the definition of swap,,(u), 7 € [k]ifp =0
and i = k+ 1 otherwise). Since enc(h) = (enc,(u),enc,(vy1) - - - ency (v;)),
s'lency(u)] = (o, 7,d;) by P3, and enc,(v,) = enc,(u) iff v, = u for

€ [I] by PO, this is iff 7 is applicable to (g, enc(h)), which concludes the
proof of Claim 1.

Next we prove a claim about the result of applying related rules r and ' to
related configurations. More precisely, the claim shows that the application
of related rules to related configurations yields related sentential forms.
Recall, for an input configuration h, the definition (#) of the substitution
[h]ar,s in the definition of the computation relation of M on s (Sect. 3); we
will denote it here by [h], and similarly we denote [enc(h)] s o by [enc(h)].

Claim 2. Let (g, h) € Cpr,s,7 € Rapplicable to (g, h), and ' € R’ applica-
ble to (g, enc(h)), with r = rel(r’). Then rhs(r’)[enc(h)] = rhs(r)[h][enc].

Leto € ¥ k>0,bec {0,1}=", and j € [0, J] such that (0, b, j) =
test(h). Thus, r is a (g, 0, b, j)-rule.

If rths(r) € TAu(Q,stay) then ths(r’) = rhs(r) and, since there are only
stay instructions, applying the substitution [h][enc] is equivalent to applying
[(g,stay) < (g,enc(h)) | ¢ € Q] which, for the same reason, is equivalent
to applying [enc(h)].

If rhs(r) = (¢, ) with ¢ € I, ; — {stay} then we distinguish the
following three cases. Let u € V(s).

Case 1, ¢ = drop: If h = (u,A) then enc(h) = h and
ths(r’) = (¢',downgy1). Thus, rhs(r’)[enc(h)] = (¢’,downg.q(h)) =
(¢, (u(k + 1), \)) which, by the definition of enc, equals (¢’, enc(u, u)) =
(¢',drop(h))[enc] = rths(r)[h]lenc]. If h = (u,vvy---v;) for
v,v1,...,v € V(s) and I > 0, then rhs(r’) = rhs(r) (re-
call that drop is not changed by the swapping information d;).
Thus, rths(r)[enc(h)] = (¢, drop(enc,(u),enc,(v1)---ency(vy))) =
(¢, (ency(u), ency(v1) - - - ency(vy)ency (u))) = (¢, enc(u, vvy - - - vyu)) =
(¢, drop(h))[enc] = rhs(r)[h][enc].

Case 2, ¢ = lift If h = (u,u) then rhs(r') = (¢’,up) and
enc(h) = (ency(u),A) = (u(k + 1), A). Consequently, rhs(r’)[enc(h)] =

)-
(¢, up(u(k + 1), A)) = (¢, (u, ) = (¢, enc(u, A)) = (', lift(h))[enc| =
rhs(7)[h][enc].
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If » = (wovy---yu) for wvvy,...,np € V(s) and
I > 0 then rhs(r') = rhs(r). Hence, rhs(r')[enc(h)] =
(¢’ ift(enc,(u), ency(vy) - - - ency (v;)ency (u))) = (¢, (ency(

u),ency(v1) - - -ency(v))) = (¢, enc(u, vvy -+ - vy)) = <q’,lift(h)>7[enc] =
rhs(7)[h][enc].

Case 3, ¢ € {up,downy, ...,downg}: If b = (u, \) then rhs(r") = rhs(r),
enc(h) = h, and enc(¢(h)) = @(h). Thus, on rhs(r), [enc(h)] = [h] =
[h][enc]. If h = (u,vvy ---vp) for v, v1,...,v; € V(s) and [ > 0 then we
distinguish the following two cases, where p denotes the string vvy - - - v;
and p’ denotes enc,(v1) - - - enc, (v;).

Case (i), w is not an ancestor of v: Then rhs(r’) = rhs(r), i.e., it suffices to
show that p(enc(h)) = enc(¢(h)). Now enc(h) = (enc,(u),p’) = (v(k' +
1)swap, (w1) -+ swapy(wm—1)u, p'), where k' is the rank of s[v], w; =
U, Wa, . . . , Wy, are the nodes on the path from v to the longest common ances-
tor w,,, of w and v, and © = w,,u’. Since w is not an ancestor of v, »' € NT.
Thus, applying ¢ to enc(h) amounts to applying it to «’, and hence to u. For
anode z, define ¢(z) = parent(z) if ¢ = up, and ¢(z) = zi if ¢ = down,;.
Then w(enc(h)) — (u(K' + 1)swap, (w) - swap, (w1 )p(u'), )
enc(wnp(u'), ) = enclp(wnit),p) = enclp(u), p) = enc(g(h).

Case (ii), w is an ancestor of v: If ¢ = up then ths(r’) = (¢, down;)
where i = swap,(u) by P3 and the definition of 7’. Thus, we must
show that enc(up(h)) = down;(enc(h)). Now up(h) = (u,p) where
@ = parent(u). Thus, enc,(u) = v(k' + 1)swap,(w1) - - - swapy, (wp,—1),
where w; = wv,...,w,, = u are the nodes on the path from v to .
This implies that w,,—1 = w and swap,(w,—1) = i, i.e., enc(u,p) =
down; (v(k" + 1)swap, (w1) - - - swap, (wp—2),p") = down;(enc(h)).

If ¢ = down; for i € [k], then we distinguish whether or not wi is
an ancestor of v. If ui is not an ancestor of v, then rhs(r’) = rhs(r) and
we must show that enc(p(h)) = @(enc(h)). Since enc,(ui) = enc,(u)i
we get enc(down;(h)) = enc(ui,p) = (ency(ui),p’) = (ency,(u)i,p’) =
down;(enc, (u),p’) = down;(enc(h)).

If wi is an ancestor of v, then rhs(r’) = (¢/,up), i.e., we must show
that enc(down;(h)) = up(enc(h)). Now down;(h) = (ui, p) and enc(h) =
(v(k" + 1)swap,( wq) - - - swapy (wm—1),p’), where k' is the rank of s[v]
and w; = v,...,w, = u are the nodes on the path from v to u; thus,
up(enc(h)) = (v(k' + 1)swap, (w1) - - - swapy ( wm—2),p’). Since wy,—1 =
ui, this equals enc(ui, p) = down;(enc(h)).

This concludes the proof of Claim 2.

The next claim shows that the application of related rules to the same
node in related sentential forms (i.e., £ and & with & = [enc]), yields
again related sentential forms. Recall the definition of =/ ¢ from Sect. 3:



A comparison of pebble tree transducers with macro tree transducers 647

If & =ums ¢ then there is a leaf p in & such that £ = &[p < ([h]], where
&[p] = (¢, h) € Cyr,s and ( is the right-hand side of a rule r of M applicable
o0 (g, h); we say that “§ =7, € by rule r at node p”.

Claim 3. Let £ € Taucy,, andn € Tauc,,, , withn = Efencl. IF € =7, €
by rule 7 € R atnode p € V() and =y 7 by rule 7" at node p, with
r = rel(r’), then 7] = [enc].

Note that if {[p] = (q,h) then, by the definition of [enc], n[p] =
(g,enc(h)). Now Claim 3 can be proved using Claim 2 as follows:

— ¢fenc]p < ths(r")[enc(h)]

= {[enc|[p < rhs(r)[h][enc]] (by Claim 2)

= {[p « rhs(r)[h]][enc] (associativity of substitution)
= ¢lenc].

Last but not least, it is shown in the final claim of this proof that related-
ness (viz. the application of [enc]) is preserved in arbitrary computations of
M and M'.

Claim4. Letl > 0 and n € Tauc,,, ,- Then

{(qo, ho) :>§V[’,s’ n iff 3¢ : {(qo, ho) :>§\473 ¢ and {[enc] = 1.

The proof of Claim 4 is by induction on the length [ of the computations.
For [ = 0 the statement is obvious because (qo, ho)[enc] = (qo, ho). Let us
now prove the induction step.

First, the ‘if” part: Let &, £ be sentential forms of M on s such that

(g0, ho) =hr s € =n1s €,

and let p € V(€), (¢,h) € Cus, and r € R be the involved node, con-
figuration, and rule, respectively, of the last step of the computation. Let
7 = {lenc|. By induction, {(qg, ho) :>l]\/[’,s’ n with n = £[enc]. It follows
from the definition of [enc] that [p] = (¢, enc(h)). By Claim 1 there is arule
7’ applicable to (g, enc(h)) with rel(r’) = r. Hence n = ¢ &enc] = 7
by Claim 3.

Second, the ‘only if” part: Let 7, 77 be sentential forms of M’ on s’ such
that

(@0, ho) =hpr o 1 =201 50 7,

and let p € V(n), (¢,h) € Cyp, and 7’ € R’ be the involved node,
configuration, and rule, respectively, of the last step of the computation.
By induction, there exists £ such that {(qo, ho) :>§w,5 ¢ and &fenc] = 7.
Hence, by the definition of [enc], h’ = enc(h) for some h € IC,, 5 and,
using Claim 1, rel(r’) is applicable to (g, k) at node p of &. Let & be the
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result of that application. Then f [enc] = 7 by Claim 3. This ends the proof
of Claim 4.

Since, for every t € Ta, {[enc| = t iff £ = ¢, it follows immediately
from Claim 4 that 7/ (s") = 7a/(s). Furthermore, since s = Tag,_ .. (5)
we obtain that Tpz, 0Ty = Tp. O

From Lemma 9 we obtain the decomposition result of this section, our
first main theorem: every n-ptt can be decomposed into n + 1 0-ptts, and
similarly in the deterministic case. In more detail, the first n translations of
this composition are in fact (very simple) deterministic transducers: they all
realize the total function EncPeb.

Theorem 10 For every n > 1, n-PTT C 0-PTT"*! and
n-DPTT C 0-DPTT™*!.

A consequence of Theorem 10 is the equality of the composition closure
of all ptts with the composition closure of all O-ptts, and similarly in the
deterministic case.

Corollary 11 PTT* = 0-PTT* and DPTT* = 0-DPTT™.

In terms of databases, Corollary 11 means that the query language of
pebble tree transducers, i.e., the composition closure PTT* (DPTT?), is
equal to the query language of O-pebble tree transducers.

We note here that the key result of [50] is that inverse n-ptt translations
preserve the regular tree languages, i.e., if 7 € n-PTT and R € REGT, then
77Y(R) € REGT. It follows from Theorem 10 that, in fact, it suffices to
show this for O-ptts.

5 Pebble tree transducers and macro tree transducers

In this section we compare the model of pebble tree transducers with that
of macro tree transducers, well known from tree language theory [18,6,24,
31]. Since, according to Sect. 3.2, O-pebble tree transducers can be thought
of as attribute grammars, the (total deterministic) zero pebble case is closely
related to the well-known comparison of attributed tree transducers with
macro tree transducers (see, e.g., [19,6,14,32]).

The main result is that an n-pebble tree transducer can be simulated by
the composition of n 4 1 macro tree transducers (for short, mtts). Moreover,
it is shown that mtts can be simulated by compositions of ptts. Thus, the
composition closure of all ptts is equal to the composition closure of all
mtts. To be precise, in the nondeterministic case, the mtts must additionally
be allowed to use stay instructions (‘“‘stay-mtts”). These are the second and
third main results of this paper.
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Let us now discuss these results in more detail. The macro tree transducer
can be obtained from the 0-ptt in the following way: First, consider a 0-ptt
M that uses no up or stay instructions, i.e., only down instructions. If we
additionally allow M to have general rules (with arbitrary right-hand sides
in TA((Q,down)), where ‘down’ denotes the set {down; | ¢ > 1}), then
M is a top-down tree transducer [54,56,4,20,36] (cf. also the discussion on
top-down tree transducers in Sect. 3.1 of [49]).

Now, by adding parameters (of type output tree) to the states of the top-
down tree transducer, we obtain the macro tree transducer (for short, mtt). A
nice consequence of the fact that mtts have no stay and up instructions, is that
they have no infinite computations, i.e., they terminate for every input tree.
It was proved in the previous section (Corollary 11) that the composition
closure of all ptts is equal to the composition closure of all O-ptts. Hence,
in order to prove the equivalence to the composition closure of all mtts, it
suffices to show how to simulate 0-ptts by mtts and vice versa.

In order to formalize the simulation of O-ptts by mtts, we first define a
more general model which is of interest on its own: the n-pebble macro tree
transducer (for short, n-pmtt). It is obtained from the n-ptt by adding param-
eters to the states. Then, an mtt is a O-pmtt that uses only down instructions.
In order to prove that a O-ptt can be simulated by an mtt we first eliminate
the up instructions by the use of parameters (Lemma 34), thus obtaining
a O0-pmtt without up instructions, but which still uses stay instructions: a
“stay-mtt”. Using Theorem 10, this shows that n-PTT C sMTT""!, where
SMTT denotes the class of translations realized by stay-mtts (and similarly
for the deterministic classes).

In the deterministic case we prove, in Theorem 31, that stay moves can
be eliminated from deterministic stay-mtts, i.e., the translation of a O-dptt
can be realized by a deterministic macro tree transducer, and hence an n-dptt
can be realized by the (n + 1)-fold composition of deterministic macro tree
transducers (Theorem 35). As suggested in the Introduction, Theorem 31
is, technically speaking, one of the key results of this paper: it involves
removing nonterminating computations (which stay at a node of the input
tree) from the stay-mtt; this is done in several intermediate stages in the
proof of Theorem 31.

In the nondeterministic case it can be shown that stay-mitts are “close”
to mitts, in particular that they have the same output languages (which is of
interest for the type checking problem) and that in a composition of stay-
mtts, all except the first can be mtts (Theorems 30 and 29, respectively). The
reason why a nondeterministic stay-mtt cannot always be simulated by an
mitt is that 7p7(s) may be infinite, i.e., there are stay-mtts )/ that generate
infinitely many output trees for one input tree s. A prototypic example of
such a transducer is the nondeterministic 0-ptt M 5, of Example 6 that realizes
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the translation mony: it inserts above each o-labeled node w of the input
tree s € T, arbitrarily many nodes labeled by the (unary) symbol &. In
fact, this translation can be used in order to simulate an arbitrary stay-
mtt M by an mitt: first My translates s into the “(arbitrarily) blown up”
version s’ € mony(s) of s by inserting unary nodes, and then a macro tree
transducer M’ can be constructed that on s’ simulates the stay-mtt M (on s):
If M does a stay move, then M’ moves down on the unary (barred) nodes.
Thus, sSsMTT € MON o MTT (Lemma 27), where MON is the class of all
translations mony;.

The structure of this section is as follows. In Sect. 5.1, pebble macro
tree transducers are defined and some of their basic properties are proved.
Section 5.2 deals in particular with properties of deterministic pmitts. Sec-
tion 5.3 defines macro tree transducers and stay-mtts, and investigates their
relationship. Section 5.4 presents the simulation of ptts by compositions of
(stay-) macro tree transducers. Finally, in Sect. 5.5 the simulation of (stay-)
macro tree transducers by compositions of ptts is presented, and it is proved
that the composition closures of ptts and (stay-) mtts coincide.

5.1 Pebble macro tree transducers

The n-pebble macro tree transducer (for short, n-pmitt) is obtained from the
n-ptt by allowing each state to have a finite number of parameters yi, . .., ym
of type output tree (in addition to the, implicit, parameter of type “input
configuration”). Moreover, the right-hand side of a rule of an n-pmtt is an
arbitrary tree over output symbols, state-instruction pairs (¢’, ) of the same
rank as ¢/, and parameters. For instance, (g, up)(«a, o(y1, (¢, down;))) is a
possible right-hand side (for a state of rank > 1), where ¢ and ¢’ are of
rank 2 and 0, respectively. Viewing an n-pmtt as a functional program this
means that each state (of rank m) is a function with m + 1 parameters, and
in the function body each case of the case distinction consists of an arbitrary
expression over output symbols, function calls, and parameters. Recall from
Sect. 2.1 that Y}, denotes the set {y1,...,Ym}.

Definition 12 For n > 0, an n-pebble macro tree transducer is a tuple
M = (X, A,Q,qo, R), where X and A are ranked alphabets of input and
output symbols, respectively, Q) is a ranked alphabet of states, qy € QO is
the initial state, and R is a finite set of rules of the form

<Q7U7b7j>(y17" . 7ym) — Ca

where g € QU™), m > 0,0 € £, b e {0,1}=", j € [0,J] with J =
max{ranks (o) | o € X'}, and ¢ € Tayq1,, ;)(Ym)- A rule 1 as above
is called {q,0,b, j)-rule or q-rule, and its right-hand side C is denoted by
ths(r). For a subset Q' of Q, a q-rule with q € Q' is also called Q'-rule.
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If for every q, o, b, and j there is at most one {(q, 0, b, j)-rule in R, then
M is deterministic (for short, M is an n-dpmtt). If there is at least one such
rule then M istotal. O

Note that an n-ptt with general rules (cf. Lemma 2) is the special case
of an n-pmtt in which each state has rank zero, i.e., has no parameters.
For an n-pmtt M, the ranked set of all configurations of M on s, denoted
by Cir,s, is defined as (Q,IC,, s) (recall, from the beginning of Sect. 2.1,
that this means that (¢, h) € (Q,IC, ;) has the same rank as ¢). A rule
(q,0,b,7)(y1,...,Ym) — ¢ of M is applicable to a configuration (g, h) if
(0,b,7) = test(h). A sentential form (of M on s) is a tree over AU C)y .

Let £ be a sentential form and u € V(). Then w is outside in & if no
proper ancestor of u is labeled by a configuration. The computation relation
of M on s € Ty is defined as follows: For §,&" € Taucy,.,, § = m,s & iff
there are

(N) anode v outside in £ labeled by (¢, h) € C](\;[n; m > 0, and
(R) arule (q,0,b,5)(y1,---,ym) — ¢ in R applicable to (g, h)

such that & = £[v < ([h]as,s] where

[[h]]MyS - [[<q/7 <P> A <q/7g0(h)> ’ q/ € Q7S0 € Itest(h)]]' (#)

Recall from Sect. 2.2 that {[v < 5] denotes {[v < ny; < &/vj | j €
[m]]]. Recall also that the substitution [/] 5/ s is just a relabeling: every node
labeled (¢, ¢) is relabeled by (¢', p(h)).

The translation )y realized by M is defined in the same way as for an n-
ptt. The class of all translations realized by n-pmitts is denoted by n-PMTT.
If the transducers are deterministic, then the respective class is denoted by
n-DPMTT. The unions of these classes over n € N are denoted PMTT and
DPMTT, respectively. Note that n-PTT C n-PMTT, and similarly for the
deterministic case.

Example 13 In order to demonstrate that the addition of parameters gives
a proper extension to pebble tree transducers, we construct a deterministic
0-pebble macro tree transducer that realizes a translation that has an expo-
nential size-to-height relationship, and therefore cannot be realized by any
pebble tree transducer by Lemma 7. Let M = (X, X, {q(()o), q(l)}, qo, R)
where X = {a™), (0} and let R consist of the following four rules.

(qo,a,e,0) — (q,down;)({q,downy)(e))
(qo, e, &,0) — af(e)
(¢:a,e,1)(y1) — (g, down)({(g, down1)(y1))
<Q767€7 1>(y1) — a(yl)
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Now, let us consider how M computes the output tree 7p/(s), for the
input tree s = a(a(e)):

(g0, ho) = (qo, (e, A)) =15 (g,

It should be clear that 73y = {(a™(e),a®" (¢)) | m € N}. Thus, 7/ is
not of polynomial size-to-height increase and therefore

0-DPMTT — PTT # @. 0

In the sequel we will also apply =7 s to trees with parameters, i.e, trees
in Taucy,, (Y); then, the parameters are just viewed as output symbols of
rank zero.

Note that, by the requirement in (N) that v is outside, the order in which
configurations in a tree §& € Tauc,, , are replaced is top-down; in other
words, £ is evaluated in a “call-by-name” (or “lazy”) fashion: the value
of an actual parameter is not evaluated until the “function-call” has been
evaluated and the parameter is needed. In terms of macro tree grammars
this order of replacement is called “outside-in”, or “OI” for short (cf., e.g.,
[27,23]). Macro tree grammars (also called context-free tree grammars)
can be obtained from a pmtt by removing the tree-walk facility (then the
configurations become the states, viz. the nonterminals). Just as the compu-
tations of an n-ptt can be simulated by a regular tree grammar, as shown in
the beginning of Sect. 3, it is possible to obtain, for a fixed input tree s, a
computation by =, s (for a pmtt M) as the derivation of a macro tree gram-
mar G s: The (ranked) nonterminals of Gy s are the configurations (g, h)
in Cyrs and if (g, h)(y1,...,Ym) =m,s a then Gy s has the production
{(q,h)(y1,-..,Ym) — «. For macro tree grammars the OI requirement is
superfluous, i.e., the same tree language is generated with unrestricted order
of replacement (see Theorem 4.1.2 of [27]; see also Section 3.2 of [24]). This
implies that also for pmitts the outside-in requirement in (N) can be dropped,
without changing 7,,. We keep the restriction because it is technically more
convenient.

As explained in Sect. 3.3, n-ptts are the same as RT(n-Pebble) trans-
ducers. From the previous paragraph it should be clear that we just have
to replace the regular tree grammar (RT) by the context-free tree gram-
mar (CFT) in order to obtain a formalism that is equivalent to the n-pmtt:
the CFT(n-Pebble) transducer. In particular, the O-pmtt is the same as the
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CFT(Tree-walk) transducer, which is related to the so-called macro at-
tributed tree transducer of [44,31] in the same way as the 0-ptt is related to
the attribute grammar (see Sect. 3.2).

Convention 14. In order to make the rules of n-pmtts more readable, we
fix the convention (both for the n-ptts of Definition 1 and the n-pmitts of
Definition 12) that stay instructions may be omitted, i.e., instead of (g, stay)
for a state ¢, we may simply write q.

Since pmtts have stay moves, their rules (g, c,b,7)(y1,...,Ym) — C
can be restricted in such a way that each ( has one of the forms

C =
<q/a90>(<Q1aStaY> (yla ST ym)7 sy <Qka Stay> (y17 HERY) ym)) (navigation)

0({q1,St@y)(Y1: - - - Ym), - - - (ak-Stay) (Y1, - - -, Ym)) (output)
Yu (parameter selection)

A pmtt is in normal form if the right-hand side of each of its rules has one of
the above three forms. Using Convention 14, this means that the right-hand
side of an n-pmtt rule is either a parameter, or of one of the following two
forms:

- <q,790>(QI(y17 o 7ym)7 .. ‘7Qk(y17 o 7ym)) or
- 5((]1(:917 cee 7ym)7 o 7Qk(y1a o 7ym))

It will be proved in the next theorem (Theorem 16) that every pmtt can
be put into normal form. This shows that the pmtt can also be viewed as a
very simple extension of the ptt in its original form (i.e., without general
rules).

To prove Theorem 16 we will use the following basic lemma (also to
be used in the proof of Theorem 31). It shows that a stay instruction in the
right-hand side of a rule can be expanded by “applying” an appropriate rule.
This is similar to the well-known technique of applying a production of a
context-free grammar to the right-hand side of another production. Note that
the occurrence of the stay instruction need not be outside.

Lemma 15 Ler M = (X, A, Q, qo, R) be an n-pmitt M, n > 0, let

L= <Q1,0',b,j>(y1,. . . 7ym1) — Cl and
ro = <QQ7U7b7j>(y1;- . 7ym2) — CQ

be rules of M, and let uw € V(1) have label (1[u] = (g2, stay). As-
sume, moreover, that ro is the unique rule in R with left-hand side
(q2,0,b0, 1) (Y15 -+ s Ym,)- Let M = (X, A,Q, qo, R') be the n-pmit with
R' ={r"|r € R} where " = r forr # r1, and

Ti = <Q1ao-’baj>(y1a" . ayml) — Cl[[u <~ C2]]
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(i.e., M’ is obtained from M by changing rule r1 into 17).
Then T™M!' = TM.

Proof. We may assume that ¢; # go, that u € V({7) in 7; is the unique
occurrence of the state gs in the right-hand sides of the rules of M, that
ro is the unique go-rule in R, and that go is not the initial state. In fact,
if this is not the case, then change (;[u] into (g2, stay), and add the rule
(G2,0,0,7) (Y1, - -, Ymy) — C2 to R, where Gy is a new state.

Note that, consequently, if (g0, ho) =}, € and (g2, h) occurs in &, then
test(h) = (o, b, j), as can easily be shown by induction on the length of the
derivation. This means that r3 is applicable to (g2, h).

We also note that 71 # 79 and hence g2 does not occur in Cz. This implies
that forevery § € Tauc,,, there exists § € Tauc,, , suchthat{ =3, - by

¢o-rules only (i.e., by applications of 73) and £ has no outside occurrences of
configurations (gz, h), h € IC,, 5. To see this, let us say that an occurrence
of (g2, h) in a sentential form is almost outside if none of its ancestors is
labeled (g, h') with ¢ # go. It should now be clear that after applying 5 to
all outside occurrences of configurations (go, k) in the sentential form &, the
maximal number of almost outside occurrences of configurations (go, h)
on a path of the sentential form has decreased. Thus, € is obtained after
repeating this process at most height(¢) times.

Let s € Tx. In order to prove the correctness of M’, i.e., that 7/ (s) =
Ta(s), first a claim is proved. Part (1) of the claim shows how to simulate
M by M’: if a rule r other than ry is applied by M then M’ can apply
the corresponding rule 7/, and if rule 5 is applied then M’ need not apply
a rule, because the involved trees are equal under the substitution ¥ (de-
fined in the Claim); intuitively, ¥ carries out all M’s computation steps for
configurations (gz, h), h € IC,, 5. The second part of the Claim shows how
to simulate M’ by M; it uses the fact mentioned above: starting with any
sentential form £ of M, there is a computation by = s (using rule r2 only)

such that the resulting tree é has no outside occurrences of configurations
(g2: h).
Claim. Let the substitution ¥ be defined as

¥ = [(g2,h) < G[h] | h € 1Cy ]

where [h] = [h]a,s = [h]ar s is defined as in (#) above (below Defini-
tion 12).

(1) Let&, & € Tauc,,, such that & =y s £ by the rule r at node v of €. If
r = ry then {¥ = &'V, and if r # ry then ¥ =) ¢ £'W by the rule
at node v of £V,

(2) For n,n € Tavc,,, and € € Taucy, .. if 1 = s n and ¥ = 7
then there exists §’ such that § =7, " and 'V = 1",
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Proof of Part (1). £ =5 £ by r at v. By the definition of =y ; this means
that v is outside in § and has label (¢, h) € Cs s, suchthat&’ = £[v < ([R]]
where ( is the right-hand side of the rule r, which is applicable to (g, h).

If r = ry, then ¢ = g2 and ¢ = (o, and s0 &'V = {[v « ([h]]¥ = &W,
because v has label (g2, h) and g does not occur in (s.

If r # ro then ¢ # g2 because 75 is the only gs-rule. Note that since v
is outside in &, it is also outside in {¥ and fL[// v = (&/v)¥. This implies
that (€%)[v] = £[v] = (g, h). Thus, the rule 7’ of M’, which has the same
left-hand side as r, is applicable to ¥ at v. Let i’ be the result of that
application. Hence, {¥ =)/ s 1/'. Note also that {'W = £[v «+ ([h]]¥ =
EW[v «+ C[h]¥] because v is outside and does not have label (g2, h). We
now distinguish two cases.

If  # rq, then ' = r and &'V = {¥[v « ([h]] because g2 does not
occur in . Since this equals 7/, ¥ =y 5 §'W.

If r = 7y, then ¢ = ¢1 and ¢ = (3, and ' = r}. In this case we obtain
that 'V = {P[v = G[A]Y] = EP[v + (Giu < GDIA]] = o

Proof of Part (2). If n = s 7/ then there is a node v outside in 7 such
that n[v] = (¢, h) € Cirs and there is a rule 7" in R’ with right-hand side
¢ that is applicable to (g, h) such that n’ = nv « ([A]]. If § € Tauc,,, .

such that §¥ = 7, then, by the remark above this Claim, there exists 5
such that £ =, . & only by ga-rules, and § has no outside occurrences of

configurations (ga, h'), ' € IC,, 5. By part (1) of this Claim, & = £W = 7).
Consider the outside occurrence v of (g, h) in 1. Since the application of
¥ to ¢ does not replace any outside occurrences of configurations (gz, h’)
(because there are none), E¥[v] = £[v]. Let &' be the result of applying the
rule 7 of M to € atv. Thenn = ¥ =, £'W by applying ’ at v, according
to part (1) of this Claim. Hence £'¥ = n/, which concludes the proof of the
Claim.

We are now ready to prove that 75,7 = 7. First, 7a7(s) C T (s): If
(qo, ho) :>7\/[,s t € T then, by part (1) of the Claim above, (qg, ho) =
(qo, ho)¥ = s t¥ =t (where ¥ is as in the Claim). Second, Tmr(s) C
Tar(s): Assume that (go, ho) i}kw,,s t € Ta. Then, by part (2) of the Claim,
(qo, ho) =, § forsome & € Tauc,, , with §¥ = t. As mentioned before
the Claim, there exists a é such that & :>}‘VL s f by go-rules, f has no outside

occurrences of configurations (g2, ), and £U = £W by part (1) of the Claim.
Since ¥ € Ta, £ has no outside occurrences of configurations (g, h) with
q # ¢ (by the definition of ¥). Hence, £ € T and (qo, ho) =% M.s £ =

=t 0O

In the next theorem we prove that for every pmtt M there is an equivalent
pmtt M’ in normal form. In particular, if all states of M are of rank 0 (i.e.,
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M is an n-ptt with general rules), then M’ is a ptt (without general rules).
Thus, this result encompasses Lemma 2.

Theorem 16 For every n-pmit M there is an equivalent n-pmitt M' in normal
form. If M is deterministic, then so is M'. If all states of M are of rank 0,
then M’ is an n-ptt.

Proof. Let M = (X, A, Q, qo, R) be an n-pmtt. Intuitively, M’ uses stay
moves to generate the right-hand side ( of a ¢g-rule of M node by node (in
states (¢, w, m) for node w of ¢, where m is the rank of ¢). Note that if M’
simulates a computation of M, then parts of the right-hand sides of the rules
of M might never be generated by M’, because of the outside-in order of
applying rules. This is, however, no problem, due to Lemma 15.

Define M’ = (X, A,Q U Q, UQp, qo, R) as follows. Consider a rule

p=1{q,0,b,5)(y1,...,ym) = Cin R.

For every p € [m], let pj! be a state in @, of rank m and let the rule

<pZL)O-7 b)j)(yla cty ym) — yu
be in R'. Let (¢, e, m) be a state in Q, of rank m and let the rule

p, = <Q7J7 b7j>(yla .. ,ym)
- ((Ca‘%m)?Stay)(pqn(ylv e 7ym>ﬂ et ap%(ylv e 7ym))

be in R'. For every w € V() let (¢, w, m) be a state in @, of rank m and
let the rule

<(C7w7m)707 buj)(yl?- . '7ym) —
C[w]((c’wlvm)(yh s ’ym)v SRR (C?wkvm)(yla . ,ym))

be in R, where k is the rank of ([w]. Obviously, M’ is in normal form (note
that we have used Convention 14).

The correctness of M’, i.e., the equality Tp; = 7y, is based on
Lemma 15. In fact, it should be clear that if Lemma 15 is applied itera-
tively to a rule 71 = p’ for all appropriate (Q, U @Q,)-rules ro, the original
rule p is reobtained. More precisely, by first applying m @),-rules the rule
' is transformed into the rule

(q,0,b,7) (Y1, ym) — (¢, e,m), stay) (y1, - - -, Ym),

and then size(() applications of @,-rules transform this rule into p (gener-
ating ¢ in a way similar to a regular tree grammar).

Thus, by Lemma 15, M’ is equivalent with the n-pmtt M” = (X', A, QU
Q:UQp, qo, R") where R is the union of R and all (Q, U @,,)-rules of M.
Since, obviously, the states in @), U ), do not occur in the sentential forms
of M" that are generated from (qo, ho), M" is equivalent to M. O
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In some proofs it will be convenient to deal with total transducers. There-
fore, we show in the next lemma that every transducer can be made total,
without changing the translation; this is done by simply adding, for each
missing g-rule, a rule with (g, stay) as (root of the) right-hand side.

Lemma 17 For every n-pmtt M, n > 0, there is an equivalent total n-pmtt
M'. If M is deterministic, then so is M'.

Proof. Let M = (X, A,Q, qo, R) and let J = max{rankx(0) | 0 € X'}.
Define M’ = (X, A, Q, qo, R'), where R = R U C and for every o € X,
g€ Q™. m >0 be {0,1}= and j € [0,.J] such that there is no
(q,0,b, j)-rule in R, let the rule

<Q707 b7j>(y1> s 7ym) — <Qa Stay>(y17 o 7ym)

be in C. Clearly, M’ is equivalent to M: 75y C 73, because R C R'. To
see that Tppr C 7p, let s € T and let &,&" € Tauc,, ., = Taucy,.,-
If { = s § by arule in R then also £ =75 £ by the same rule, and
if § =mrs § by arulein C, then § = ¢ and thus, § =7, &' Hence,
(90, ho) = s t € Ta implies that (g0, ho) =hrs t and thus 7pp C 7y
O

5.2 Deterministic pebble macro tree transducers

In this subsection some basic properties of deterministic pmitts are proved.
First, a general lemma about binary relations that are “one-step confluent”
is proved. Then it is shown that the computation relation of a dpmtt M is
one-step confluent. Together this implies that M either halts or computes
forever on a given input tree, and that 77 is a function. Finally it is proved
that a computation of M is infinite if it has a “cycle”.

Consider a deterministic pmtt M and an input tree s. It should be in-
tuitively clear that for a sentential form £ of M on s, either all complete
computations by =,/  starting with § are infinite, or they are all finite, of
the same length, and with the same result (recall, from the Preliminaries,
the definition of a complete computation). This is proved in the following
two lemmas, based on the fact that = s is one-step confluent. A binary
relation = is one-step confluent if ¢ = &1 and £ = & for & # & implies
that there is a £ with & = & and & = &'. This is a particular conflu-
ence property which implies, e.g., that = is subcommutative [40] (called
‘strongly confluent’ in [10]). Though not explicitly mentioned, the result that
one-step confluence implies the statement of the following lemma, seems
to be folklore within the area of term rewriting; nevertheless, we present a
formal proof.
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Lemma 18 Let A be a set, = C A X A a binary relation that is one-step
confluent, and let ¢ € A. Either the complete computations by = starting
with & are all infinite, or they are all finite, of the same length, and with the
same result.

Proof. Consider two complete computations, both starting with £ € A. If
one of the computations is finite, then by Claim 1 the other computation is
also finite, and has the same length and the same result.

Claim 1.1f § =" & and £ =7 & for 0 < i < j,&1,& € A, and & # (ie.,
there is no £ € A such that £, = &), then j = i and & = &£;.

We prove Claim 1 by induction on ¢. For ¢ = 0, £ #- and thus j = ¢ and
€& =& =& Fori+ 1> 1,6 =1 & means that there is a ¢ such that
€= ¢ =7 & Since j > i+ 1, there is a £’ such that £ = &’ =771 &,
If ¢ = ¢ then, by induction, 7 — 1 =4, 1.e.,, j = ¢ + 1, and & = &;. Now
let £” #+ ¢'. By one-step confluence there is a ¢ such that & = ¢ (which
implies i > 1) and £’ = £. By Claim 2, ¢ =1 £ and thus ¢/ = &,
Then, by induction (applied to £”), j — 1 =i, i.e.,j =i+ 1, and & = &1,
which concludes the proof of Claim 1.

Claim 2. Let k > 1 and £,&',n € A If € =F ¢ % and ¢ = 7 then
k—1 ¢/
n="""&.

The claim is proved by induction on k. For k = 1 it follows from the
one-step confluence of = that = £’ and thus =9 ¢. For k + 1, there is
a & such that € = & =% ¢/, If n = & then the claim holds. Otherwise, by
one-step confluence, there must be an 7; such that £, = 7; and p = n;. By
induction n; =*~1 ¢; and thus n =F ¢, O

The following easy lemma shows that, for a dpmtt M and an input tree
s, the computation relation =)y s is one-step confluent.

Lemma 19 For every dpmtt M and input tree s, =\ s is one-step confluent.

Proof. We have to show that for &, {1, &2 € Tauc,,, With &1 # &a:
iff =M,s 51 and§ =M,s €2, then 35/ with fl =M,s fl and fg =M,s fl.

If £ =15 & for I € [2] then there are v1,v2 € V(&) and (1, (2 € Tauc,, ,
suchthat{; = £[v; < (] forl € [2]. Since M is deterministic there is at most
one rule applicable to {[v;]. Thus, v; = vy would imply the contradiction
&1 = &. Hence, v1 # vo. Moreover, by the “outside” requirement in (N), vo
is not an ancestor of v1, and vy is not an ancestor of v. Hence &1 /v = £/vg
and &/v1 = £/v; and thus, for [ € 2], § =15 £, where & = E[v; + (|
le2]]. O
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Animmediate consequence of Lemmas 18 and 19 is that 7, is a (partial)
function, because if (s,t),(s,t") € 7as, then (go, ho) =7}, ¢ is a finite
complete computation and therefore, by Lemma 18, ¢/ = ¢.

Lemma 20 For every dpmtt M, Ty is a function.

In fact, Lemmas 19 and 20 were already proved for a more general
formalism (see Sect. 3.3): In the proof of Lemma 3.14 of [25] it is shown
that the derivation relation of a deterministic CFT(.S) transducer (where S
is an arbitrary storage type) is one-step confluent. Thus, Lemma 19 is the
special case that S = n-Pebble. Similarly, Lemma 20 is a special case of
Theorem 3.15 of [25].

Since the number of configurations of a dpmtt M is finite (for some
given input tree), every infinite computation by M must have repetitions of
a configuration. In fact the repetitions will be in such a way that a configu-
ration ¢ will “cycle”, i.e., it will compute a tree that contains c itself at an
outside occurrence (cis “circular”). The next easy lemma states that circular
configurations lead to infinite computations.

Consider a deterministic n-pmtt M and an input tree s of M. A config-
uration ¢ € C](\;[ng m > 0, is circular if there is a t € Tauc,,,(Ym) such
that

- (Y1, Ym) :ﬁms t and
— ¢ occurs outside in ¢.

We now show how to apply a computation starting with some configura-
tion, to an outside occurrence of that configuration in a sentential form. Then,
the iterative application of such computations, applied to a node generated
by the previous computation, is formalized (‘“pumping”).

Application of a computation: Consider a computation
(Y1, -y Ym) :L s t (where t not necessarily contains c) and consider
atree § € TAUCM;(Ym) that has an outside occurrence v of c. It follows
from the definition of =)/, and by induction, that £ :'A% s Ev « t].

(In fact, if w is outside in ¢, then vu is outside in {Jv <+ '] and
§lv  tIlvu < (Al = §lv = ¢'Tu < ([hlars]]0)

Iteration of applications: If a sentential form &y (of M on s) has an out-
side occurrence vy of ¢ € C](\j[n;), my1 > 0, and for every ¢ > 1 there
are t; and ¢; 1 € C](\Zn;“), miy1 > 0, such that ¢;(y1, ..., Ym;) =17, bi
and t; has an outside occurrence v; of ¢; 1, then by composing the corre-

sponding computations of the form & :>A+/[ s [v < t], we obtain the infinite
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computation

€o :>—]\‘r/[,s §ovo + t1] :>j(478 &1fvovy + t2] jj\%s
—_— —_———
&1 €
:>+M,s gi[[UO’Ul SRR A ti+1]] j—&’s _— ($)

Eit1

Lemma 21 Let M be a dpmtt, s an input tree of M, and & a sentential form
of M on s. If there exists a &' such that § =%, , & and &' contains an outside
occurrence of a circular configuration c, then every complete computation
by = 1.5 Starting with £ is infinite.

Proof. Let v be the outside occurrence of ¢ in &’. Since c is circular, there
exists a ¢ such that ¢(y1,...,ym) :ﬁ“ t and ¢ has an outside occurrence
vofc Letéy =&, vg=v,and, fori > 1,lett; =t, ¢; = ¢, and v; = v.
Then there is an infinite computation of the form ($), displayed above. Thus
there is an infinite computation starting with £’ and hence one starting with
§. This implies, by Lemmas 18 and 19, that every computation by =,/ s
starting with £ is infinite. O

It can be shown that, in fact, the implication in this lemma is an equiv-
alence, i.e., if a complete computation of M starting with £ is infinite, then
¢ leads to a circular configuration. Thus, infinite computations are due to
“cycles”.

5.3 Macro tree transducers (with and without stay moves)

An obvious way to make sure that a 0-pebble macro tree transducer M has
no infinite computations, is to disallow up and stay instructions, or, in other
words, to only allow down instructions. The transducer model obtained from
the O-pmitt in this way, is the macro tree transducer of [18,19,6,24], defined
next.

Definition 22 Let M be a 0-pmit such that the rules of M contain no up
instructions. Then M is a stay-macro tree transducer (for short, stay-mit).
If, moreover, the rules of M contain no stay instructions (i.e., there are only
down instructions) then M is a macro tree transducer (for short mtt, and
dmit if M is deterministic). If all states of an mtt are of rank zero, then it is
a top-down tree transducer.

As an example of a (deterministic) macro tree transducer, reconsider the
0-dpmtt M of Example 13: it has no up and no stay moves, i.e., it is a dmtt.
The class of all translations realized by stay-mtts is denoted sMTT, and
DsMTT for deterministic stay-mtts. The class of all translations realized by
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mtts is denoted by MTT, and DMTT for deterministic mtts. The class of all
translations realized by total deterministic mtts is denoted by D;MTT. Note
that translations realized by total deterministic mitts are total functions. Note
also that the analogue of Lemma 17 does not hold for mtts. In fact, DAMTT
is the class of all total functions in DMTT. We denote by T and DT (D, T)
the classes of translations realized by top-down tree transducers and (total)
deterministic top-down tree transducers, respectively.

It follows from the definition that top-down tree transducers are 0-ptts
(with general rules) that only use down instructions. Thus, by Lemma 2, we
obtain the obvious fact that top-down tree transducers can be simulated by
0-ptts, as observed in [50] and stated in the next lemma.

Lemma 23T C 0-PTT and DT C 0-DPTT.

Usually (see, e.g., [24,31]) the rules of an mtt are defined as rewrite rules
in which variables of the form z; represent the down; instructions. Also, the
child number j is not present in the left-hand sides of mitt rules; clearly this
information can be incorporated into the states of an mitt, i.e., in order to
transform an mtt M defined in the pmtt formalism as above into one defined
in the conventional way, new states (g, j) would be introduced, for every
state ¢ of M and possible child number j, and the initial state would be
(qo,0). From this it also follows, as observed in Sect. 3.3, that the mitt is in
fact the CFT(Tree) transducer, and that the top-down tree transducer is the
RT(Tree) transducer.

Since, in the definition of the computation relation of an n-pmtt, we have
fixed in (N) the order in which rules are applied to be outside-in (OI), this
also fixes the order for an mtt to be OI (or, equivalently, unrestricted; see
Corollary 3.13 of [24] and cf. the discussion after Example 13). Macro tree
transducers with the inside-out (IO) order of rule application have also been
studied in the literature. In the total deterministic case there is no difference
between the OI and IO translations. We also note that MTT* = MTTjq,
where MTTjo denotes the class of all 1O translations realized by macro
tree transducers (cf. Theorem 7.3 of [24]), and similarly in the deterministic
case.

We now cite two well-known facts about macro tree transducers.

Fact 24. Inverses of (compositions of) macro tree transducers preserve the
regular tree languages, i.e., if 7 € MTT* and R € REGT, then 7~ }(R) €
REGT.

Fact 25. For an output language K of a composition of macro tree trans-
ducers, i.e., for K € MTT*(REGT),

(1) itis decidable whether or not K is empty, and
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(i1) itis decidable whether or not K is finite; moreover, if the answer is yes,
the list of elements of K can be computed.

Fact 24 is proved in Theorem 7.4 of [24]. It immediately implies
Fact 25(i): since K = 7(R) is empty iff 771(T4) N R is empty, the re-
sult follows from the fact that REGT is closed under intersection, and that
emptiness of regular tree languages is decidable (cf. [35]). Fact 25(ii) is
shown in Theorem 4.5 of [9].

In the remainder of this subsection, we relate the new class SMTT to the
well-known class MTT of translations realized by mtts. In particular, it is
proved in Theorem 31 that, in the deterministic case, stay-mtts realize the
same class of translations as mitts, i.e., DSMTT = DMTT, and it is proved
in Theorem 29 that, in the nondeterministic case, compositions of n stay-
mtts can be realized by the composition of one stay-mtt and n — 1 mitts,
i.e., SMTT" C sMTT o MTT"!. In the nondeterministic case, which is
proved first, the main proof is rather straightforward (Lemma 27), while the
deterministic case (Theorem 31) has a quite involved proof.

Due to nondeterminism and the presence of stay moves, a stay-mtt M
can generate infinitely many output trees for one particular input tree (see
Example 6). This implies that M’s translation cannot be realized by an mitt,
because, due to the absence of stay moves, in every computation step of an
mtt a node of the input tree is “consumed”; hence, an mtt translates each
input tree into a finite number of output trees. In order to eliminate stay
moves from nondeterministic stay-mitts, we consider the translation mony
(of Example 6) that inserts unary ¢’s above each symbol o of a tree. Then,
we can decompose M into mony; followed by an mtt M’.

Notation 26. Let MON be the class of all mony for all ranked alphabets Y.

Note that the O-ptt M 5; of Example 6 that realizes mons; is also a stay-mitt.
Thus, MON C 0-PTT and MON C sMTT.

In the next lemma it is shown how to remove the stay instructions from
a stay-mtt, by pre-composing with a translation in MON.

Lemma 27 sMTT C MON o MTT.

Proof. Let M = (X, A,Q, qo, R) be a stay-mtt, i.e., a 0-pmtt without up
instructions. We construct a macro tree transducer M’ such that mony o
Tur = 7. The idea of the construction of M’ is as follows. Instead of
staying at some o-labeled node u of the input tree s, the new transducer M’
will move down on the monadic piece of g-labeled nodes that are present
above the o-labeled node v in monjy(s) that corresponds to u. In order to
know, until we arrive at v, the child number of v in the original tree s, we
keep this information in the states of M’. That is, states of the form (g, 7)
are used to simulate sequences of stay moves; this is done only on barred
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symbols, i.e., there are no rules for states of the form (g, 7) and input symbols
0. As soon as there is a non-stay instruction, i.e., a down; instruction into
state g, we change into a state of the form (g, down;). Such a state will move
down the remaining monadic piece of 5’s, and at the o-labeled node v it will
execute the down; move into state ¢. Note that, for this simulation to succeed,
the number of &-labeled nodes above v should be larger than the number
of stay moves that M executes at u during any of its subcomputations that
arrive at u.

Let M = (INA,QUQ,qo, R) with ' = YU X, ¥ = {1 | 5
Y} and Q' = QU (Q, [0, J]) U (Q, down), where ‘down’ denotes the set
{down; | i € [J]} and J = max{rankx(c) | 0 € X'}.

Let (q,0,,7)(y1,...,Ym) — ¢ be arule in R. Then let the rules

<Q75—357j>(y17"'7ym) %Céjw
<(Q7J)757€7 1>(y17 e 7ym) — C@]W

be in R’, where the substitutions &®; and ¥ are defined as

(I)j = [[<q,’StaY> — <(q,,j),dOW1’11> | q, € Q]]
U = [(¢',down;) < {(¢',down;),down;) | ¢’ € Q,i € [J]].

Moreover, for every ¢ € Q(m), m>0,0ec X% k>1,andi € [k], let
the rules

((q,down;),a,e,1)(y1,...,Ym) — ((q,down;),downy)(y1, ..., Ym)
<(Qa dOWl’li), 0,¢&, 1>(y17 e 7ym) — <q7 dOWﬂi)(yla e 7ym)

bein R'. Obviously, the rules of M’ do not contain stay instructions anymore,
and thus M’ is an mtt.

Before we prove the correctness of the construction of M’, we need some
auxiliary notions. Let s € T’y and s’ € monyx(s). Recall that s’ is obtained
from s by inserting above each o-labeled node u, an arbitrary number of
nodes u' labeled & (of rank 1), which are “associated” with u. We now
define the function dec, which maps each node u’ of s’ to the associated
node u of s: Let u' = iy -+ iy, € V(s') with iy, ... iy € [J] and m > 0.
Define dec(v') = iy, - - -4y, , Where 14 < ... < vy, n > 0, are all indices
p € [m] such that s'[iq - --i,-1] € X. Finally, we define the substitution
[dec] which changes a sentential form of M’ into one of M by relabeling
the configurations of M’ appropriately. Let [dec] = [Q][down] where [Q]
denotes the substitution

[(r, (u', N)) < (¢, (dec(v'),\)) | ¢ =rforr € Q and
¢ =qforr=(q,j) €Q x][0,J]]]

and

[down] = [((g, downy), (', A)) <= (g, (dec(u)i, N)) | ¢ € Q,i € [J]].
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In the sequel, we will also apply dec to input configurations k' of M’, i.e.,
if B’ = (u/, \) then dec(h') = (dec(u'), A).

Next we state, without proof, two obvious properties about configurations
that occur in sentential forms 7 of M’ on an input tree s' € T with s’ €
mony(s) and s € T’x. Since both properties are about (the child numbers
in s) of nodes of s, we call them N1 and N2. Let (qo, ho) :>}*\4,7S/ 7 and let
{p, (u’, X)) be a configuration that occurs in 7. Then

(N1) ifp=(g,j) € (Q x [0, J]) then childno(dec(u')) = j, and

(N2) if p € Q then childno(dec(u')) = childno(u').

Before it is proved, in Claims 2 and 3 that M’ is correct, i.e., that mony; o
Tar = T, we first relate in Claim 1 the right-hand side (@;¥ of a (Q U
Q % [0, J])-rule of M’ to the right-hand side ¢ of the corresponding rule of
M.

Claim 1. Lets € Tx;, s’ € monyx(s),h = (u,\) € ICy s, and ' = (uv/, \) €
ICo ¢ such that dec(h’) = h and s'[u/] € X. Let [h] denote [h]az,s, and let
[R'] denote [A']ps . Finally, let 0 = s[u] and j = childno(u). For every
¢ € TanQ 1, 5)(Ym), m = 0,

@[ [dec] = ¢[n].

The proof of Claim 1 is by induction on the structure of (. If { =y € Y,
then (@;¥[1/][dec] = y = ¢([h], because none of the substitutions replaces
parameters. Let [ > 0 and (1, ..., € Tayq,1,. ) (Ym)-

If ¢ = 6,...,¢) with 6 € AD, then ¢&,;¥[h][dec] =
(C12;¥[N][dec],..., GP;¥[h/][dec]) which, by induction, is
§(CulAD, - GlR]) = 6(Crs - Q)R] = C[A].

If ¢ = (g, stay)(C1, ..., () withgq € QW then

CQJW = <(q,j), dOWH1>(C1¢jw, ce ,Cl@j!p) and
(P;¥[h'][dec] = (g, dec(downy (h')))(¢C1P;¥[h'][dec],
., QPP [h][dec]).

By induction, and since dec(downy (h')) = dec(h') = h (note that s'[u/] =

o), this equals (g, h)(C1[R], . .., G[R]) = ¢[R].
If { = (q,down;)((1, ..., () then

(P;¥ = ((¢q,down;),down;)((1P;¥,...,(P;¥) and
(P;¥[h][dec] = (g, down;(dec(down; (h'))))(¢1P;¥[h'][dec],
cey Cl@jW[[hl]] [[dec]]).

By induction, and since dec(down;(h')) = h, this is

(q,down;(h))(Ci[R],-..,G[R]) = ([h], which concludes the proof
of Claim 1.
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Next, it is proved that mony; o 73 C 7. In fact, since {(qo, ho)[dec] =
(qo, ho) and t[dec] = t for t € T'a, this follows by induction from Claim 2.

Claim 2. Let s € Ty and s € mony(s). For every n,7" € Tauc,, .
with (qo, ho) =3y o mifn =ar e 7' by a (Q UQ X [0, J])-rule then
nldec] = s n'[dec],andifn =y o 7' bya (Q, down)-rule thenn[dec] =
n'[dec].

Let v € V(n) with n[v] = (p,h') and ' = (v/,\), ' € V(s'), such
that n’ = nv < ¢'[A']] where (' is the right-hand side of a rule applicable
to (p, h'). Let u = dec(v’).

Casep € (QUQR |0, J]): Thens'[v] = & witho = s[u], because p-rules
are only defined for barred input symbols. If p = (¢, j) € @ x [0, J] then, by
N1, childno(u) = j. If p = ¢ € Q then, by N2, childno(u) = childno(u').
This means that in both cases (' = (®;¥ where ( is the right-hand side
of a (q,0,¢, j)-rule r of M and j = childno(u). Since [dec] is a relabel-
ing of configurations, v is outside in n[dec] and labeled by the configu-
ration (g, (u, \)). Thus, 7 can be applied to v: n[dec] =r,s n]dec][v
¢[R]]- By Claim 1 the latter equals n[dec][v < ¢'[#][dec]] = n[v «
¢'[A']][dec] = 7’ [dec], which proves the claim for this case.

Case p = (g,down;) € (Q™, down), m > 0: By the definition of
[dec] this implies that n[dec][v] = (g, (ui, A)). Moreover, ¢'[h] is either
equal to {(g,down;), (u'1, \))(y1,...,Ym), with s'[u/] € X, or equal to
(g, (Wi, N)(y1, - - ., ym), with '[v/] € X. In both cases, the application of
[dec] gives (q, (ui, A))(y1,-- ., Ym), which proves that n[dec] = n'[dec].
This ends the proof of Claim 2.

Itremains to prove that 7y C mony o7,/ This will follow from Claim 3.
Denote by M'(Q) the restriction of M’ to (QUQ x [0, J])-rules and denote
by M'(Q,down) its restriction to (@), down)-rules. Intuitively, to simulate
a computation step of M, M’ first applies all possible (@), down)-rules, and
then it applies a (Q U @ X [0, J])-rule. Let = denote

*
iM'(Q,down),s' ° = M(Q)s -

Claim3.Letn > 0,s € T, and s’ € monyx(s) such that forevery u € V (s)
|dec™!(u)| > n+1.Leté € Taucyy .- 1 (o, ho) =7 ¢ € then there exists
ann € Tauc,,, , such that

1. {qo, ho) =" n and
2. ndec] = &.

The proof of Claim 3 is by induction on n. If n = 0 then the statement
holds for n = (qo, ho). Now consider the following computation of length
n+ 1.

(90, ho) =75 € =>ms €
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By induction there exists an 1 such that (go, ho) =" 7 and n[dec] = &.
Let v € V(€) and (g, h) € C{f), m > 0, such that £[v] = (g,h) and
&' = £Jv + ([h]] where ( is the right-hand side of a rule of M applicable
to (g, h). By the definition of [dec], n[v] = (p, ') with (i) p = ¢, or (ii)
p = (q,j) with j € [0, J], or (iii) p = (g,down;). Let h = (u,\) and
' = (u/,\). We now show that there exists an " such that n = n’ and
i [dec] = €.
Cases (i) and (ii). Then dec(u’) = w. In case (i) it follows from N2 that
childno( u’) = childno(u), and in case (ii), i.e., p = (g, j), it follows from
N1 that j = childno(u). Since, in the computation (g, hg) =" 7 exactly
n steps by =7/, have been applied, s'[u'] must be a barred symbol,
because there are > n + 1 of them, by the condition |dec™!(u)| > n + 2.
Thus, s'[u/] = & with ¢ = s[u]. Hence M’ has a rule with right-hand
side (' = (;¥ which is applicable to (p,h'). We obtain 7 =yp(g),s
nlv < {'[W']] = n'. The application of [dec] to n’ gives, using Claim 1,
nldec][v < ¢'[A'][dec]] = &[v + ([R]] = &'. This ends the proof of the
claim for this case.
+
M’ (Q,down),s
as n except that "’ [v] = (q, (v, \)) with s'[v] € X, dec(u”) = dec(u/),
and dec(u”i) = dec(u')i = wu. By Claim 2, n”"[dec] = n[dec] = £ and
{qo, ho) =" n". Now, to the configuration (g, (u”i, \)) of n”" we can apply
one step of = y7/(),+» as shown in case (i), to obtain 7" = p(g),« 1’ With
n'[dec] = &'. This concludes the proof of Claim 3.

It should be obvious how to show that for every s € T’y there exists
s’ € monx(s) such that Tar(s) C 7ar/(s'): If (qo, ho) =iy, t € Tm(s),
n > 1,thenlet s’ € mony(s) be as required in Claim 3. By Claim 3, applied
to £ = t, there exists 7 such that (g, ho) :*M/,S, 71 (because = C :>}<\/I’,s)
and n[dec] = t. Since t € Ta,n =t. Hence t € Ty (s'). O

Case (iii) p = (¢, down;): Thenn = . 1" where n” is the same

The next small lemma shows that SsMTT is closed under post-composition
with MON. It will be needed to prove Theorems 29 and 30.

Lemma 28 sMTT o MON C sMTT.

Proof. Let M = (X, A, Q, qo, R) be a stay-mtt. We will construct the stay-
mtt M’ such that 7p;» = 7); o mon. The idea of defining M’ is to replace
each output symbol § (of rank m) in the right-hand side of a rule of M by
a new state g5 (of rank m), which will generate an arbitrary number of §’s
followed by the 4, i.e., a tree of the form &(- - - (5(y1, - - -, Ym)))-

Let M' = (X, AU{d |6 € A},Q,q0, R') where Q' = Q U {q((;m) |
§ € A m > 0}. Forevery rule (g, 0, b, j)(y1, .. .,ym) — Cin R, let the
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rule
<Qa U7€aj>(y17 v aym) — CW

be in R’, where the substitution ¥ is defined as
U = [ « (gs,stay) | § € A].
Moreover, for every d € A m > 0,0 € X,and j € [0, J] let the rules

<Q5a0-7€7j:>(y17 cee 7ym) — S<q5)
<q570757j>(y17 cee 73/m) — 5(3/17 o ,Z/m)

be in R'.
A formal proof of the correctness of M’ is left to the reader. O

For compositions of stay-mtts we obtain, from Lemmas 27 and 28, that
stay moves can be removed from all transducers in the compositions, except
the first one, as stated in the next theorem.

Theorem 29 For every n > 1, sSMTT"*! = sMTT o MTT™

Proof. By induction on n. For n = 1, sMTT? C sMTT o MON o MTT
by Lemma 27, which is included in sMTT o MTT by Lemma 28. Now for
n+ 1, SMTT"*2 = sMTT o sMTT"*! is included in sSMTT? o MTT" by
induction. By the case n = 1 the latter is included in sSMTToMTToMTT" =
SMTT o MTT"1. O

It should be clear that the class REGT of regular tree languages is closed
under MON, i.e., that MON(REGT) C REGT (take the regular tree gram-
mar in normal form, i.e., with at most one terminal symbol in the right-hand
side of each production; for every production A — o(Ay,..., Ay) add all
productions A — 6(A,), Ay — 0(A,), and A, — o(Ay, ..., Ag).) Thus
we obtain from Theorem 29 and Lemma 27 that (compositions of) stay-mtts
define the same output languages as (compositions of) mitts.

Theorem 30 For everyn > 1, sSMTT"(REGT) = MTT"(REGT).

Since MON C sMTT, we also obtain from Theorem 29 and Lemma 27
that SMTT* = MON o MTT*.

For deterministic stay-mtts we prove in the next theorem (and in the
remainder of this subsection) that stay moves can be removed, i.e., the re-
spective classes of translations coincide. As mentioned before, since the
proof involves the nontrivial task of removing infinite computations, it is a
key result of this paper.

Theorem 31 DsMTT = DMTT.
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Proof. We have to show that DSMTT C DMTT. Let M = (X, A, @, qo, R)
be a 0-dpmtt without up instructions and let J = max{rankx (o) | 0 € X'}
We will construct the 0-dpmtt M’ that has down instructions only, i.e., a
dmtt, by removing the stay instructions that appear in the right-hand sides
of the rules of M. Roughly speaking, this is done by applying rules to the
stay instructions in a right-hand side, while keeping track of possible circu-
lar configurations, and forcing 7,/ (s) to be undefined if in the computation
(g0, ho) = , there is a sentential form that has an outside occurrence of
a circular coﬁﬁguration (recall the notion of a circular configuration from
Sect. 5.2, and see Lemma 21). Before M’ is defined, we construct several
intermediate O-dpmtts: first N which has information about circular con-
figurations, then N’ which does not have circular configurations anymore,
then N” which does not execute stay instructions anymore, and finally M’
which has only down instructions.

By Lemma 17 we may assume that M is total. First, we construct the
O0-dpmtt N which is equivalent to M, but additionally keeps information in
its states about which states have been passed, while staying at a particular
node of the input tree.

Define N = (X, A,Qn, (q,9), Rn) where Qn = (Q,P(Q)) and
for every (¢, F) € QE\T), m > 0,0 € X, j € [0,J], and rule
(q,0,,7)(y1,--.,Ym) — Cin R, the rule

(¢, F),0,8,5)(y1, - - -, ym) — ([stay, ][down]

is in Ry, where the substitutions [stay, ;-] and [down] are defined as

[stay, 7] = [{¢', stay) < ((¢', ' U {q}),stay) | ¢" € Q],
[down] = [{¢’,down;) «+ ((¢',@),down;) | ¢ € Q,i € [J]].

Since NV has, besides the additional sets F' in its states, exactly the same
rules as M, it obviously realizes the same translation as M, i.e., Ty = 7).
In fact, it can be shown easily that for all {1, &2 € Taucy, (Y),

(C1)if &1 =N s &2 then & [no F's] =y s §2[no F's],
and for all 771,179 € TAUCM,S(Y), and & € TAUCN,S(Y) with & [no F's] =
Uie

(C2) if m1=>p1,5m2 then 3€TAucy (V) : &2[no F's|=n2 and §1= v s&2,
where the substitution [no F’s] is defined as

[((g; F), h) = {q,h) [ {(g, F), h) € Cn o]

By induction on the length of the computations, C1 implies 7y C 77 and
C2 implies 73y C 7. Note that N is total because M is total.
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The following claim expresses that the sets F' in the states of NV contain
the intended states of M, i.e., those that were entered while staying at a
particular node.

Claim. Let s € Tx. If ((q0, @), ho) =N € € Taucy,, and (¢, F), h) €
Cn,s occurs outside in &, then for every r € F' of rank m > 0,

(a) there is an n € T'auc,,,, such that (qo, ho) =77, 1 and (r, h) occurs
outside in 7, and

(b) there is an 1 € Tauc,,,(Ym) such that (r,h)(y1,. .., Ym) :>7\_/[,s n
and (g, h) occurs outside in 7’.

/

Since this claim is intuitively obvious, but its proof is technically rather
involved, we postpone its proof until after the present proof.

We now use the information in the states of [V to remove its circular
configurations, i.e., its infinite computations (cf. Lemma 21). Define Qcycie =
{(¢, F) € Qn | ¢ € F'}. We remove all rules for (g, F') € Qcyce from Ry,
thus obtaining the O-dpmtt N’.

Formally, let N = (X, A, Qn, (g0, D), Rn'), where Ry is the set of
all p-rules in Ry with p € Qn — Qcycte-

It is straightforward to prove the correctness of the definition of N’,
i.e., that 7py = 7: Since Ry C Ry, it clearly holds that 7 C 7. To
prove that 7y C 7nv, let s € T'x; and consider a complete computation
& = <(QQ,®>, h[)> =N,s & =N,s """ =N,s &, € Ta. Then, for i €
[0, 7], & has no outside occurrence of (p,h) € Cy s With p € Qcyere. To
see this, assume to the contrary that some &; has an outside occurrence of

((q,F),h) € C](Vm) with ¢ € F'and m > 0. Then by the Claim above, there

S

are 1" € Taucy, ,(Y) such that (qo, ho) =3, 1, (g, h) occurs outside in
0, (g, h) (Y1, -+ s Ym) :>}\t[’s n', and (g, h) occurs outside in 7/, i.e., (g, h) is
circular. By Lemma 21 this implies that the complete computations by =/ ¢
starting with (qo, ho) are infinite, and hence that 7/(s) is undefined. Since
7N = Tz this contradicts the existence of the finite complete computation
&0 =y s &n- Thus, only rules of N’ are applied in the computation £y =7,
én, which means that &o é}‘v,75 &n, and therefore 7y C 7. This ends the
proof of the correctness of N'.

Next, the O-dpmtt N” = (X, A, Qn, (qo, ), Ry~ ) is defined by itera-
tively applying rules to the stay instructions that appear in the right-hand side
of each rule 7 of N’. This is done with the use of Lemma 15, changing N’
gradually into N by iterating the following procedure. Initially, N = N’
and Ry» = Rys. Now consider arule r = ((q, F),0,¢,5) (Y1, - -, Ym) —
¢ in Ry» and change it into the rule 7 = ((¢, F),0,€,7)(y1,- -, Ym) —
(P, j where

@O'J:[K(q,a F/)a stay)(—C’ ’ <(q,? F/)a g, Eaj)(yla B ym/)—><-, is in RN”]]-
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Note that if ((¢, F), stay) occurs in the right-hand side ¢ of r, then F” has
larger cardinality than the F' in the left-hand side of r (and thus the same
holds for 7).

Clearly, the new rule 7 can be obtained from the old rule r by iterated
application of Lemma 15 (see the last paragraph of Sect. 2.2). Thus, by
that lemma, an equivalent O-dpmitt is obtained. After changing, in this way,
every rule r into 7, the minimal cardinality of all state sets F' such that
((q, F), stay) occurs in a right-hand side of a rule in Ry~ for some ¢ with
(g, F') ¢ Qcya has increased. Hence, after repeating this process at most |Q)|
times, the only ((q, F'), stay) that occur in right-hand sides of rules satisfy
(g, F') € Qcyae (for which there are no rules in R ). The resulting 0-dpmtt
is, by definition, N”.

Last but not least, we define the dmtt M. This is done by removing the
stay instructions that appear in the rules of N”. Since N has no rules for
states in (Qcycie, We can, in order to construct M !, replace each stay instruction
inarule of N” by adown; instruction (or remove the rule, if the input symbol
has rank zero).

Formally, let M’ = (X, A, Qn, (g0, D), R') where R’ is defined as
follows. Let 7 = (p,0,€,7) (1, - - -, ym) — ¢ witho € X*) and k > 0 be
arule in Ry». If k = 0 and ¢ € TA(Y;,) thenlet 7 be in R. If k > 1 then
let the rule

(p,0,8,5) (W15 ym) = C[(, stay) < (p/,downy) | p € Qcyee]

be in R’. Obviously, M’ is a dmtt. It is straightforward to show that 75, =
TNy = Tp. O

In the remainder of this subsection, the Claim in the proof of Theorem 31
is proved. The uninterested reader can skip directly to Sect. 5.4.

For the proof of the Claim we need two technical lemmas, which are
presented now. They state two general facts about pmitts. The first one is
about the decomposition of computations, and the second one is about how
to find the rule that generated a particular symbol during a computation. The
first is needed to prove the second.

Consider a pmtt M, an input tree s, and a sentential form £ =
(&1, ..., &n) With 7 € C](\Z?s. The first lemma states that a computation
& é*M,S 7 can be decomposed into m + 1 computations by = s starting
with 7(y1,...,y,) and with &, ..., &, (for some m > 0). A similar result
holds for macro grammars (cf. Theorem 4.1.1 of [27], where only the case
that n is terminal is considered). Note that the second item of Lemma 32
implies that

(&1, 6n) :>§2,5 Min[Yj < &=y | J € [m]]
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and that the third item implies that

nlin[yj — éﬁ(]) | .] € [mH :>]]§\/}f:is_m+km nlin[yj — nj | .] € [mH =1
Lemma 32 Ler M = (X, A,Q, qo, R) be a pmtt. Let T € (AU C’M7s)(”),
n>1,andn,&1,. .., 60 € Tavey,, (V) If (&1, &) =5 n k>0,
then there exists a tree ny, € Tauc,, ,(Ym), m > 0, such that n, is linear in
Y (ie., eachy € Y,, appears at most once in MNin), and there exist amapping
w:m] = [n], trees i, ... ,0m € Tavcy, . (Y), and ko, k1, ..., ky € N
such that ’

-1 =Mlyj < ny | 7 € [m]],
k:o y
- T(yla .- vyn) :>M75 nlin[yj < Yr () | S [mH’
. k;
— for every j € [m], {x(j) = M,s N>
—k0+k1++km:k; and
— for every j € [m], if y; does not occur outside in ny, then kj = 0.

Proof. The proof is by induction on the length k of the computation of 7.
It is obvious for & = 0: take n;, = 7(y1, .. .,Yn), m = n, 7 is the identity
on [n],n; = & and k; = 0 for j € [0,n]. Now consider the following
computation of length & + 1

T(&1s -5 6n) :>§€\4,s n=Ms1- ()
By induction, p = mi[y; <= n; | j € [m]] where my, and 11, . . ., 9y, satisfy
the conditions of the lemma, for certain 7 : [m] — [n] and ko, . .., kp, € N.

Let v be the node in 1 to which a rule is applied in the last step of the
computation ().

Case 1. v € V(ny,) and my,[v] € Y. Hence, i, [v] = nfv] and therefore
we can apply the rule of the last step in (%) to 7yt i = a5 77 With p’ =
Nly; < n; | 7 € [m]]. Let m’ be the number of occurrences of parameters
in the tree 7. Next, we “linearize” (in the parameters) the tree 7: let 7y, €
Taucyy,,(Yor) and 7 2 [m/] — [m] such that

1= 1ulys < vz 15 € ).
Note that for every j € [m], if #71(;) is not a singleton (i.e., if y; does not
occur exactly once in 7)) then y; occurs at a descendant of v in 7, and so,
by the last condition of the lemma, k; = 0. This shows that kz(;) + -~ +
Es(mty = b1+ +kp,. Now define 7 = nz(;) and k; = kz(j) for j € [m/],
and define k) = ko + 1 and 7/ = 7 o w : [m/] — [n]. Then

0 =MinlY; < Yz |7 € [lly; < g |5 € [m]]
= Nilyj < a0 | 7 € (]
~—
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and T(y17' . 7?/71) :>I]\€25 nlm[y] < y7r ) | j € { ” :>M,8 ’F][y] — yﬂ'(]) |
j € [m]]. The latter tree equals 7, [y; < vz¢;) | 7 € [M')][y; < Yn(j) |
J € [m]]l = myly; < yegy |5 € []] hich is equal to 7y, [y; <
y | j € [m']]. Thus, the “primed versions” of the first four conditions
of the lemma hold. It remains to prove the last condition of the lemma. Let
j € [m']. Clearly, if y; does not occur outside in 7y, then ys ;) does not
occur outside in 7, and hence k; #) =0 by the last condition for 7.

Case 2. v & V (1n) Or Myin[v] € Yyy,. This means that there is a jo € [m]
such that y;, occurs outside in 9in, 7j, = a1,s 7j,> and 17" = Ninly; < 1 |
j € [m] = {jo}[yj, < n),]- Hence, for k= kj, + 1 (and everything else
the same) the statement of the lemma holds. O

The second lemma is based on the following technical notions. Let M =

(X, A,Q, qo, R) be a pmtt and let s € T’x;. For a symbol «

- £ € Taucy, . (Y') computes a if there is a §’ such that § =7, - ¢’ and ¢’
has an out51de occurrence of «, and

-c € C’M (with m > 0) directly computes « if there is a §& €
TAUCH ., (Ym) such that c(y1,...,ym) =wm,s & a occurs in &, and £
computes a.

If, in the first definition, & é’fms &' then we say that £ k-computes a. If

& k-computes o for & = ¢(y1,...,Ym), ¢ € C](\Tg and m > 0, then we say
that ¢ k-computes «. Clearly, computing configurations is transitive, that
is, for configurations a, b, and c and ki1, ko € N, if a ki-computes b and b
ko-computes ¢, then a (k1 + k2)-computes ¢ (and similarly, for a replaced
by atree £).

Consider now Lemma 33. Intuitively, the lemma states that if config-
uration ¢ computes another configuration d, then a rule p must have been
applied, which contains d in its right-hand side ¢ (in the lemma, p is the rule
of M that is applicable to ). To be more precise, d is in ([h]ar,s where h
is the input configuration of c.

Recall the Claim in the proof of Theorem 31. In the proof of that claim
we will apply Lemma 33 to d = ((q, F'), h) with F' # &; then, by the
definition of the rules of N, p must have ((¢, F'), stay) in its right-hand side,
and thus ¢’ must equal ((¢/, F’), h) for some (¢’, F') € Q. Note that, in
Lemma 33, ¢ is not necessarily different from c.

Lemma 33 Let M be a pmtt and let s be an input tree of M. Let c,d € C)y s
with ¢ # d and let k' € N. If ¢ k'-computes d, then there are ¢ € Cyy 5 and
k" < K such that (1) ¢ k"-computes ¢’ and (2) ¢’ directly computes d.

Proof. The proof is by induction on £’. Let m be the rank of c. Since ¢ # d,
k' > 1, i.e., there is a computation

C(yla .. aym) :>M,S g :>§:\4,s 5/
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where k = k' — 1, £,¢" € Tauc,,,(Ym), and d occurs outside in &'. If d
occurs in & then the lemma holds for ¢ = ¢ and ¥” = 0. Consider now
the case that d does not occur in &. Since £ k-computes d, we can apply
the claim below to obtain a configuration ¢ in § and k,l € N such that §
k-computes ¢, ¢ [-computes d, and k + [ < k. Now, ¢ # d because ¢ occurs
in £ and d does not. Since [ < k’, we can apply the induction hypothesis
(to ¢, [, and d). Hence, there are ¢’ and I’ < [ such that ¢ I-computes ¢’ and
¢ directly computes d. Since ¢(y1, - .., Ym) =wm,s & and £ k-computes ¢,

(l~c + 1)-computes ¢. By the transitivity of computing configurations we
obtain that ¢ (k + 1 + I')-computes ¢ It follows from k + | < kand I’ <
that k + I’ < k = k' — 1, and therefore k + 1 + I’ < k’. Thus, the lemma
holds for ¢ = & and k" = k + 1 + I’ It remains to prove the claim.

Claim. Let § € Taucy,,(Y) and k € N. If £ k-computes d, then there are

k,l € Nanda configuration ¢ in & such that k+1<k, 13 INf—computes G,
and ¢ [-computes d.

The proof is by induction on the structure of £. Since £ k-computes d
there is an 7 such that ¢ élf\ms 1 and 7 has an outside occurrence of d. This
implies that ¢ ¢ Y, i.e.,£isof the form7(&y, . .., &,) forT € (AUC) )™,
n>0,and &,...,&, € TAUCM,S (Y).

We now apply Lemma 32 to the computation 7(&1,...,&,) :ﬁ/[ s 1
and obtain a tree 7y, € TAUCM,S(Ym), m > 0, which is linear in }}m, a
mapping 7 : [m] = [n], m1, ..., Mm € Tavcy,, (Y), and ko, k1, ..., ky €
N such that (1) 7 = mly; < n; | 5 € [m]], @) 7(y1,- -, yn) =47,

. k.
MinlY; < Yn(s) | 5 € [M]], 3) for every j € [m], &) =, 1) and (4)
ko + k1 + - —l— km = k.

Case (i). d occurs outside in 7,. Then 7 € Cjs and T kp-computes d.
Hence, for £ = 0, [ = kg, and ¢ = 7 the claim holds.

Case (ii). d does not occur outside in 7;;,. Since d occurs outside in 7, there
must be a j € [m] such that y; occurs outside in 7, and d occurs outside in

n;. This implies that £ ;) k;j-computes d. By induction there are k,leN
and a configuration ¢in & ;) such thatk—i—l < kj. &x () k- -computes ¢, and ¢ [-

computes d. Since £ = 7(51, ) :>M75 Min[Yj < &x(jy | J € [m]] = n”’
and y; occurs outside in my, (at u), every outside node (v) in @T(j) is also

outside in 1" (at uv). Hence, since & ;) k-computes ¢, we obtain that 1/’
k-computes ¢ and so & (ko + k)-computes é. It follows from k + | < k;

that (ko + k) + 1 < ko + kj, which is < k because > pefm] ku = k. This
concludes the proof of the claim and hence of the lernrna
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5.3.1 Proof of the claim in the proof of Theorem 31. For ease of reference
we repeat the claim.

Claim. Let s € Tx. If ((q0, @), ho) =N € € Taucy,, and ((¢, F), h) €
Cn,s occurs outside in &, then for every r € F' of rank m > 0,

(a) there is an € T'auc,,, such that (qo, ho) =75 1 and (r, h) occurs
outside in 7, and

(b) there is an 1’ € Tauc,,,(Ym) such that (r, h)(y1,. .., ym) :>7\_/[,s n
and (g, h) occurs outside in 7.

/

The proof is by induction on the length & of the given computation.
Assume it holds for all 7 < k and consider a state € F'. The application
of Lemma 33 to ¢ = ((qo,9), ho), d = ((q,F),h), and k' = k gives
an i < k and a configuration ¢’ such that ¢ i-computes ¢’ and ¢’ directly
computes d. Since ((g, F'), stay) must appear in the right-hand side of the
rule applicable to ¢/, it follows from the definition of the rules of N that
 is of the form ((¢/, F'), h) with F' = {¢'} U F’. It follows from C1 (in
the proof of Theorem 31) that there is an 7 such that (go, ho) =}, 7
and 7] has an outside occurrence of (¢’, h), and that there is an 7’ such that
(q,h) (Y1, yn) :>X4,s 7" and (g, h) occurs outside (at v) in 77’ (where n
is the rank of ¢'). If ¢ = r, then the claim holds for n = 77 and ' = 7/'.

Consider now the case that ¢ # r. Since F' = F' U {¢'}, r must be in
F’. We apply the induction hypothesis to ((qo, &), ho), %, and ((¢’, F"), h)
to obtain an 7 such that (go, ho) =}, , 1 and (r, h) occurs outside in 7, and
an 7 with (r, h) (Y1, - .., Ym) :>j(/[,s 7 and (¢', h) occurs outside in 77 (at u).
Thus, part (a) of the claim holds. Since (¢’, h)(y1, ..., yn) :M ¢ 11, there
is a computation 7 :>1\+4, s N[v < 7] = 7' and (g, h) occurs outside in 7’
(at uv). This proves (b) and concludes the proof of the Claim. O

5.4 Simulation of PTTs by macro tree transducers

In this subsection it is proved that, by the use of parameters, we can remove
all up instructions from a O-ptt M, thus obtaining a stay-mitt that realizes the
same translation as M.

In fact, this result is already known. It was proved in [25] in the setting
of transducers with storage. As discussed at the end of Sect. 3.3, 0-PTT =
RT(Tree-walk) and hence 0-PTT C RT(P(Tree)). By Theorem 5.14, Corol-
lary 5.21, and Theorem 4.18 of [25], RT(P(Tree)) C CFT(Treeq). Here,
‘id’ indicates the addition of an identity instruction (Definition 3.7 of [25])
and thus the possibility to stay at a node. Since, as observed in Sect. 3.3,
CFT(Tree) = MTT, it should be clear that CFT(Treey) is precisely the
class SMTT. In the same way it follows that 0-DPTT C DsMTT, because
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the proofs preserve determinism. Since the proof in [25] is complicated by
the fact that it is shown for arbitrary storage types, we present here a direct
proof for completeness sake.

Since DSMTT = DMTT by Theorem 31, the fact that 0-DPTT C
DsMTT proves that 0-DPTT C DMTT (and this is a new result). For total
functions this result was also proved in [25] (Theorem 5.16); in the noncir-
cular case (see Sect. 3.2) it is the well-known fact that attribute grammars
can be simulated by macro tree transducers [29,6,32,14].

Lemma 34 0-PTT C sMTT and O-DPTT C DsMTT.

Proof. Let M = (X, A,Q, qo, R) beaO-pttandletq', ..., g™ be the states
in Q. We want to construct a stay-mtt M’ that realizes the same translation
as M. The idea of M’ is to replace each up instruction into state ¢”, by
the selection of the parameter y,. Hence, if the current node is v, then in
the vth parameter position of a state of M’, we have to compute what M
does at the parent of v. Obviously, if v is the root node, then there is no
parent, and therefore the corresponding states of M’ have no parameters.
More precisely, M’ has states (g, 0) of rank zero which are used if the current
node is the root node, and if the current node is not the root node, then M’
uses states (g, m) of rank m. For every move of M from v to its jth child
vj, M’ computes in the vth parameter position of the new state (g, m) what
happens if M moves back to v into state ¢g”. Thus, the parameters are used
in a stack-like fashion, to keep track of all possible future ‘computations’
(more precisely, of the corresponding ‘recursive function calls’) of all states
on ancestors of the current node; in that way moving up into state g” is
realized by M’ by selecting the parameter v,,, and therefore M’ has no up
instructions. Note that this kind of stack technique was invented by Rounds
(cf. Theorem 7 of [54], which was generalized in Lemma 5.4 of [25]).

Let us now define M’'. Let M’ = (X, A,Q’, (q0,0), R'), where Q' =
{(g, )™ | g€ Q, e {0,m}}and R = {rel(r) | r € R}. For every rule
r € Rtherelated rule rel(r) is defined as follows. Let r = ({(¢, 0,¢,j) — ()
withg € @, 0 € X, and j € [0, J]. Then

rel(r) = ((g,0),0,¢,0) — transg(¢), ifj=0

7T gm), 0, ) (91, ym) = trans,u (), otherwise

where, for every ;1 € {0, m}, trans, (¢) =

~ yv if = (¢”,up) for v € [m]

- 5(<7"17,U)(y1> s 7y,u)7 sy (Tk,ﬂ)(yl, cee 73/#)) if C = 5(T17 s ,Tk)
withd € A®) k> 0,andrq,...,7 € Q,

- andif ¢ = (¢, ) with o € {down; | i € [J]} U {stay} then it equals

= ((¢',m),down;)((¢", 1) (Y1, - yp)s -5 (@™ ) (s -y y) if
= down;
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- (¢, ), stay) (y1, ..., yu) if ¢ = stay.

Obviously, if M is deterministic, then so is M.

Let s € T’. Before we prove the correctness of the construction of
M’ we need some auxiliary notions. Define the full m-ary “stack tree”
(fmt) that is generated by M’ in order to keep track of the computa-
tions at ancestors as follows. For a configuration (g, (u, A)) of M, the tree
fmt({g, (u, A))) € Tc,,, , is defined as {(¢, 0), h) if u = ¢, and otherwise
as {(q,m), h)(fmt((g*,up(h))), ..., fmt({g™ up(h)))), where h = (u, \).
‘We can now define the substitution @, that allows us to extend the notion of
relatedness from rules to sentential forms:

& = (g (u. ) « fmt((q, (u,\)) | g € Q.u € V(s)]

Two sentential forms § € Tauc,, , and § € Tauce,, , are related, if & =
£P.

Claim 1. For ¢ € Cj; s andr € R, r is applicable to ciff rel(r) is applicable
to cPle].

Let c = {(q, (u,\)) and r = (g, 0,¢,7) — (. The rule r is applicable to
ciff sju] = o and j = childno(u) iff rel(r) is applicable to c®[e] because,
for u = ¢, (g, (u, \))®[e] = ((q,0), (u, A)) and the left-hand side of rel(r)
is ((¢,0),0,¢,0), and for u # ¢, (g, (u, \))®[e] = ((q,m), (u, A)) and the
left-hand side of rel(r) is ((¢, m), 0, ¢, 5)(y1, - - -, Ym)- This proves Claim 1.

By Claim 2 below, the application of related rules to the same node
in related sentential forms yields again related sentential forms. Now, if
&1 = m,s &2 by rule r at node p and ] is related to £;, then by Claim 1 rel(r)
is applicable to &} at p because & [p] = (£1[p])P]e], and, by Claim 2, &} is
related to {&» where &} =7 s & by rel(r). Thus, if (qo, ho) =st €Ta,
then ((qo,0), ho) =} 4 t because (qo, ho) is related to ((go, 0), ko). This
means that 7y C 7. Similarly, ((qo,0), ho) = s U € Ta implies that
(qo, ho) =, t and thus 737 C 7. It remains to prove Claim 2.

Claim 2. Let &1,& € Tauc,,, and &1, &) € Tauc,,, , such that §; and &}
are related. If £, =75 & by rule 7 € R atnode pin & and & = s &)
by rule rel(r) at node p in &7, then & and &, are related.

Let &i[p] = (q,(w,A)) and 7 = (q,0,6,5) — (. Let p = 0
if u = ¢ and otherwise 4 = m. Then & /p = fmt({q,(u,N\))) =
(g, 1), (u, N))(t1, .., t,) with t; = fmt((¢", up(u, \))) for every i € [u].

If ¢ = (¢,stay) then & = &fp < (¢, (u,A))] and rel(r) has
right-hand side ((¢/, p), stay)(y1,...,yu). Then & = s &5 = &lp
((d, ), (u, M), )] = &lp < mt((d, (u, A))] = &Plp
tint( (¢, (u M))] = 100 - {d', (u, )} = £8.

TT
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It C:(S(rla ERRS Tk) then §=¢; [/Hié«'rl» (’LL, )‘)>7 ce <T/€a (’LL, )‘)>)] and
rel(r) has right-hand side §((r1, 1) (Y1, -3 Yu)s - (ks 1) (Y1, -+, Yu))-
Then & =wnrs §5=E1[p0(((r1, 1), (w, X)) (t1, - tu), - ooy (T 1),
- fmt((rg, (u, A))))]

(u, ) (t1s - s t)] = E1lp = 0(fme((r1, (u, A))),
= &1lp = 0({rs, (u, A)), - {1, (u, A))]P = €20

If (=(¢’, down;) then 52 &1[p+{q’, (ui, \))] and rel(r) has right-hand
side ((¢',m),down;)((¢", 1) (1, - ,yu), 5 (@™ 1) (Y1, - - yu)). Then

fi =M’ s gé = éi[p — <(q ) ) (Ui7 )‘)>(<(q17/‘)7 (u7 A))(th [ tu)v
T <(qm7:u)7 (u7 A))(th ) ))] = 1[P A fmt(<q,7 (U’iv /\)>)] = fl[l) A
(q, (ui, \))]® = &2@.

If ¢ = (¢/,up) then u = vi for some v’ € V(s) and i € [J], and & =
&lp «+ (¢, (v, \))]. The right-hand side of rel(r) is y,, for v € [mn] such that
¢’ = q/~ Thus gi =M s fé = fi [p A tu] = gi [p — fmt((ql’7 (ula )‘)>)] =
ilp <q/7 (u/’ MNP =&6&P. O

Now, from Theorem 10 together with Lemma 34 and Theorem 31 we
obtain our second main result: every n-ptt can be simulated by the com-
position of n + 1 stay-mtts (mtts in the deterministic case). Note that, as
for Theorem 10, the first n translations are realized by (very simple) total
deterministic mtts: they all realize EncPeb € D;MTT.

Theorem 35 For every n > 1, n-PTT C sMTT""! and n-DPTT C
DMTT" .

By Theorem 29 and Lemma 27 the nondeterministic part of this theorem
implies that n-PTT C MON o MTT"*!. The deterministic part of Theo-
rem 35 is, in fact, optimal, i.e., n-DPTT is not included in DMTT". This
will follow immediately from Theorem 41 in Sect. 6.

5.5 Simulation of macro tree transducers by PTTs

In the previous subsection it was shown how to simulate n-ptts by compo-
sitions of stay-mtts, and by compositions of dmitts in the deterministic case.
Now we show the converse direction, namely, how to simulate a stay-mtt by
a composition of 0-ptts, and a deterministic mtt by a composition of O-dptts.
This result, together with the converse simulation of the previous subsection,
proves that ptts and stay-mtts have the same composition closure (and that
dptts and dmtts have the same composition closure). Hence, the classes of
output languages of compositions of ptts and of mtts coincide.

Recall that by Lemma 27, sMTT C MONoMTT. Since MON C 0-PTT
by Example 6, this means that sMTT C 0-PTT o MTT. Thus, it will suffice
to consider the simulation of mitts by ptts.
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In order to prove that an mtt can be simulated by compositions of ptts, we
use a well-known decomposition result of (total deterministic) mtts into com-
positions of top-down tree transducers and so-called “YIELD mappings”
(see, e.g., [23,18]). Recall from Definition 22 that a top-down tree trans-
ducer is an mtt M without parameters, i.e., with each state of rank zero.
The configurations of a top-down tree transducer are always at the leaves
of a sentential form, in contrast to an mtt whose configurations can also
be at non-leaf nodes of a sentential form. This means that a top-down tree
transducer can simulate the state behavior of an mtt, but only at the leaves of
its sentential forms, because it cannot carry out the second-order tree sub-
stitution inherent in a computation step of an mtt (viz. applying a rule to a
configuration of rank > 0). Now, YIELD mappings carry out second-order
tree substitution. Altogether, a total deterministic mtt M can be simulated
by first running a (total deterministic) top-down tree transducer that realizes
M’s state behavior and generates a special intermediate tree, and then apply-
ing a YIELD mapping to that tree (realizing the second-order tree substitu-
tion inherent in M ’s computation). In other words, D;MTT C D;To YIELD
(Proposition 4.17 of [6]; cf. also Theorem 4.8 of [24]). Partialness and nonde-
terminism of an mtt can be handled by post-composing a total deterministic
mtt with a corresponding top-down tree transducer (Corollary 6.12 of [24]),
ie., MTT C D;MTT o T and DMTT C D;MTT o DT. Thus, we obtain (cf.
also Theorem 7.3 of [24])

MTT C (TUYIELD)?> and DMTT C (DT U YIELD)?.

As stated in Lemma 23, top-down tree transducers can be realized by
0-ptts; we now prove, in Lemma 36, that YIELD mappings can be real-
ized by O-ptts. Note that for attribute grammars (see Sect. 3.2) these results
are well known: top-down tree transducers can be simulated by attribute
grammars [6] and so can YIELD mappings (shown in Theorem 1.3 of [19],
without correctness proof, and in Corollary 6.24 of [31], using an indirect
proof). Together with the above decomposition result this will allow us to
prove the equality of the composition closure of ptts and stay-mitts, in The-
orem 38.

Let us now define YIELD mappings and show that they can be realized
by 0-ptts. A YIELD mapping Y7 is amapping from T’s; to T'a (Y") determined
by a mapping f from 20 o TA(Y), for ranked alphabets X' and A. It is
defined in the following way:

(i) fora € X Vi(a)= f(a)and
(i1) foro € E(k), S1y...,8, €ETs,and k > 1,
Yi(o(st, - 8)) = Yy(s1)lyp  Yi(sumn) | € [k = 1]].

The class of all YIELD mappings is denoted by YIELD.
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Intuitively, to compute the tree Y (s) for some s = o(s1,...,s,) € Tx,
the mapping Y has to be applied to the first subtree s1, and in the resulting
tree each parameter y,,, 11 € [k — 1], has to be replaced by Y applied to the
(1 + 1)th subtree s, 1. Note that if f is a mapping from X©) to Ta(Y;,),
m > 0, then Y7 is a mapping from T's; to Ta(Yiy,).

As a small example of a YIELD mapping, consider the ranked alphabet
Y with X = {a,b,¢}, ¥? = {5} and the mapping f from X to
Ta(Y7) with A = {a® (D) M) e} and f(a) = a(y1), f(b) = b(y1),
and f(c) = c(e). Now let s = o(a, 0 (b, c)). Then Y(s) is a (monadic tree)
representation of the yield abc of the tree s, namely,

Yi(s) = f(a)[yr < Yy(o(b,c))]
=a(y1)[y1 < f(b)[y1  c(e)]]
—_—

b(c(e))
= a(b(c(e)))-

Note that, in general, a YIELD mapping Y7 is realized by a dmtt M,
with one state ¢ and rules

<q7a567j:>(y1) .. 7ym) — f(Oé)
<Q7 07€’j>(y1) .. 7ym) - <Qa dOWﬂ1>(<C]ad0W112>(y1a o 7ym)7 ceey
<Q7downk‘>(yl7"‘7ym))yk7‘° '7ym)7

where f is a mapping from X(©) to Tx(Y;,), and yg, . . ., ym is empty if
m < k.
We now show that YIELD mappings can be realized by 0-dptts.

Lemma 36 YIELD C 0-DPTT.

Proof. Let X and A be ranked alphabets, J = max{rankyx(c) | 0 € X},
m > 0, and let f be a mapping from X(%) to T)A(Y;,). We now define the
deterministic O-ptt M = (X, AU {y,(f) | © € [ml]},Q,q, R) such that
™ = Yy Let Q = {¢,q1,---,9m.q},---,q),} For the state g, let the
following rules be in R.

(q,0,€,j) = (q,downy) foroc € XF) k> 1,
and j € [0, J]
(@, 0,2,5) = F(0)[yu < {qu,stay) | p € [m]  fora € £O©
and j € [0, J].

Intuitively, starting in a configuration (g, (u, A)), M will compute the tree
Yr(s/u) when restricted to input configurations (v, \) where v is a de-
scendant of u, i.e., v = uv’ with v € V(s/u). However, in place of a
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parameter ¥, this tree will have a configuration (g,,, (u, A)); such a config-
uration computes the actual parameter tree which should replace y,, during
M’s computation of Y(s). For every u € [m)] let the rules

<qM707€7 1> — <qL,up> foroc e X

(qu,0,€,73) = (qu,up) foroc € Y and j € [2,J]

<Q,Uno-a5,0> — yu fOI'O' € E

(), 0,€,7) — (g,down,,; 1) for o € Y®) 4+ 1<k, andj € [0,J]

(0),0,€,7) = (qu, stay) foroc € X% +1 >k, and j € [0, J]

be in R. Intuitively, in a configuration (g, (u, \)), M computes for y,, the
actual parameter tree at u, which is the (u + 1)th child of u’s parent u’ if
w is a first child and ' has a (u + 1)th child, and otherwise is the actual
parameter tree at u’ (cf. the rules of the dmtt My shown below the definition
of YIELD).

We now prove the correctness of the construction of M. Let s € T's. It
must be shown that 757 (s) = Y(s). In what follows, let =57, be denoted by
=. By the claim below, (g, ho) =" Y;(s)[y, < (qu, ho) | p € [m]] = &
Since (g, ho) = yu forevery p € [m], & =" Yi(s)[yy < yu | p € [m]] =
Yr(s). Thus, (g, ho) =" Yy(s).

In the remainder of this proof we will write (g, u) instead of (g, (u, \)).

Claim. For every u € V (s), (q,u) =* Y¢(s/u)[yu, < (qu,w) | p € [m]].
The proof of the claim is by induction on the size of s/u.

Case 1, uis aleaf: Let @ = s[u]. Then (q,u) = f(&)yy < (qu,u)
p € [m]]. By the definition of Yy, f(a) = Yy(«), and, since u is a leaf,
Ys(a) = Yy (s/u), which proves the claim for this case.

Case 2, w is not a leaf: By the definition of the g-rule of M for symbols of
positive rank, (g, u) = (g, ul). By induction

(g, ul) =7 Yi(s/ul)lyu < (qu,ul) | p € [m]] = €.

What M computes in a configuration (g,,, u1) depends on the numbers .+ 1
and k, where k is the rank of s[u]: If u + 1 > k then

<qu7U1> = <qlil7u> = <QM7U>7
and if p + 1 < k then

(qu>ul) = (q),,u)
= (g, u(p+1))
=" Yy(s/u(p+1)[yy < (g, u(p+ 1)) | v € [m]]
(by induction)
=" Yy(s/u(p+1))[yy < (@, u) | v € [m]]
(because p + 1 > 2).
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Thus, there is a computation starting from & (displayed above), of the form

§="Yy(s/ul) [yu < Yy(s/u(p+1)¥ | p € [m],p+1 <K
(Y < (qu>w) | € [m], p+ 1> Kl

where ¥ = [y, < (qv,u) | v € [m]]. This is equal to
V(s /ul)lyp + Yy(s/ulu+ 1) | o € ml, o+ 1 < .

Since “p € [m],u + 1 < k” means the same as “u € [k — 1]” we obtain,
by the definition of Y7, that the above equals Y (s/u)¥. This concludes the
proof of the claim and of the lemma. O

Consider again the example of a YIELD mapping Y given above the
previous lemma and the tree s = o (a, o (b, ¢)). Let M be the 0-dptt obtained
by the construction in the proof of the previous lemma (and let = denote
=M,s)- Then

(g.6)=(q, Y=a({q1,1))=a({d), £))=a((q, 2))=
a({g, 21))=a(b({q1,21)))=a(b({d}, 2)))=a(b((g, 22)))=>a(b(c(e))),

which is the correct tree Y(s), as shown in the example.
Lemma 37 sMTT C 0-PTT* and DMTT C 0-DPTT 3.

Proof. By Lemma 27, sMTT C MON o MTT which is included in 0-PTT o
MTT by Example 6. As mentioned above, MTT C (T U YIELD) * which
is included in 0-PTT? by Lemmas 23 and 36. Hence sMTT C 0-PTT 4.
In the deterministic case, DMTT C (DT U YIELD) ? which is included in
0-DPTT? by Lemmas 23 and 36. O

It was proved at the end of Sect. 4 that the composition closure of n-ptts
equals the one of 0-ptts, i.e., PTT* = 0-PTT* (and DPTT* = 0-DPTT" in
the deterministic case). We are now ready to prove our third main result,
namely, that these classes equal the composition closure of stay-mitts (and
of dmtts in the deterministic case).

Theorem 38 PTT* = 0-PTT* =sMTT* and
DPTT* = 0-DPTT* = DMTT".

Proof. By Corollary 11, PTT* = 0-PTT* and DPTT* = 0-DPTT*. We now
show that 0-PTT* = sMTT* and 0-DPTT* = DMTT*. By Theorem 35
and Lemma 37, 0-PTT C sMTT C 0-PTT* and 0-DPTT C DMTT C
0-DPTT™. This implies the required equalities. O



682 J. Engelfriet, S. Maneth

In terms of databases Theorem 38 shows that, as query languages, ptts and
mtts have the same expressiveness. For total functions, it was already known
that total deterministic macro tree transducers and (noncircular) attributed
tree transducers have the same composition closure (see Chapter 6 of [31]).

In the deterministic case, we have also proved that DPTT* C 0-DPTT;,,,,
where the latter is the class of translations realized by 0-dptts that have no
infinite computations, i.e., they are ferminating: first simulate the dptts by
(compositions of) dmtts, then decompose the dmitts into (deterministic) top-
down tree transducers and YIELD mappings following the results in [24],
and finally simulate those by (compositions of) 0-ptts, using Lemmas 23
and 36, respectively (obviously, the constructions in the proofs of these
two lemmas give terminating 0-dptts; in fact, they are even noncircular, see
Sect. 3.2). Note that it is not clear whether or not infinite computations can
be removed directly from an n-dptt, i.e., whether or not DPTT C DPTT .

In [50] it is stated as an open problem whether PTT contains all bottom-
up tree translations (denoted B, and DB in the deterministic case). Note that
we obtain from Lemmas 23, 36, and 37 that DB C 0-DPTT? and B C
0-PTT? because DB C DMTT (Corollary 6.16 of [24]) and B C To YIELD
(Theorem 5.16 and Lemma 5.5 of [24]).

If we consider the class of output languages of PTT*, then by the pre-
vious theorem, PTT*(REGT) = sMTT*(REGT) and by Theorem 30 this
equals MTT*(REGT). Thus, PTT* and MTT* define the same class of out-
put languages.

Corollary 39 PTT*(REGT) = MTT*(REGT).

As stated in Fact 25, emptiness and finiteness of tree languages in
MTT*(REGT) are decidable. In Sect. 7 on type checking we will use these
facts to show that “type checking” and “almost always type checking” are
decidable for languages in MTT*(REGT). Through Corollary 39 this pro-
vides an alternative proof of the main result of [50] that type checking is
decidable for languages in PTT*(REGT).

6 Pebble hierarchies for deterministic PTTs

In this section we consider for deterministic pebble tree transducers the
following question: Is the (deterministic) pebble tree transducer with n + 1
pebbles more powerful than the one with n pebbles? As the power of the
pebble tree transducer we consider its ability

(i) to translate,
(ii) to generate output tree languages, and
(iii) to generate output string languages.
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The first two aspects are important for database theory (translations are
queries, and output tree languages are views) and the third one is mainly of
interest for formal language theory. Note that an output string language is
obtained from an output tree language by taking the yields of its trees; thus,
it is of the form y7ps(R) = {yt | (s,t) € T for some s € R} where M is
a pebble tree transducer and R € REGT.

In Sect. 3 it was shown already that the number n of pebbles gives rise
to a proper hierarchy of translations; in other words, with respect to (i),
the dptt with n 4 1 pebbles is strictly more powerful than the one with n
pebbles. In this section we show that also with respect to (iii), and hence
also (ii), n+ 1 pebbles are strictly more powerful than n. More precisely, for
the classes y(n-DPTT(REGT)) of output string languages of n-dptts, there
is a proper hierarchy with respect to n, i.e., y((n — 1)-DPTT(REGT)) C
y(n-DPTT(REGT)) for all n > 1. We call this the “dptt-hierarchy”.

Recall from Theorem 35 that (n — 1)-DPTT C DMTT". The proper-
ness of the dptt-hierarchy will be proved using a ‘bridge theorem’ for the
classes yD;MTT"( REGT), viz. Theorem 18 of [16]. This bridge theorem
provides a method to obtain languages that are not in yD,MTT" (REGT).
In [16] it was used to prove that the “(total) dmtt-hierarchy” is proper,
i.e., yD;MTT"(REGT) C yD;MTT" ! (REGT): Theorem 23 of [16]. Here
we will use it to show that y(n-DPTT(REGT)) contains languages not in
yDMTT"(REGT), and hence not in y((n — 1)-DPTT(REGT)). Since the
dptt-hierarchy involves non-total functions, we first prove that totality is
irrelevant for output languages of DMTT", i.e., that for every n > 1,

yDMTT"(REGT) = yD;MTT"(REGT). (%)

We show, by induction on n, that DMTT"(REGT) = D;MTT"(REGT),
i.e., even the corresponding classes of tree languages coincide. The proof is
based on Theorem 6.18 of [24] which says that DMTT = FTA o D;MTT,
where FTA is the class of identity functions restricted to regular tree lan-
guages, i.e., applying a function in FTA is the same as taking the in-
tersection with a regular tree language. For n = 1 this implies that
DMTT(REGT) = D/MTT(FTA(REGT)). Since regular tree languages
are closed under intersection (cf., e.g., [35]), FTA(REGT) = REGT and
hence D;MTT(FTA(REGT)) = DMTT(REGT). For n + 1, it follows
from Theorem 6.18 of [24] and by induction that DMTT""}(REGT) =
D:MTT(FTA(D:MTT"(REGT))). Now FTA(D:MTT"(REGT)) equals
D:MTT"( REGT): for Rin, Rout € REGT and 7 € DMTT", 7(Rin) N
Rowt = T(Rin N 7 1 (Rout)) and Ry, N 71 (Ryyt) is in REGT by Fact 24
and the fact that REGT is closed under intersection.

Let us now state the bridge theorem of [16], in terms of non-total dmitts.
To do this we first define the notion of §-completeness. Let A and B be
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disjoint alphabets. Consider a string w of the form
w = wia1w2a2 -+ - 4] —1WaAWi41

with [ > 0, a1,...,a; € A, and wy,..., w41 € B*. Define the string
resa(w) € A* as ay - --a. If all wo, ..., w; are pairwise different, then w
is a d-string for ay - --a;. Let L C A* and L’ C (AU B)*. If L' contains,
for every w € L, a d-string for w, then L' is called d-complete for L.

Lemma 40 (Theorem 18 of [16]) Let A and B be disjoint alphabets, and
let L C A* and I C (AU B)* be languages such that L' is §-complete for
Landresy(L') =L

(a) For everyn > 1,
ifL e yDMTT"‘H(REGT), then L € yDMTT"(REGT).
(b)If L yDMTT(REGT), then L € yDT(REGT).

The next theorem (Theorem 41, which is the main result of this sec-
tion) proves that there is an n-dptt that generates an output string language
which is not in yDMTT"(REGT). Recall from Definition 1 that an n-ptt is
monadic if its input and output alphabets 3 and A are monadic, and that the
corresponding string-to-string translations are those realized by two-way
n-pebble string transducers. The first part of the proof of Theorem 41 was
already presented in (the proof of) Theorem 5 of [17]: with one pebble more,
there is a monadic (n + 1)-dptt that generates an output language which is
not in yDMTT"(REGT) when viewed as a string language (through paths).
Together with the fact that the output languages of monadic n-dptts (viewed
as string languages) are output string languages of n-fold compositions of
total deterministic mtts (Theorem 4 of [17]) this proves that the output tree
languages of monadic n-dptts form a proper hierarchy with respect to the
number n of pebbles: the “pebble string transducer hierarchy” (Theorem 5
of [17]). The second part of the proof of Theorem 41 shows that without the
monadic restriction the extra pebble is not needed.

Note that, in terms of the translations, this result implies immediately
that n-DPTT ¢ DMTT", which cannot be proved using size-height proper-
ties of translations of dmtts. Thus, the inclusion n-DPTT C DMTT"*! of
Theorem 35 is optimal.

Theorem 41 For everyn > 1,
y(n-DPTT(REGT)) — yDMTT"(REGT) # @ .

Proof. The inequality will be proved using the ‘bridge theorem’ Lemma 40.
First, let n = 1 and let X = {a("), e(9} Tt is well known that the language
K = {(a"b)™ | m > 0} is not in yDT(REGT) (see Theorem 3.16 of [20]).



A comparison of pebble tree transducers with macro tree transducers 685

This means, by Lemma 40(b), that K can be used in order to construct
languages K’ not in yDMTT(REGT).

Before it is shown how to obtain a 1-dptt such that the yield of its output
language is such a K’, we show how to construct a monadic 1-dptt My
with prar, (Tx) = {(@™b)™ | m > 0} = K (recall the definition of p
from Sect. 2.1, e.g., for the tree s = a(a(b(e))), ps is the string aab). The
idea of M is straightforward: Mg uses the pebble as a counter to make
m copies of the input tree a"*(e). On input tree a’e, it drops the pebble
at the root node, copies the input tree top-down, replacing the e by b, thus
generating a’*b as output. Then it searches the pebble, moves it one node
down, and then again generates another copy of a”*b. This is repeated until
the pebble has reached the leaf of the input tree, thus generating the monadic
tree (a™b)™e. It should be obvious how to define the rules of M.

Given a monadic n-dptt M (with arbitrary input and output alphabets 3.
and A, respectively) we will construct below the

— n-dptt split(M ) and the
- monadic (n + 1)-dptt conf(M)

(with the same input alphabet X) such that for L = prp;(Tx) and A = AW:

- L= YTaplit(M) (T’x) is d-complete for L and
— L' = pTeou(ar)(Ts) is 6-complete for L,

and res 4(L') = L in both cases, which will be proved in Claims 2 and 1,
respectively.

Let now, again, n = 1 and ¥ = {a()),e(®}. Consider the 1-dptt
split(Mg ) obtained from the monadic 1-dptt M of above. Then K’ =
YToie(My ) (T') is 6-complete for prar, (Ts) = K and resa(K') = K,
where A = AM and A is the output alphabet of M. Since K ¢
yDT(REGT) we apply Lemma 40(b) in order to “bridge” K’ out of the
class yDMTT(REGT); we obtain that K ¢ yDMTT(REGT) which proves
the theorem for n = 1 (because T’s; € REGT).

Now let n > 1. Define inductively the monadic n-dptt N, =
conf(N,_1) and N1 = M. We will prove by induction on n that

p7, (Tx) ¢ yDMTT" ' (REGT).

As stated above, L' = pry, (T) is 6-complete for L = pry,_, (Tx) and
resa(L') = L, where A = AWM and A is the output alphabet of N,, 1.
Forn =2, L = K ¢ yDT(REGT) which implies by Lemma 40(b) that
L' ¢ yDMTT(REGT).
For n > 2 assume that I = pry,_, (Tx) € yDMTT" 2(REGT). Then
L' = prn, (T) is not in yDMTT" ! (REGT) by Lemma 40(a).
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Note that, since monadic n-ptts are the same as n-pebble string trans-
ducers, prn, (Tx) is an output language of an m-pebble string trans-
ducer; as mentioned above the theorem, the fact that pry, (Tyx) ¢
yDMTT" }(REGT) was used in Theorem 5 of [17] to prove the proper-
ness of the pebble string transducer hierarchy.

We now apply the construction split to N,,, to obtain the n-dptt split( Ny, ).
Take L = p7y, (Tx) and L' = y7yy(n,)(Ts). Then, by the above, L' is
S-complete for L and res4(L') = L, where A = A(Y) and A is the output
alphabet of N,,. Hence, since L ¢ yDMTT" !(REGT) by the inductive
proof above, we obtain from Lemma 40(a) that L' ¢ yDMTT"(REGT).
Since L' € y(n-DPTT(REGT)), this proves the theorem.

Let M = (X, A,Q, qo, R) be an arbitrary monadic n-dptt, n > 1. In
what follows, we construct the monadic (n + 1)-dptt conf(M ) and the n-
dptt split(M ), and prove in Claims 1 and 2 that their corresponding output
languages are 6-complete for p7ys (T’ ). First we define the monadic (n+1)-
dptt conf( M ): The construction of conf(M ) is similar to the construction of
M,,+1 in Example 5. The idea is that conf( M ) simulates M, and additionally
inserts above each unary symbol of the output tree of M a coding w, of the
current configuration ¢ € Cy .. This coding is obtained as follows. If the
current configuration is ¢ = (g, (u, 7)), then conf(M) first moves from u
up to the root (in state q,,). From there (in state ggown) it moves to the leaf
of the input tree s, outputting at each node v the symbol (g, o, b), where
o is the label of v and b is the information on the pebbles at v. After this,
conf(M ) needs to move back to the node u to continue the computation
of M. This is done by dropping, before the coding is generated, an extra
pebble at u. After the coding is generated, conf(M ') changes into the state
¢sna and moves to the node with the most recently dropped pebble, i.e., to
u. Note that the symbol (g, 0, b) generated by conf(M ) at v also contains
the information about the position of the reading head: if b indicates that the
most recently dropped pebble is present, then the reading head is at v (i.e.,
v = u). It should now be clear that w, is indeed a coding of ¢, i.e., W, # Wy
forc # c.

Define conf(M) = (X, I',Q’, qo, R') with

- I'=AU{(q,0,0)V | g€ Q,0 € ¥,be{0,1}="1}

- Q' =QU{q | q€Q,ce {up,down, find, back}}

— For every rule r = ((¢,0,b,j) = ) in R:if ( € (Q, I, ;) or ( = e,
then let  be in R'; if ¢ = a(¢’) witha € AWM and ¢/ € Q, then let the
rules

(¢,0,b,j) = (qup,drop)
<Qback7 g, b7,7> — a(q/)
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be in R'. Forevery ¢ € Q, b € {0,1}=""1 and ¥’ € {0,1}=" let the
following rules be in R':

qupag b 1) QUpyup> fOI'O' € Z

( —
(Qup> 0,0,0) = (Qaown, Stay) foroc e X

(Qaowns 050, 7) = (¢, 7, b)({qgown, downy ) for o € X1 5 € {0,1}
<qdown7e b ,7> — (q )(<Qﬁndastay>) fOI'j € {O 1}

(fina, 0, /0, 1) — <Qﬁndaup> foroc e X

(Ghing, 0, 0’1, ) — (Gback, lift) foroc € X,j € {0,1}.

Note that I" should be defined in such a way that the set {(q, o, b)) |
q € Q,0 € X,bec {0,1}="1} is disjoint with A. In that way we will be
able to apply Lemma 40 for A = A and B =T — A.

Clearly, Teonary € (n + 1)-DPTT and res y) (pTeonfar)(Ts)) =
prm (Tx).

Claim 1. Let M be a monadic n-dptt with input ranked alphabet . Then
PTeont(nr)(T'x) is §-complete for pra (T's).

Let M’ denote conf(M). Since both M and M’ are monadic, we will
drop the parentheses and the symbol e when we show computations. It has to
be shown that for every w € L = prp(Tx) thereisaw’ € L' = prpp(Tx)
such that w’ is a d-string for w. Let s € Tx,. If w = prps(s) is defined, then
there is a computation

(qo, ho) = co =5 do =0,s @0C1 =g 5 G0d1 = Ms AOAIC2 = pp g+

= M5 Q0 Qm—1dm = M,s Q0" GnCmt1 = g5 G0 Um = W,

where ag, . .., am € AW and o, do, . . ., Cmy dim,s cm+1 € Chr,s. Then, all
configurations dy, . . . , d,,, are pairwise different because M is deterministic.
Take w’ = 7pp/(s). Now, if ¢ =76 d then ¢ =y 5 d, because M’ has the
same rules as M for right-hand sides that do not contain an output symbol.
If d = s ac, then d :>*M,7 s wqac where wy is the coding of d discussed
above. Applied to the computation of w by =,/ s, we obtain

* * * * *
00:>M,7Sd0:>M,’swd0a001:>M,75wd0a0d1:>M,’swd0aowd1a102:>M/ s

* *
:>M/73wd0a0wdla1---wdmamcmﬂ:>M/7Swd0aowd1a1 Wy, Am=— =w'.

m

All the strings wq, are pairwise different because the d; are. This implies
that w’ is a d-string for w, which ends the proof of Claim 1.

Second, we construct the n-dptt split(A). The idea of split(M) is as
follows: just as conf(M), split(M) simulates M and additionally outputs
before each unary output symbol generated by M a coding of the current
configuration that M is in. However, this time we do not want to use an
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extra pebble to do this, but rather generate the corresponding string as yield
and use split()M)’s ability to generate non-monadic output in order to ‘split’
the computation, i.e., to initiate parallel computations (which start with the
same input configurations) in order to insert the current configuration of M
before an output symbol. More precisely, if M, in configuration ¢, outputs
a unary symbol a and changes into configuration ¢, then split(M), in ¢,
computes a tree with yield w, a ¢/, where wy is a coding of the configuration
c. The coding is similar to the one of conf(M): split(M ) moves from the
current node u up to the root of the input tree s and then down to the leaf of
s, outputting at every node v a symbol (g, o, b), where ¢ = (g, h) for some
h, o is the label of v, and b is the information of the pebbles at v. It should
be clear that in this way the current configuration is coded in a unique way.
Note that split(M ) also produces output when moving up; this takes care of
the coding of the position u of the reading head. Thus w, is a coding of c,
i.e., w. # wy forc # c.
Define split(M) = (X, I, Q’, qo, R') with

- I'={¢®, 0,03 U{a® | a € AV} U{(q,0,0)” | g€ Q0 €
Z.be {0,135}

- Q/:QU{Qup|q€Q}U{Qdown‘q€Q}

- For every rule r = ((¢,0,b,j) = {)in R:if ( € (Q, I, ;) or ( = e,
then let 7 be in R; if ¢ = a(q¢’) with a € AWM and ¢’ € Q then let the
rule

(@,0,6,5) = ¢({qu, stay), a, (¢', stay))
bein R'.
For every ¢ € Q and b € {0, 1}=" let the following rules be in R':

<qUP7U7 b,1) —¥((g,0, b)v(QUpauP>) foro e ¥

<Qup> o,b, 0> — ¢((Q> g, b)? <Qdown7 Stﬂy)) foro € X

(daowns 9, b, 7) = ©((¢,0,b), (qaown, downi)) for o € X, j € {0,1}
<Qdown7 €, b7]> — (Q7 €, b) fOI‘j € {07 1}

As before for conf(M ), I" should be defined in such a way that A = A(})
is disjoint with B = ' — A.
Clearly, Tsplit(M) € n-DPTT and IeS A (1) (yTsplit(M) (Tg)) = PTyMm (Tg).

Claim 2. Let M be a monadic n-dptt with input alphabet . Then
YToiie(ar) (Ts) is 6-complete for prps (T's).

Let M’ denote split(M) and let s € Tx. If w = pras(s) is defined,
then there is a computation by =,/ s as displayed in the proof of Claim 1.
Now, if ¢ = ar,s d then ¢ =)y 5 d, because M’ has the same rules as M for
right-hand sides that do not contain an output symbol. If d =/ s ac, then
there is a computation (showing only the yields of the respective sentential
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forms) d j*M,7 s wgac where wy is the coding of d described above. This
means that there is the computation by =)/ ; displayed in the proof of
Claim 1, generating as yield the string w’ which is 6-complete for w. This
proves Claim2. O

It follows immediately from Theorem 41 and the inclusion n-DPTT C
DMTT""! in Theorem 35, that the dptt-hierarchy is proper: our fourth main
result.

Theorem 42 The dptt-hierarchy is proper, i.e., for n > 0,
y(n-DPTT(REGT)) € y((n + 1)-DPTT(REGT)).

The fact that y(n-DPTT(REGT)) — yDMTT"(REGT) # @ (The-
orem 41) means that counter examples of the dmtt-hierarchy can al-
ready be found in the dptt-hierarchy. Thus, if we additionally knew that
yDMTT(REGT) — yDPTT(REGT) # &, then the inclusion diagram in
Figure 6 would be a Hasse diagram. We conjecture that this is the case.

yDMTT* (REGT)
yDPTT(REGT) T/T

yDMTT"*(REGT)
yn-DPTT(REGT)
yDMTT™(REGT)
y(n — 1)-DPTT(REGT)

Vl yDMTT(REGT)
y0-DPTT(REGT)

Fig. 6. Inclusion diagram relating the dptt-hierarchy to the dmtt-hierarchy

Note that, with respect to the corresponding classes of translations the
figure is a Hasse diagram because, as shown in Example 13, DMTT —
DPTT # @ (M of Example 13 is a dmtt).

In the case of nondeterministic n-pebble tree transducers (and also for
compositions of nondeterministic mtts) it is open whether there is a proper
hierarchy of output languages. If we compare the output languages of non-
deterministic ptts with those of deterministic ones, then it can be shown that
even at the lowest level (i.e., without pebbles), nondeterminism is more pow-
erful than determinism: There is a language generated by a nondeterministic
0-ptt, which is not in DPTT*(REGT), and hence

DPTT(REGT) C PTT(REGT).
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In terms of databases this means that, for queries realized by pebble trans-
ducers, nondeterminism gives strictly more views than determinism. It fol-
lows from the fact that there is a language L generated by a (nondeter-
ministic) top-down tree transducer, i.e., which is in y T(REGT), and which
cannot be generated by compositions of deterministic mtts, i.e., which is
not in yDMTT*(REGT). This was proved in Theorem 25 of [16], as an-
other application of the bridge theorem (Lemma 40). Since T C 0-PTT
by Lemma 23, and DPTT* = DMTT* by Theorem 38, we obtain that
L € y(0-PTT(REGT)) — yDPTT*(REGT).

7 Type checking

As mentioned in the Introduction, the application of a query ¢ to a database
D (a set of inputs) defines a derived version of the database: the view of D
under q. Now if ¢ is computed by the tree transducer M, and D is represented
by the regular tree language R, then the view of D under q is equal to the
output language 75 (R). An important issue in XML-based query languages
is type checking of views (see, e.g., [50,53,58,2,3,57,55]). The main result
of [50] is that type checking is decidable for pebble tree transducers. For a
class X of tree translations, the type checking problem (for X) is defined
in Figure 7. If the output of type checking is “yes”, i.e., the view 7(R;,) is

input: types Rin, Rouwt € REGT, translation 7 € X
3 9 3
. ves if 7(Rin) C Rout
output: { “ng” otherwise.

Fig. 7. Type checking for translations in X

included in R, then we say that 7 type checks for (R, Rout)-

Intuitively, type checking means to verify whether or not all documents
in a view conform to a certain type. As a typical scenario of type checking,
imagine that 7 translates XML documents into HTML documents. Thus, for
a set R of XML documents 7(R) is an “HTML-view” of the documents in
R. Now, a particular user might be interested only in very particular XML
documents, for instance, documents that have no nested lists, represented by
the type XML,,,—pest- Since XML documents are unranked trees, this type
corresponds to a string, or, rather, a forest aq, . . ., ax of one node trees a;;
using the usual encoding of unranked trees by binary trees, this corresponds
to ‘combs’ of the form o(ay, o(az,---o(ag,e)---)), where o has rank 2.
Obviously, this is a regular tree language. Then, the user wants to verify
that also the corresponding HTML documents 7(XMLy,,—pest ) do not have
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nested lists, i.e, are of type HTML,,,_ st Thus, he wants to know whether or
not 7 type checks for (XMLy,o—nest, HTMLy,5—pest ). As mentioned above,
this problem is decidable if 7 is defined by a ptt.

It is well known in tree transducer theory that type checking is decid-
able for translations in MTT", i.e., it is decidable for an output language in
MTT*(REGT) whether or not it is included in a given regular tree language.

Proposition 43 Type checking of compositions of macro tree transducers is
decidable.

This can be seen as follows. The translation 7 € MTT”* type checks for
(Rin, Rout) iff K = 7(Riy) N RS, is empty, where RS, denotes the com-
plement of R,,;. Since REGT is effectively closed under complement and
MTT*(REGT) is effectively closed under intersection with regular tree lan-
guages, the tree language K is in MTT*(REGT). This implies, by Fact 25(i),
that K’s emptiness is decidable which gives Proposition 43. Note that it is
obvious that MTT*(REGT) is closed under intersection with a regular tree
language R, because that is the same as applying the partial identity for R,
i.e., amapping in FTA (cf. the discussion in the beginning of Sect. 6), which
is a top-down tree translation and hence is in MTT.

Together with Theorem 30, Proposition 43 implies that even for compo-
sitions of stay-mitts, type checking is decidable.

Corollary 44 Type checking of compositions of stay-mitts is decidable.

Since PTT*(REGT) = MTT*(REGT) by Corollary 39, Proposition 43
gives an alternative proof of the main result of [S0]. We can now strengthen
this result, based on the fact that the finiteness of languages in MTT* (REGT)
is decidable by Fact 25(ii). More precisely, we can solve almost always type
checking, which is a weaker variation of type checking, defined in Figure 8.
Intuitively, almost always type checking means to check whether or not all
output documents in the view 7 (R, ), except finitely many exceptions, satisfy
the output type R,,. Moreover, if the answer is yes, the list of exceptions is
produced.

input: types Rin, Rout € REGT, translation 7 € X
« 9 ) . N . .
output: “yei s T(Rin) — Rous if T(Rx.n) Royy is finite
no otherwise.

Fig. 8. Almost always type checking for translations in X

Since K = 7(R;y,) — Rout is in MTT*(REGT), as shown above,
Fact 25(ii) implies that its finiteness is decidable, and if so, that the finitely
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many exceptions can be computed. By Corollary 39, this proves the next
theorem.

Theorem 45 Almost always type checking of compositions of pebble tree
transducers is solvable.

Note that in the affirmative case, 7 type checks for (Ri,, Roy¢t U F') where
F = 7(Ry,) — Rout is the finite set of exceptions. The new output type
R, U F'is indeed a regular tree language and can be determined effectively.

In the remainder of this section we present a straightforward type check-
ing algorithm for translations realized by (compositions of) deterministic
mtts. As shown below Proposition 43, type checking for compositions of
dmitts can be solved using Fact 25(i), and as discussed below Fact 25, the
proof of Fact 25(i) uses inverse type inference (for T and R,,;); this means
to determine the set of input trees of 7 which generate output in R, i.e.,
to determine the regular tree language 7~ ( R,,). Recall the example XML
to HTML translation 7 of before. Now imagine that the generated HTML
documents should conform to a certain type R, and one wants to know
which XML documents are admissible as input of 7, in order to generate
documents of the required type R,,: just do inverse type inference for 7 and
Rout-

Clearly, for a function 7

7 typechecks for (Rin, Rowt) iff Rin € 7 (Rout)-

Since checking the inclusion of two regular tree languages is well known, we
concentrate on the inverse type inference problem. Note that also in [50] type
checking is solved by inverse type inference (using MSO logic to represent
types).

If 7 is a composition 7y 0 79 o - - - o T, of translations, then

T (Bou) =7 (75 (7 (Bow)):

Thus, to solve the type inference problem for X* (where X is a class of
translations) it suffices to solve it for X.

We now discuss an algorithm that performs inverse type inference for
Ty and Ry, for a deterministic mtt M and an output type R,,.. Hence, the
algorithm constructs a description of the regular tree language TA_JI(R(M).
Note that the existence of such an algorithm follows from the facts that
DMTT C (DT U YIELD)3, see Sect. 5.5, and that the inverses of DT and
YIELD both (effectively) preserve the regular tree languages (cf. the proof
of Fact 24 in Theorem 7.4 of [24]). From the proofs of these results in the
literature it is straightforward, but rather awkward, to extract the algorithm.
Since, in fact, a direct algorithm is quite easy to understand, we present it



A comparison of pebble tree transducers with macro tree transducers 693

here. As description for a regular tree language we use the deterministic
bottom-up finite state tree automaton, defined next.

A deterministic bottom-up finite state tree automaton (for short, dbfta)
is atuple B = (P, Py,, X, d) where P is a finite set of states, P;, C P
is the set of final states, Y is a ranked alphabet, and § is the collection
(60 )oex of transition functions such that for every o € X &), k>0, 6,
is a mapping from P* to P. The tree language L(B) C T’ recognized by
Bis {s € Tx | 6(s) € Ps,} where ¢ is the extension of d, to trees in T’s;
which is recursively defined as follows. For every ¢ € X (k), k > 0, and
S$1,...,5 € Ts;, 5(0’(81, ceey Sk)) = 50((5(81), .. ,(5(Sk))

Let M = (X, A, Q, qo, R) be a deterministic mtt. For technical reasons
we assume M to be total. Clearly, this is not a restriction: just add a new
“undefined” symbol L and for each left-hand side that has no rule, add a rule
with right-hand side L. Moreover, we assume that the (g, 0, €, j)-rules of M
disregard j, i.e., all (g, 0, ¢, j)-rules for j € [0, J] have the same right-hand
side. (Obviously this is not a restriction, because the j can be incorporated
into the states; cf. the discussion below Lemma 23.)

We are now ready to construct the dbfta A with L(A) = 7']\_/[1 (Rou)- Let
B = (P, Ps, A, 3) be a deterministic bottom-up finite state tree automaton
with L(B) = Roy. Define A = (D, Dyg,, X, 6) where D consists of all
mappings d such that for every ¢ € QU™ and m > 0, d(q) is a mapping
from P™ to P, and Dy, consists of all d € D such that d(qp)() € Ppn-

For every o € Y®) k>0,anddy,...,d; € D, let do(dyy...,dg)=d
where d is defined as follows. Forevery ¢ € Q). m > 0, p1,...,pm € P,
and rule (q,0,e,7)(y1,...,ym) — ¢ in R, let

d(q@)(p1,-- - pm) = B'(Clyj < pj | j € [m]]),

where (3’ is the following extension of (3 to trees over (Q,{down; | i €
k]}) U AU {p©® | p € P}. For every (¢,down;) € (Q,{down; | i €
K1), m! > 0,and pl, ..., 0, let

By down,y (Prs -+ Do) = di @) (P - - D)

and let (3,() = p for p € P. This ends the construction of A.

Intuitively, the idea of A is to run the dbfta B on the right-hand sides
of the rules of M. In order to do this, B has to be extended appropriately,
because the right-hand side ¢ of a g-rule of M might contain parameters y;
or instructions of the form (g, down;). Since the state p; in which B arrives
after processing the actual parameter tree ¢; of y; is not determined, a state
d of A will contain all possible choices of states of B for the parameters,
i.e., d(q) is a function from P™ to P and d(q)(p1, - - . , pm) = p means that,
assuming state p,, for ¢, ;1 € [m], B will arrive in p after processing . The
(¢',down;) in ¢ are handled by applying d;(q’), where d; is the state in which
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A arrives at the ith input subtree. In fact, for s € T's, 6(s)(q)(p1,---,Pm)
is the state in P in which B arrives on the output tree generated by ¢ on
input s assuming that it arrives in p,, for the parameter y,,. More precisely,
if (q,h0)(Y1,---,Ym) = t € Ta(Yy) then (s)(q)(p1,- .- pm) =
B(tly, « tu]) where, for € [m], t, is an arbitrary tree in 7o with
B(ty) = pu. From this it should be clear that indeed

LA)={seTx | mm(s) N Row # D} = TA}l(Rom).

This concludes the construction of the dbfta A and our inverse type
inference algorithm.

8 Conclusions and problems

In this paper we have shown that n-ptts can be decomposed into com-
positions of 0-ptts and compositions of mitts, respectively: (1) n-PTT C
0-PTT"*! and n-DPTT C 0-DPTT"*! and (2) n-PTT C sMTT"*! and
n-DPTT C DMTT"*!. It was shown that (3) PTT* = 0-PTT* = sMTT*
and DPTT* = 0-DPTT* = DMTT", i.e., as query languages all three mod-
els, n-ptt, mtt, and O-ptt, have the same expressiveness. The output languages
of dptts form a proper hierarchy with respect to the number of pebbles: (4)
n-DPTT(REGT) C (n+ 1)-DPTT(REGT) which even holds for the yields
of these tree languages. Finally, (5) almost always type checking for n-ptts
is decidable.

We now discuss some topics for further research. It was shown in Sect. 3.2
that (deterministic) zero-pebble tree transducers are, essentially, attribute
grammars. This implies that the implementation techniques known for at-
tribute grammars (see, e.g., [11,1,52]) carry over to zero-pebble tree trans-
ducers. The question arises, whether and how these techniques can be gen-
eralized to the n-pebble case.

In Sect. 6 it was proved that the output languages of deterministic n-ptts
form a proper hierarchy with respect to n, see (4) above. The proof is similar
to (and uses parts of) the proof in [16] of the fact that the output languages
of n-fold compositions of deterministic macro tree transducers give rise to a
proper hierarchy, with respect to n. As observed in Sect. 6, the exact Hasse
diagram for these hierarchies (see Fig. 6) has not yet been determined. It
would also be interesting to know whether or not the hierarchy of output
languages of nondeterministic n-pebble tree transducers is proper. Note that
also for output languages of macro tree transducers the properness of the
nondeterministic hierarchy is an open problem (stated in [16]).

In Sect. 5 the n-pebble macro tree transducer was defined, but not inves-
tigated. It is straightforward to extend the decomposition result of Sect. 4 to
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the macro case, in the following way:
n-PMTT C 0-PTT" o 0-PMTT.

For the deterministic case a similar result can be proved. Now note that
the translation 75, of the O-dpmtt M of Example 13 is equal to the com-
position 77, o Taz, of the two deterministic O-ptts My and Ma of Exam-
ple 4. We suspect that every (deterministic) O-pebble macro tree transducer
can be realized by the composition of two (deterministic) O-ptts. In fact,
by Sect. 3.2, O-ptts are essentially attributed tree transducers; the addition
of parameters to the attributes of the attributed tree transducer gives the
macro attributed tree transducer of [44] which can be simulated by the
composition of two attributed tree transducers (to be precise, the class of
translations realized by macro attributed tree transducers equals the class
of two-fold compositions of attributed tree transducers; cf. Corollary 7.30
of [31]). For the pebble formalism this suggests that 0-PMTT C 0-PTT?
and 0-DPMTT C 0-DPTT? ; does this actually hold? As a special case
of Corollary 3.27 of [25] (viz. the case that S = Tree-walk) we obtain
that O-PMTT C 0-PTT o MTT and hence n-PMTT C sMTT"*2 and
PMTT* = PTT*. Is it true that 0-DPMTT C DMTT?? If so, then we
would obtain that n-DPMTT C DMTT" 2 and DPMTT* = DPTT*. Using
the results of [25] it can be shown that the total functions in 0-DPMTT are
also in DMTT?.

Furthermore, it can probably be shown that n-PTT C (n — 1)-PMTT,
i.e., a pebble can be avoided by the addition of parameters, in a similar way
as the removal of the tree-walk facility of the reading-head (which can be
seen as a pebble), in the proof of Lemma 34.

Last but not least, we conjecture that the class DPTT of deterministic
pebble tree translations can be characterized inside the class DPTT* as
those translations for which the number of different subtrees in the output
tree is polynomial in the size of the input tree (cf. [15], where the MSO
definable tree translations are characterized inside the class DMTT as those
translations for which the size of the output tree is linear in the size of the
input tree).
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