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Lij  Leonard stress
Pr  Molecular Prandtl number
Prsgs  Sub-grid scale Prandtl number
Re  Reynolds number
S̄ij  Resolved strain-rate tensor
T  Temperature
ūi  Grid-filter velocities
˜̄ui  Test-filter velocities
ūτ  Friction velocity
Wij  Resolved vorticity tensor
y+  Dimensionless wall distance (ūτ y/ν)
β  Thermal expansion coefficient
δi,j  Kronecker’s delta
∆t  Time step
∆̄  Grid-filter width
∆̃  Test-filter width
ν, νT  Laminar and turbulent viscosities
θ̄i  Grid-filter temperature
˜̄θi  Test-filter temperature
ρ  Density
τi,j  Sub-grid scale stress tensor

Abbreviations
CFD  Computational fluid dynamics
DSM  Dynamic Smagorinsky model
LES  Large eddy simulation
RANS  Reynolds averaged Navier–Stokes
RAST  Rahman–Agarwal–Siikonen–Taghinia
SGS  Sub-grid scale

Subscript
i, j  Variable numbers
in  Inlet condition
out  Outlet condition

Abstract The understanding of air-flow in enclosed 
spaces plays a key role to designing ventilation systems 
and indoor environment. The computational fluid dynam-
ics aspects dictate that the large eddy simulation (LES) 
offers a subtle means to analyze complex flows with recir-
culation and streamline curvature effects, providing more 
robust and accurate details than those of Reynolds-aver-
aged Navier–Stokes simulations. This work assesses the 
performance of two zero-equation sub-grid scale models: 
the Rahman–Agarwal–Siikonen–Taghinia (RAST) model 
with a single grid-filter and the dynamic Smagorinsky 
model with grid-filter and test-filter scales. This in turn 
allows a cross-comparison of the effect of two different 
LES methods in simulating indoor air-flows with forced 
and mixed (natural + forced) convection. A better perfor-
mance against experiments is indicated with the RAST 
model in wall-bounded non-equilibrium indoor air-flows; 
this is due to its sensitivity toward both the shear and vor-
ticity parameters.

List of symbols
Cµ  Eddy-viscosity coefficient
C̄s  Smagorinsky coefficient
G  Filter function
g  Gravitational acceleration
k  Total turbulent kinetic energy
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1 Introduction

An optimum air-distribution system has a vital impact 
on the health of occupants, comprising a pivotal factor 
in energy conservation concerning the building aspects. 
Therefore, designing a comfortable and efficient indoor 
environment needs a proper understanding of the air veloc-
ity, temperature distribution and turbulent characteristics of 
the flow. There are a few strategies to drive the air inside an 
enclosed space, such as forced and mixed convection flows 
which can be achieved via an external air-supply system, 
invoking a complex flow structure. Consequently, it is very 
challenging to predict the complete physics of an indoor 
air-flow.

Experimental works can provide a good insight into the 
structure of the air-flow but they need a full scale testing to 
achieve this goal. They are also costly and time consum-
ing, and cannot be applied to different cases. In recent dec-
ades, the computational fluid dynamics (CFD) approach 
which is to be the complement of experimental and theo-
retical methods, has gained an increased attention due to its 
robustness and cost-effectiveness. The CFD simulation pro-
vides a detailed information on relevant parameters such 
as velocity fluctuations, thermal distribution and jet-spread 
rate in indoor environments. One of the most common CFD 
approaches in an indoor air-flow is the Reynolds averaged 
Navier–Stokes (RANS) modeling. This method has gained 
a popularity due to its robustness and economic comput-
ing resources. The RANS requires a coarse grid as well 
as less computational time compared with other available 
approaches. However, it has a few drawbacks especially in 
indoor air-flow simulations. One of these limitations is that 
the RANS utilizes an averaging procedure, making it inca-
pable of providing instantaneous information concerning 
turbulent structures which have a vital importance for the 
thermal-comfort optimization. Another drawback concerns 
the performance of RANS models; as there are many vari-
ants of RANS turbulence models, such as the one-equation 
model, two-equation model and second-moment model 
which may produce good results for one case but perform 
poorly in another one [1]. Therefore, the accuracy of results 
is under question, making it a difficult task for the designer 
to choose a suitable and reliable approach. The perfor-
mance of the various RANS turbulence models has been 
investigated by many authors [1–8] in the literature.

Large eddy simulation (LES) can be an alternative 
approach to modeling an enclosed space air-flow. However, 
an LES needs a finer grid resolution and higher computa-
tional time compared with the RANS. Since the LES cal-
culates the time-dependent flow, it is capable of providing 
a detailed information on turbulence properties and veloc-
ity fluctuations. The air-flow in the building has a turbu-
lent nature, containing separation and recalculation regions 

that dramatically affect the indoor air quality. The LES can 
predict these structures in a more accurate sense by con-
sidering an extra-ordinary procedure to capture most of the 
turbulent structures in a wide range of scales. Considering 
these facts, the LES can be a better solution to the indoor 
air-flow simulation than the RANS.

An LES decomposes the flow field into two types of 
eddy structures, namely the large scale and sub-grid scale 
(SGS). Large eddies are solved directly while the small 
ones are modeled. The SGS eddies are nearly isotropic 
and they are independent of the flow geometry and have a 
universal behavior. Therefore, the SGS model deals with a 
few empirical coefficients when compared with an RANS 
modeling.

Since the last three decades, various SGS models have 
been developed; Smagorinsky [9] and dynamic Smagor-
insky [10] models are among the most popular ones. The 
Smagorinsky model (SM) benefits from a constant eddy-
viscosity coefficient which is simple and robust, but not 
suitable for complex flows in which the coefficient changes 
with time and space. On the other hand, the dynamic Sma-
gorinsky model (DSM) calculates the eddy-viscosity coef-
ficient locally by considering the flow properties varying 
with time and space. Since the DSM uses two filtering pro-
cedures, it is difficult to implement and is not as robust as 
the Smagorinsky model, especially for a more complex air-
flow [11]. There have been a lot of efforts for introducing 
new models based on the constrained variational approach 
[12] or the Lagrangian dynamic model [13]. However, they 
need additional parameters to be calculated, resulting in a 
challenging task to apply them for wall-bounded flows.

The Rahman–Agarwal–Siikonen–Taghinia (RAST) 
model with a variable eddy-viscosity coefficient is recently 
developed by Taghinia et al. [14]; this parameter preserves 
the anisotropic characteristics of turbulence in the sense 
that it is sensitized to non-equilibrium flows. It provides 
a natural damping of the eddy-viscosity as the solid-wall 
is approached. It is worth mentioning that the SM has a 
few drawbacks that limit its applications to selected fluid 
flow problems. One of these shortcomings is that the 
model needs an empirical constant which varies for differ-
ent flow problems. The second shortcoming is its inability 
in producing the required damping of the eddy-viscosity 
in the near-wall region. The disadvantages of DSM are: 
the model coefficient has large variations in fairly small 
regions of the flow; produces large negative values of 
eddy-viscosity (something like “back-scatter”) that cause 
numerical instability; too much reliance on smallest scales 
which are not accurately simulated, i.e., noisy and the total 
viscosity (laminar viscosity + eddy-viscosity) is equated 
to zero whenever negative, called clipping; requires sta-
tistical homogeneity for averaging. However, unlike the 
DSM, the RAST model does not rely on assumptions of 
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statistical homogeneity for averaging and indulges in no 
clipping operations. This model needs only a single fil-
ter, making it more robust for use in majority of fluid flow 
problems. In addition, it requires no ad-hoc strategies for 
achieving the numerical stabilization. Finally, one can 
save some computational effort in the proposed model, 
since the test-filtering operation on the SGS stress is not 
required. In other words, the current model can be consid-
ered as a good compromise between accuracy and man-
ageability; particularly, as simple as the original SM and 
as accurate as the DSM.

The motivation of this current study is to assess the 
potentiality of both the RAST model and DSM in simulat-
ing the dynamics of an indoor air-flow supported by meas-
urements. Three indoor air-flow cases are calculated: the 
first and second cases deal with forced and mixed convec-
tion, respectively, in a room; the third case focuses on the 
flow structure in a room subjected to an air-flow, injected 
from a duct impinging on the floor. These three scenarios 
provide a good benchmark to test the performance of turbu-
lence models in various conditions, which are common to 
the room-air ventilation.

2  Large eddy simulation (LES)

The LES model has been developed by Smagorinsky [9]. 
In an LES, the largest eddies that contain the major fraction 
of energy are computed whereas the small eddies are mod-
eled. This process is performed by applying a filter func-
tion G(x; x′) to a decomposed function f:

where the function f is decomposed to resolved (i.e., aver-
aged) and sub-grid scale values. The implied filter function 
G(x; x′) herein, operated on a filter width ∆̄ is a top-hat 
filter. Applying the spatial filter to incompressible Navier–
Stokes equations and using the commutation characteris-
tics, the LES equations yield:

where the sub-grid scale (SGS) stress tensor is defined as

The filtered energy equation is:

(1)f = f̄ + fsgs, f̄ =
∫

R3
G(x; x′)f (x′)dx′

(2)
∂ ūj

∂xi
= 0

(3)

∂ ūi

∂t
+

∂ ūiūj

∂xj
= −

1

ρ

∂ p̄

∂xi
+

∂

∂xj

(
ν
∂ ūi

∂xj

)
−

∂τij

∂xj
+ gjβ

(
θ̄ − θ0

)
δij

(4)τij = uiuj − ūiūj

(5)
∂θ̄

∂t
+

∂ ūj θ̄

∂xj
=

∂

∂xj

(
ν

Pr

∂θ̄

∂xj

)
−

∂hj

∂xj

where the sub-grid heat fluxes are given by

The sub-grid Reynolds stresses and heat fluxes are 
unknown and need to be modeled.

2.1  RAST sub‑grid scale model

The RAST model with a single grid filter is recently devel-
oped for the large eddy simulation [14]. In this sub-grid 
scale (SGS) model, the unknown SGS turbulent stresses 
resulting from the filtering operation in Eq. (4) need a clo-
sure. Following the Boussinesq approximation, the rela-
tionship between the anisotropic part of the SGS stress ten-
sor and the large-scale (i.e., resolved) strain-rate tensor can 
be expressed as:

The isotropic part of stress tensor ( 1
3
δijτkk) is implicitly 

added to the pressure. The SGS eddy-viscosity νT is a sca-
lar quantity and is determined as:

where Cµ is a model coefficient, S̄ =
√

2S̄ij S̄ij is the invari-

ant of resolved strain-rate tensor, and ∆̄ is the grid-filter 
length (or width) computed from the cell-volume:

where ∆1, ∆2 and ∆3 are the grid sizes in x, y and z direc-
tions, respectively. The eddy-viscosity coefficient Cµ 
appearing in Eq. (8) is an indisputably flow-dependent 
quantity which can be readily computed as a scalar func-
tion of the invariants formed on the resolved strain-rate S̄ij 
tensor and the resolved vorticity tensor given by

The invariants of resolved strain-rate and vorticity ten-

sors are defined by S =
√
2S̄ij S̄ij and W =

√
2W̄ijW̄ij, 

respectively.
The SGS turbulent kinetic energy ksgs transport model 

accounts for the history and non-local effects, having the 
potential to benefit the modeling of complex flows with non-
equilibrium turbulence. The SGS kinetic energy is defined as:

which can be obtained by contracting the sub-grid scale stress 
in Eq. (4). However, with the RAST model ksgs is computed 
algebraically as:

(6)hj = ujθ − ūj θ̄

(7)τij −
1

3
δijτkk = −2νT S̄ij, S̄ij =

1

2

(
∂ ūi

∂xj
+

∂ ūj

∂xi

)

(8)νT = Cµ ∆̄2 S̄

(9)∆̄ = (∆1∆2∆3)
1
3

(10)Wij =
1

2

(
∂ ūi

∂xj
−

∂ ūj

∂xi

)

(11)ksgs =
1

2
τkk =

1

2
(ukuk − ūk ūk)
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The formulation for Cµ as suggested by Rahman and 
Siikonen [15] in RANS modeling is adapted with the RAST 
model:

where Tt is the hybrid time scale calculated as:

(12)ksgs = C
2
3
µ(∆̄S̄)2

(13)Cµ =
1

2

(
1+ TtS̄

√
1+R2

)

(14)Tt =

√
k2

ǫ2
+ C2

T

ν

ǫ
=

k

ǫ

√

1+
C2
T

ReT
, ReT =

k2

ν ǫ

where ReT is the turbulent Reynolds number. Equation (14) 
guarantees that the eddy time scale never falls below the 
Kolmogorov time scale CT

√
ν/ǫ, which is dominant in the 

immediate neighborhood of the solid wall. Alternatively, the 
turbulence time scale is k/ǫ at a large ReT but approaches the 
Kolmogorov limit CT

√
ν/ǫ for ReT ≪ 1 . The empirical con-

stant CT =
√
2 associated with the Kolmogorov time scale 

is estimated from the behavior of k-transport equation in the 
RANS modeling as given in Reference [16]. In the viscous 
sublayer k = y2/(C2

Tν/ǫ), where the basic scale is the Kol-
mogorov time scale and y is the normal distance from the 
wall. Besides, the k-equation reduces to ν∂2k/∂y2 = ǫ as 
the wall is approached. Combining these two relations gives 
CT =

√
2. In Eq. (13), R =

∣∣W/S̄
∣∣ is a dimensionless param-

eter which is very useful in characterizing the flow. Therefore, 
the flow-dependent Cµ is appropriate for both the shear and 
vorticity dominated flows that are far from equilibrium. It is 
worth mentioning that the strain-dependent coefficient Cµ in 
the eddy-viscosity equation provides natural damping as the 
wall is approached. This feature has its significance in flows 
with separation and reattachment.

To this end, it can be stressed that the WALE [17, 18] 
models based on the invariant of resolved strain-rate ten-
sor, in particular, retain the eddy-viscosity approach and 
modify the Smagorinsky model to allow for an adaptation of 
its structure with the flow. Their modification of the model 
coefficient Cµ is similar to the one proposed in the current 
model. Nevertheless, the glaring difference is that the WALE 
and Vreman models additionally invoke flow-dependent con-
stants with Cµ in contrast to the present model.

The total kinetic energy k and the dissipation ǫ are deter-
mined by the expressions:

(15)
k = ksgs +

1

2
ū′kū

′
k , ǫ = 2(ν + νT )S̄ij S̄ij

Fig. 1  Computational domain for forced convection case

Fig. 2  Effect of grid density on mean velocity magnitude at 
y/H = 0.972 for forced convection
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where (ū′kū
′
k/2) is the resolved turbulent kinetic energy. The 

sub-grid heat fluxes are modeled using the gradient-trans-
port hypothesis as:

where Prsgs = 0.5 is assumed.

2.2  Dynamic Smagorinsky model (DSM)

To avoid the drawbacks inherited by the Smagorinsky 
model (SM), a dynamic version of this SM is used in the 

(16)hj = αsgs
∂θ̄

∂ ūj
, αsgs =

νsgs

Prsgs

current study. The SM based on the isotropic eddy-viscos-
ity νT computes the SGS stresses from:

where C̄s is a Smagorinsky constant. This model boasts of 
being in simplicity, economy and robustness. However, it 
has several well-known shortcomings. The most problem-
atic aspect of the model from a practical standpoint is that 
there is no single value for C̄s which is universally applica-
ble to a wide range of flows. In addition, the energy dissi-
pation in this model is generally too high in regions where 
the laminarization of flow can occur along with the mean 

(17)τij −
1

3
δijτkk = −2νT S̄ij = 2C̄s∆̄

2|S̄|S̄ij

(a) (b)

(c) (d)

Fig. 3  Mean velocity profiles at different locations for forced convection. a y/H = 0.972, b y/H = 0.028, c x/H = 1, d x/H = 2
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shear, and it has a low correlation with the actual turbulent 
stress tensor [10]. In other words, it is not a particularly 
good representation of small-scale turbulence. This point 
has been reinforced by simulation results near solid bound-
aries that show significant errors [19].

Germano et al. [10] and subsequently Lilly [20] developed 
a method to calculate a dynamic C̄s according to local flow 
characteristics by adding another filter, called the test-filter 
G̃ (a tilde denotes the test-filtering operation at the test-filter 
scale). The grid scale of this test-filter is denoted by ∆̃ = α∆̄;  
because the test-filter width ∆̃ must be greater than the grid-
filter width ∆̄, i.e., α > 1. The Germano identity requires that:

(18)

Lij = Tij − τ̃ij = ũiuj − ˜̄ui ˜̄uj −
(
ũiuj − ˜̄uiūj

)
= ˜̄uiūj − ˜̄ui ˜̄uj

(a) (b)

(c) (d)

Fig. 4  RMS fluctuating velocity profiles at different locations for forced convection. a y/H = 0.972, b y/H = 0.028, c x/H = 1, d x/H = 2

Fig. 5  Computational domain for mixed convection
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where Tij is the SGS stress on the test-filter level. The stress 
components Lij can be interpreted as the stress associated 
with the smallest resolved scales between the test-filter 
scale (∆̃) and the grid-filter scale (∆̄). The stress tensor Lij 
is called the Leonard stress and can be directly computed 
from the resolved scales.

If C̄s is assumed not to be changed significantly from 
the grid-filter to the test-filter scales, the error generated by 
using the Smagorinsky model in the Germano identity is:

(19)E = Lij −
δij

3
Lkk − C̄sMij ,Mij = 2∆̄2

(
˜|S̄|S̄ij − α2η| ˜̄S| ˜̄Sij

)

with η = C̃s/C̄s. Generally α = 2 and the scale variance 
(η = 1) is assumed. Following Lilly’s idea [20], the model 
coefficient C̄s is obtained by seeking for C̄s which mini-
mizes the square of the error E2. Therefore, taking ∂E2/∂C̄s 
and setting it to zero gives

The model coefficient C̄s, thus obtained is a local quantity, 
varying in time and space in a fairly wide range having 
positive and negative values. Although a negative C̄s (and 
therefore a negative νT) is often interpreted as the flow of 
energy from the sub-grid scale eddies to the resolved eddies 
(referred to as “back-scatter”) and regarded as a desirable 
attribute of the dynamic model, too large a negative νT 
causes numerical instability, leading to divergence of the 
numerical solution. To avoid this, C̄s is simply clipped at 
zero.

In particular, the Prandtl number of DSM can be deter-
mined as suggested by Lilly [20]:

where

This model has successfully predicted a fully developed 
turbulent channel flow.

(20)C̄s =
Lij Mij

Mij Mij

(21)
1

Prsgs
=

1

C̄s

Pj Rj

Rj Rj

(22)

Pj = �̄uj θ̄ − ˜̄uj ˜̄θ , Rj = 2∆̄2




˜

|S̄|
∂θ̄

∂xj
− α2η| ˜̄S|

∂ ˜̄θ
∂xj




Fig. 6  Effect of grid density on mean velocity magnitude at 
x/L = 0.5 for mixed convection

(a) (b)

Fig. 7  Mean velocity profiles at different locations for mixed convection. a x/L = 0.5, b y/L = 0.5
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3  Computational aspects

The filtered incompressible Navier–Stokes equations 
are integrated on a collocated grid using a finite-volume 
method. The continuity and momentum equations are cou-
pled using the SIMPLE (semi-implicit method for pressure-
linked equations) algorithm. A modified Rhie–Chow inter-
polation is used for the pressure gradient terms to avoid 
pressure oscillations due to the collocated grid arrange-
ment [21, 22]. A second-order upwind flux-difference split-
ting scheme for convective terms and a central differencing 
scheme for diffusion terms are applied. For time integration, 
a Crank–Nicolson second-order accurate scheme is used. 

An algebraic multi-grid method is employed to accelerate 
the solution convergence. The present numerical method 
and the associated solver have been tested extensively by 
computing several laminar and turbulent flows [23–25].

To validate the performance of a recently developed 
zero-equation model RAST [14] in an indoor airflow, 
three ventilation cases with a forced convection, a mixed 
convection and an isothermal impinging-jet in a room are 
considered. Each case is discussed in its devoted section 
and results are compared with available experimental data. 
To evaluate the generality and accuracy of RAST model, 
computations are compared with those obtained using the 
DSM [10, 20]. Presumably, the influence of the sub-grid 

(a) (b)

Fig. 8  Turbulent kinetic profiles at different locations for mixed convection. a x/L = 0.5, b y/L = 0.5

(a) (b)

Fig. 9  Mean temperature profiles at different locations for mixed convection. a x/L = 0.5, b y/L = 0.5
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model on the results should be significant on the employed 
meshes in the simulations. The thickness of the first near-
wall cell remains below one in y+ unit, required by an LES 
to produce an accurate near-wall information.

Computations use no-slip boundary conditions on 
solid walls. The Von-Neumann boundary condition is 
employed for the pressure at solid walls. At the outflow 
boundary, a non-reflective convective boundary condi-
tion ∂ ūi/∂t + Uc ∂ ūi/∂x = 0 is imposed, ensuring that the 
flow leaves the computational domain. The convection 
speed Uc is set equal to the exit mean-velocity integrated 

across the exit plane. For the inlet flow condition, a sepa-
rate LES computation for a periodic channel/pipe flow with 
a length of 12Din (Din is the inlet slot-height/diameter) is 
performed using the mass-flux and Reynolds number iden-
tical to that of the channel/pipe upstream of the flow geom-
etry. The spacing in the inlet duct matches the grid of the 
corresponding channel/pipe flow simulation which creates 
the inflow data. The dimensionless time step ∆tUin/Din is 
tuned in a way to ensure that the Courant–Friedrichs–Lewy 
(CFL) number falls in a range of 0.1–0.6; this satisfies the 
required stability criteria in numerical schemes. Flow sta-
tistics are obtained with a desired convergence (i.e., statisti-
cally steady-state flow) and the averaging is performed over 
800–1000 dimensionless time steps. In order to save CPU 
time, a k–ǫ model [15] is used to calculate each case with 
the respective grid. Afterwords, the LES starts from the 
results of the k–ǫ model. The time-averaging is employed 
to obtain the mean value of computed parameters, such 
as averaged velocity, temperature and turbulence kinetic 
energy.

3.1  Forced convection

The forced convection flow is encountered in ventilated 
rooms when the buoyancy effect is negligible. Computa-
tions use the experimental setting of Nielsen et al. [26] as 
shown in Fig. 1. The experiment considers a scale model to 
simulate the indoor air-flow with W/H = 1 and L/H = 3 . 
The inlet slot-height hin/H = 0.056 and the outlet slot-
height hout/H = 0.16. The slot-width of the inlet and 
outlet remains same as the model width. The incoming 

Fig. 10  Computational domain 
for impinging jet in a room

Fig. 11  Effect of grid density on mean velocity magnitude at 
x = 0.3 m for impinging jet in a room
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velocity Uin = 0.45 m/s corresponding to a Reynolds 
number Re = Uinhin/ν = 5× 103 based on the inlet slot-
height. A grid size of 200× 180× 140 is used in the x 
(length), y (height) and z (width) directions, respectively. 
According to the grid-dependent study in Fig. 2 that shows 
the normalized mean velocity profile at the horizontal 
y/H = 0.972 location using the RAST turbulence model 
on three grids. This selected grid size has produced fairly 
accurate results compared with the fine grid with a size of 
220× 200× 160 ; the increased resolution does not show 
any noticeable differences/improvements. The DSM shows 
similar/smaller grid sensitivities. The mesh spacing is 
refined in the near-wall regions in order to capture all flow 
features. A dimensionless time step ∆tUin/hin = 0.001 is 
used in this simulation. The time-averaging is performed 
when a statistical convergence is achieved. The averaging 
procedure is carried out for 1000 dimensionless time steps.

The normalized mean velocity and fluctuation pro-
files at two horizontal y/H(= 0.028, 0.972) and two verti-
cal x/H(= 1, 2) locations are presented in Figs. 3 and 4, 
respectively. As shown in Fig. 3a, b, the predicted results 
agree well with the experimental data; however, the RAST 
model shows a better agreement with measurements as 
the flow travels away from the inlet. Figure 3c, d portrays 
the mean velocity distribution at x/H = 1 and x/H = 2, 
respectively. As can be seen, the RAST model predictions 
agree well with the experimental data close to the near-wall 
region due to its sensitivity to the recirculation and stream-
line curvature. Note that for S̄ �= W , Eq. (13) resembles 
the approach to enhancing the sensitivity of the turbulence 
model to streamline curvature that provokes an extra rate 
of strain in the flow field besides the main strain-rate. On 
the contrary, the sub-grid scale (SGS) viscosity of DSM is 

under-predicted close to the top wall (the jet region) and 
consequently, the mean velocity is over-predicted in that 
location. Overall, the trend and magnitude of predicted 
velocities are better predicted by the RAST model than 
those of the DSM when compared with the experiment.

The consequence of predicting the incorrect level of 
SGS viscosity is also reflected in predicted root-mean-
square (RMS) velocity fluctuations as shown in Fig. 4. 
Probably, this would allow to identify the reasons for dis-
crepancies between the computed results and measured 
data. The under-estimation of SGS eddy-viscosity implies 
a lower turbulence level, and the over-estimation of SGS 
eddy-viscosity leads to a higher turbulence level. On the 
whole, the RAST model gives fair results relative to the 
DSM in predicting the turbulence statistics when compared 
with experiments.

3.2  Mixed convection

The present investigation refers to a mixed convection 
which is a common case in a room-ventilating system, 
as shown in Fig. 5. The numerical simulation is based 
on the experimental work of Blay et al. [27], wherein the 
air velocity, temperature and turbulence kinetic energy 
are measured. Figure 5 shows that the geometry is simi-
lar to the forced convection case with the dimensions of 
H = 1.04 m high, L = 1.04 m long and W = 0.7 m wide, 
respectively. Again, this is a scale model of a room with the 
inlet slot-height hin = 0.018 m and the outlet slot-height 
hout = 0.024 m. The inlet velocity Uin = 0.57 m/s and 
temperature Tin = 15 ◦C according to the experiment with 
Re = 678. The model has a floor heating system that main-
tains the floor temperature of Tf = 35 ◦C; all other walls 

Fig. 12  Mesh distribution for impinging jet in a room
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are kept at a temperature of Tw = 15 ◦C. Figure 6 shows 
the mean velocity profile at the center section x/L = 0.5 
using the RAST turbulence model on three grids. Grids 
are named as coarse with 120× 120× 100, medium with 
160× 160× 120 and fine with 200× 180× 120 hexa-
hedral cells, respectively. As can be seen, there is a lit-
tle difference between the medium and fine grid results. 
The grid-sensitivity of DSM is almost analogous to that 
of the RAST model. Therefore, the meshes employed are 
160× 160× 120 for the x, y and z directions, respectively. 
The mesh is stretched in wall-normal directions with a 
factor of 1.05. A time step of ∆tUin/hin = 0.001 is used, 
resulting in a maximum Courant (CFL) number of around 
0.5. Computations are run for 1000 time steps to make sure 
that the flow is statistically converged.

Figure 7 compares the predicted mean air velocity 
distributions using the RAST model and DSM with the 
experimental data at two center sections x/L = 0.5 and 
y/L = 0.5, respectively. The predicted velocity profiles 
agree reasonably well with the experimental data. How-
ever, the RAST model performs slightly better than that of 
the DSM. Figure 8 illustrates the computed total turbulence 
kinetic energy at the same sections mentioned above and 
the comparison with the corresponding experimental data. 
Evidently, the shape of predicted turbulence kinetic energy 
profiles is the same as the measured one. Figure 9 com-
pares further the predicted mean temperature profiles with 
the measured data at the above-mentioned sections. As can 
be seen, both SGS models give almost identical tempera-
ture distributions compared with the experiment.

(a) (b)

(c) (d)

Fig. 13  Mean velocity profiles for impinging jet. a x = 0.3 m, b x = 0.5 m, c x = 0.7 m, d x = 1 m
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3.3  Ventilation with isothermal impinging‑jet

The impinging-jet ventilation system combines positive 
aspects of conventional mixing and displacement ventila-
tion systems, having the potentiality for proving a bet-
ter air distribution and energy-efficient operation, as well 
as its flexibility for both cooling and heating purposes. 
This method enables the air-jet to overcome the buoyancy 
force generated from different heat sources and reach fur-
ther regions; therefore, a more efficient ventilation in the 
occupied zone can be achieved compared with a displace-
ment ventilation system. Impinging jet has been widely 
used with various flow configurations [28]. The imping-
ing-jet flow is characterized by a combination of three 
regions: free jet region, impingement region and wall jet 
region, as illustrated in Fig. 10. This setting has been used 

in the experimental study of Chen et al. [29]. The physical 
model under consideration is a semi-confined room with 
the dimensions of 5.76 m× 3.04 m× 3 m. There are three 
outlets (openings) inside the room; two of them are 1 m 
high and 5.76 m long, located beneath the two side walls. 
The third one (door) is placed at the end of the room with 
the dimensions of 3 m high and 1.32 m wide. The air is 
injected from a semi-elliptic pipe with a hydraulic diameter 
of d = 0.1265 m and an area of 0.0166 m2 at a height of 
h = 0.6 m above the floor. The geometry and dimension of 
the supply duct at the outlet are also shown in Fig. 10.

The supplied air velocity Vin = 1.2 m/s. The inlet con-
dition is produced from a separate calculation of a fully 
developed turbulent pipe flow with the same diameter to 
achieve a more realistic boundary condition at the exit of 
the nozzle. Three different non-uniform grid distributions 

(a) (b)

(c) (d)

Fig. 14  y-component velocity at different location below the inlet. a y = 0.065 m, b y = 0.125 m, c y = 0.225 m d y = 0.545 m
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with 4× 106, 6.5× 106 and 8× 106 cells respectively, are 
applied to investigate the grid-independency. Numerical 
results shown in Fig. 11 demonstrate that the predictions 
of last two grids are close to each other; therefore, the grid 
size with 6.5× 106 cells is utilized for further validations. 
The grid density with y+ < 1 near the wall is presented 
in Fig. 12. A time step of ∆tUin/d = 0.001 is used in the 
calculations. As the simulations reach a statistically steady-
state, the time-averaging is performed over 800 dimension-
less time steps.

Figures 13 and 14 compare the jet velocity distributions 
computed from the RAST model and DSM with measure-
ments [29]. Results are analyzed at various locations in the 
vertical middle plane, including the regions below the inlet 
and along the floor. The velocity profile is normalized by 
its local maximum velocity Umax or Vmax and the distance x 
or y is scaled with a hydraulic diameter d = 0.1265 m. To 
analyze the wall-jet behavior along the floor is more sub-
stantial for validating the turbulence model. The compari-
sons are made at four downstream distances from the inlet 
wall and presented in terms of the mean velocity distribu-
tions in Fig. 13. Moving from the inlet wall, the predicted 
velocity profiles from both tested models appear to agree 
well with the experimental data. In general, a better con-
sistency is observed from the RAST model over the entire 
compared regions. Figure 14 exhibits the jet profiles below 
the inlet; the predicted jet profiles show good consistency 
for both implemented turbulence models compared with 
experimental data in the region beneath the inlet, and over 
most of the regions. The predictions from the two models 
are quite similar. Nevertheless, it is worth mentioning that 
this flow feature is well captured by the RAST model rela-
tive to the DSM.

Figure 15 displays the jet-dynamics regarding the maxi-
mum velocity decay in the regions below the exit and 
along the floor. As the jet approaches the floor, the pre-
dicted decaying trends from both models are similar to the 
experimental findings, faithfully reproduced in Figure 15a 
showing that over most of compared regions the velocity 
decays slowly. This is because the jet is mainly affected by 
the turbulence shear stress. After the jet impinges on the 
floor, the flow turns and follows the impingement surface. 
At a further downstream of the impingement point, the flow 
spreads parallel along the floor and decelerates in the form 
of a thin shear layer. Figure 15b compares the simulations 
with experimental data concerning the jet maximum veloc-
ity decay along the centerline of the floor. As can be seen, 
both models are in close agreement with experiments. It 
seems likely that both models are capable of capturing the 
mean flow field of an isothermal impinging-jet in a room 
satisfactorily.

4  Conclusions

The current study appears with a performance-assessment 
of two different zero-equation SSG models: the RAST with 
a single grid-filter scale, and the DSM with grid-filter and 
test-filter scales. Unlike the DSM, the RAST model does 
not need any ad-hoc clipping/averaging for the eddy-vis-
cosity coefficient; instead it depends non-linearly on both 
the rotational and irrotational strains, providing natural 
damping as the wall is approached. The ability-assess-
ment of both models to better account for non-equilibrium 
effects, encountered in the air-flow with forced and mixed 
convection in a room demonstrates that the RAST model 

(a) (b)

Fig. 15  Jet maximum velocity decay at different locations. a below inlet, b centerline of floor
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faithfully predicts a higher level of accuracy in compari-
son to the DSM, leading to an improved agreement with 
experimental data in most of the flow cases considered in 
this study. Furthermore, the RAST model retains the sin-
gle grid-filter feature, which in turn renders it advantageous 
over the DSM.

On average, the computational effort needed for the 
entire simulations (indoor air-flow cases) with the RAST 
model in the incompressible code is about (60–70) % of the 
cost of the DSM. Like the Smagorinsky model, the present 
model is relatively cheap. Naturally, the LES with RAST 
model has a good potential to simulate the indoor air-flow.
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