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Abstract
Marine communities face continuing and accelerating climate change. Predicting which species will go extinct or persist in 
future climates requires assessing redistribution potential and tolerance to warming, both of which can depend on dispersal 
ability. We evaluated biophysical processes that could promote population persistence under changing climatic conditions 
by (1) promoting poleward dispersal in an Eastern Boundary Current region, where offshore currents flow predominantly 
equatorward, and (2) increasing the frequency of more thermotolerant phenotypes in marine populations. We paired intensive 
time-series observations (during 2014 and 2015) of recruitment and thermal tolerance limits for cohorts of marine mussels 
with simulated larval transport using a high-resolution, 3D coastal circulation model of the northeastern Pacific. We used 
the modeling results to predict the proportion of individuals in each recruiting cohort that originated from sources south or 
north of our study site on the USA west coast (45.50°N, 123.95°W) as well as the environmental conditions experienced in 
the water column. We found that the coastal upwelling index was related to origin of individuals within recruiting cohorts, 
with poleward recruitment predicted to increase under downwelling conditions. Furthermore, thermal tolerance limits were 
higher in cohorts predicted to experience higher and more variable temperatures during dispersal. These findings highlight 
complex links between demographic and physical transport processes as well as the potential for climate-driven changes in 
wind patterns to indirectly affect species’ abilities to cope with increasing temperatures.

Introduction

The loss of diversity that accompanies extinctions is among 
the most extreme impacts of climate change (Sala et al. 
2000). Extinctions over the past century (Pounds et al. 1999; 

Parmesan 2006) are minor in comparison to those expected 
in the future under accelerating climatic shifts (Thomas et al. 
2004; Maclean and Wilson 2011; Pacifici et al. 2015). As 
environmental conditions exceed the tolerances and acclima-
tion capacities of individuals (Deutsch et al. 2008; Somero 
2010), persistence of populations and species will increas-
ingly depend on two co-occurring and interacting mecha-
nisms: evolutionary adaptation and redistribution (Jump 
and Penuelas 2005; Berg et al. 2010). Here, we investigate 
the potential importance of oceanic conditions in promot-
ing adaptation and redistribution (and, thus, persistence) of 
marine species in the face of climate change.

Both redistribution and adaptation (because of its reliance 
on gene flow) depend on dispersal, and dispersal depends on 
an interplay between physical processes and biological factors 
(e.g., Pineda et al. 2007; Cowen and Sponaugle 2009; Pineda 
et al. 2010; Bestion et al. 2015; Benestan et al. 2016). Prop-
agule dispersal (which occurs in 34/40 marine phyla and the 
majority of marine invertebrate species; Pechenik 1999) is the 
most likely process allowing compensatory range shifts and 
gene flow for benthic marine species, with dispersal distances 
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ranging from < 1 m (Kinlan and Gaines 2003) to at least 97 km 
(e.g., McQuaid and Phillips 2000; Gilg and Hilbish 2003). As 
compared to more nektonic species, the dispersal of benthic 
species with planktonic larvae (which typically swim much 
more slowly than ocean currents due to their small size and the 
influence of fluid viscosity; Chia et al. 1984) is largely depend-
ent on ocean circulation patterns (Williams and Hastings 2013).

In addition to their role in poleward redistribution, disper-
sive larvae vary in their ability to promote population persis-
tence by surviving and reproducing once they join adult pop-
ulations. This variation is due to differences in genotypes, 
maternal/paternal effects, and pre-settlement acclimation or 
selection for traits such as environmental stress tolerance 
(Miller et al. 2009; Marshall and Morgan 2011; Lymbery 
and Evans 2013; Jensen et al. 2014; Foo et al. 2016). For 
example, in a laboratory breeding experiment, Foo et al. 
(2016) found that the response of Antarctic sea urchins to 
simulated climate change depended on interactive maternal 
× paternal and environmental (temperature × pH) effects, 
and responses were positively correlated across life stages. 
Thus, demographic connectivity patterns could set the stage 
for adaptive evolution and rescue of populations becoming 
increasingly maladapted—or unmatched—to environmental 
conditions as the climate changes (Pringle et al. 2011).

The ability of populations and species of benthic organisms 
to persist in a changing climate is, therefore, inextricably linked 
to flow patterns (Gaylord and Gaines 2000; Byers and Pringle 
2006; Sorte 2013). Poleward flows (characteristic of Western 
Boundary Currents) could facilitate redistribution that paral-
lels shifting climates, as well as delivery of propagules from 
warmer latitudes that are selected for increased thermal toler-
ance. Dominant equatorward flows (characteristic of Eastern 
Boundary Currents) might inhibit this poleward redistribution 
(Keith et al. 2011; Sorte 2013; van Gennip et al. 2017). How-
ever, asymmetry in flow and dispersal is not absolute: theoreti-
cal models show that heterogeneity in flow patterns can allow 
larval transport “against the flow” (Byers and Pringle 2006), 
and this is required for population persistence in advective sys-
tems (Pachepsky et al. 2005). The dominant current along the 
west coast of North America is the California Current, which 
flows primarily equatorward (north to south; Lynn and Simp-
son 1987), contrary to the predicted poleward shift in surface 
temperature clines (Loarie et al. 2009; Burrows et al. 2011). 
Deviations in this mean flow occur seasonally with the inten-
sification of the Davidson/inshore counter-current (Reid and 
Schwartzlose 1962; Lynn and Simpson 1987) and on shorter 
timescales (Kim et al. 2013), particularly on the inner shelf near 
the shoreline (Washburn and McPhee-Shaw 2013). Coastal 
wind-driven upwelling and downwelling, mesoscale eddies, 
and freshwater plumes are common flow features on the con-
tinental shelf (Huyer 1983; Strub et al. 1987). The coasts of 
Oregon and Washington, USA are characterized by upwelling 
cycles of approximately 3–10 days, with equatorward winds 

driving upwelling that is interspersed with periods of relaxation 
or downwelling when winds slow and/or reverse (Landry and 
Hickey 1989). Variability in currents is a mechanism that might 
permit poleward dispersal of planktonic larvae. Furthermore, 
larvae are not passive particles, and swimming behaviors can 
modify their position in the water column and the influence of 
flow conditions on horizontal displacement (Poulin et al. 2002; 
Pineda et al. 2010; Weidberg et al. 2015).

While the direction of flow is likely to affect redistribu-
tion, the environmental conditions that larvae encounter dur-
ing dispersal could influence their demographic rates and 
growth of the populations as a whole. Matrix population 
modeling work by Carson et al. (2011) indicated that lar-
val dispersal patterns and juvenile survival—the processes 
we consider in this study—were two of the most important 
parameters determining growth of marine mussel populations 
in southern California, USA. Water masses differ in charac-
teristics including temperature, salinity, and food availabil-
ity (Hickey et al. 2016), and environmental exposure during 
pelagic larval stages could lead to differential acclimation 
and pre-settlement selection. Furthermore, flow patterns can 
influence both the direction of larval dispersal and of pre-
settlement selection for stress tolerance, such that population 
persistence under climate change might be enhanced by one 
or both mechanisms. For example, the East Australian Cur-
rent (a Western Boundary Current) has strengthened, expand-
ing the dispersal and range of a sea urchin to the coast of 
Tasmania, while also bringing warmer waters that influence 
urchin demographic rates and population sizes (Ling et al. 
2009). Along the coast of Oregon, USA, freshwater fronts 
formed at the Columbia River mouth are characterized by 
lower salinity, and these fronts could select for tolerance to 
low salinity while acting as conduits to move larvae along the 
coastline during downwelling periods (Giddings et al. 2014). 
Ultimately, information about tolerance limits can help us to 
anticipate climate-change sensitivity and which populations 
and species are likely to be “winners” or “losers” of climate 
change (Pörtner et al. 2006; Somero 2010).

We investigated the relationship between circulation pat-
terns, dispersal, and environmental tolerances using mussels 
in the genus Mytilus as our study species. Mussels are ben-
thic bivalves and are dominant foundation species through-
out many of the world’s upwelling regions (Ricciardi and 
Bourget 1999). In the northeastern Pacific, two Mytilus spe-
cies—M. californianus and M. trossulus—are common and 
often dominant inhabitants of rocky substrata at intertidal 
sites between Baja California and Alaska (Suchanek 1981; 
Sagarin and Gaines 2002; Blanchette et al. 2008). Mussels 
begin their lives as planktonic larvae, which typically spend 
3–5 weeks in the water column (Seed 1969) before recruit-
ing into sessile adult populations. Because Mytilus species 
are essentially morphologically identical as recruits, we have 
taken the most conservative approach here of referring to 
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Mytilus spp. (also see e.g., Menge et al. 2009). Previously 
estimated dispersal distances for mytilid mussels range from 
an average of 35 km (based on geochemical fingerprinting of 
M. californianus shells in southern California; Carson et al. 
2010) to over 90 km (based on the spread of Mytilus gal-
loprovincialis invasion fronts; McQuaid and Phillips 2000; 
Gilg and Hilbish 2003).

In this study, we addressed the role of wind-driven flow 
variability in determining population persistence by influ-
encing the level of poleward dispersal and the delivery of 
larvae with increased thermal tolerance limits. We combined 
field and laboratory studies of mussel recruitment rates and 
recruiting cohort tolerance limits with oceanographic mod-
eling studies to predict recruit origins and environmental 
conditions along dispersal trajectories. This integrative 
approach allowed us to address two specific questions:

1. Are transitions in wind and flow patterns related to dif-
ferences in larval recruitment rates and predicted larval 
origins (i.e., from the north versus south), and

2. Are thermal tolerance limits of larval recruits related to 
flow patterns and the environmental conditions experi-
enced along the larval pathway?

Materials and methods

Mussel recruitment and thermal tolerance limits

We quantified recruitment and recruit thermal tolerance lim-
its over time-series encompassing variable oceanographic 

flow patterns. Upon considering the trade-offs of increas-
ing replication (and, thus, ability to generalize) across sites, 
days, and years, we decided to focus on a single site and 
maximize temporal replication (multiple days in two sepa-
rate years). Our study site was Cape Meares (CM; 45.50°N, 
123.95°W)—a rocky headland along the northern Oregon 
coast—chosen because of its location near the center of 
the region included in our oceanographic model, described 
below (Fig. 1, S1), and the availability of historical mus-
sel recruitment data (Menge et al. 2009). The mid-intertidal 
zone at CM is dominated by M. californianus (Bracken et al. 
2012; Wallingford and Sorte, unpubl. data). Time periods of 
our field observations were designed to capture both peak 
recruitment season (summer–early fall; Menge et al. 2009) 
and a downwelling transition during the Oregon upwelling 
season (Landry and Hickey 1989). These periods included 
12 days in 2014 (21 August–02 September) and 18 days in 
2015 (14–31 July). Mussels recruiting from the water col-
umn to the benthic intertidal community were collected in 
plastic  Tuffy® scrubbers (which mimic natural recruitment 
substrates). On the first day of each sampling period, we 
attached N = 15  Tuffy® recruitment collectors (except N = 
10 used 21–23 August 2014) to the rock at 1.58 ± 0.05 m 
(mean ± 1 SE) above mean lower-low water, in the middle of 
the mussel zone. On each subsequent day, we collected and 
deployed new  Tuffies® as soon as they were made accessible 
by the falling daytime tide, and we used a cooler with ice 
packs to transport the  Tuffies® ~5 km to the processing site 
where they were immediately examined.

Mussel recruits collected in each  Tuffy® were counted 
under a dissecting scope and scored as live or dead based 

Fig. 1  Map of a portion of the modeling domain showing a the ini-
tial positions of particles before a particle tracking run and particle 
positions after b 5 days and c 2 weeks in a representative model run. 

Particles were released daily from sites to the north (blue) and south 
(red) of the Cape Meares study site (green triangle in a)
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on observed movement. Recruitment rates were recorded as 
number of total recruits per collector per day. Live recruits 
were kept in chilled seawater at approximately ambient 
ocean temperature (Fig. S1; ~11 °C in 2014 and ~15 °C in 
2015) until the start of the thermal tolerance limit assay.

Across the two study periods, we determined the ther-
mal tolerance limits of recruiting cohorts, which were 
defined as all live mussels arriving at CM on a single day. 
Thermal tolerance limit assays were conducted in air in 
1.5 ml microcentrifuge tubes in dry baths using methods 
adapted from Jenewein and Gosselin (2013). Tubes con-
tained a seawater-soaked, 1 cm2 chamois to prevent desic-
cation, and mussels were exposed for 6 h to one of 5 ran-
domly assigned temperatures: ambient (control), 28, 30, 
32, and 34 °C. When cohorts were not composed of a mul-
tiple of 5, additional individuals were assigned to interme-
diate (30 and 32 °C) treatments. This assay is designed to 
simulate heat stress during midday 6 h low tide exposures, 
with 30 °C corresponding to the 99th percentile of daily 
average temperatures encountered annually on the central 
Oregon coast (Helmuth et al. 2002; also see Petes et al. 
2008). Survival was assessed after an immersed recovery 
period via inspection for movement or responsiveness to 

probing under a dissecting microscope, and mussel length 
was measured using a stage micrometer.

Number of mussels per cohort varied, depending on 
daily recruitment rates (Fig. 2), with individuals per tem-
perature averaging 3.80 ± 0.34 in 2014 and 3.75 ± 0.24 
in 2015 (Table  S1; note: these values represent occa-
sional losses of individuals for which survival could not 
be assessed). For each daily cohort, we used a generalized 
linear model to fit a binomial distribution to the survival 
data (with values of “0” for dead or “1” for alive individu-
als) as a function of temperature (L. Miller, available at 
http://lukemiller.org) using R statistical software v. 3.2.2 
(R Core Team 2015). We report thermal tolerance limit 
as the temperature lethal to 50% of individuals (LT50; 
Table S1), which is the temperature value at which this 
function predicts a survival probability of 0.5.

Comparisons are made within each year because thermal 
tolerance methods differed slightly between 2014 and 2015. 
Specifically, in 2014, temperature was increased over a 2-h 
period at a rate of 1 °C every 5–7 min (depending on treatment 
temperature), the 6 h exposure time started once the treatment 
temperature was reached, and recovery was assessed after 24 h. 
In 2015, temperature was increased at a rate of 1 °C every 

Fig. 2  a, b Wind, upwelling, and c, d recruitment patterns during our 
studies conducted in a, c 2014 and b, d 2015. a, b Observed winds 
were measured by the Stonewall Bank Buoy (black line), and winds 
from ROMS model runs were from a a time series representative of 
observed 2014 winds (grey dashed line) or b the actual dates of our 
study in 2015 (grey solid line). 8-day upwelling indices were calcu-

lated as described in Methods. c, d Recruitment values are scaled 
proportional to the total recruits collected in the observed time series 
(black line) and predicted by the model (grey bars). Recruits from the 
particle tracking runs are divided by origin, either south (dark grey 
bars) or north (light grey bars) of our study site (see Fig. 1)

http://lukemiller.org
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2 min, the total thermal exposure (including time of tempera-
ture ramp) was 6 h, and recovery was assessed after 18 h.

As described above, we collected and deployed recruit-
ment collectors every 24 h, as soon as they were exposed 
by the midday (hottest) low tide to minimize post-settlement 
selection for thermotolerance (see Johnson et al. 2014). This 
means that collectors underwent two periods of submersion 
prior to collection, and any recruits arriving to the collectors 
during the first period of submersion experienced emersed 
conditions during the nighttime low tide. We assessed poten-
tial post-settlement selection pressure based on temperatures 
recorded every 10 min throughout the sampling periods by N 
= 2  TidbiT® temperature data loggers (Onset Computer Corp., 
Bourne, MA; elevated ~2 cm in cages) deployed adjacent to 
the recruitment collectors. Specifically, we calculated the 
maximum temperature that an individual in each recruiting 
cohort could have experienced from the time the collectors 
were initially submerged to when they were retrieved.

Meteorological data

We compared wind data from two offshore buoys and two 
onshore weather stations, as shown in Fig. S2. For consist-
ency, and due to good agreement among sites, we used data 
for coastal winds monitored continuously at Stonewall Bank 
(Buoy Station 46050; 44.66°N, 124.53°W), 35 km offshore 
of Newport, Oregon (NOAA National Data Buoy Center 
2015). Values are presented as alongshore wind speed, with 
positive and negative values indicating northward and south-
ward winds, respectively. To characterize the influence of the 
wind on larval transport, we calculated an 8-day weighted 
mean upwelling index (W8d), as defined by Austin and Barth 
(2002), which has units of  m2/s.

Oceanographic model

We conducted a modeling study to predict dispersal trajec-
tories, including recruit origins and environmental condi-
tions in transit. We simulated the transport of mussel lar-
vae to our Cape Meares field site using a high-resolution, 
three-dimensional, coastal circulation model of the Oregon 
and Washington shelves and a Lagrangian particle tracking 
algorithm which has been developed for use with larval 
dispersal studies (Banas et al. 2009). Velocity fields are 
from an implementation of the Regional Ocean Modeling 
System (ROMS; Shchepetkin and McWilliams 2005) on 
the Pacific Northwest shelf called the “Cascadia” model, 
developed by the Coastal Modeling Group at the Univer-
sity of Washington. ROMS is a free surface, hydrostatic, 
primitive equation model, and the Cascadia implementa-
tion is forced with realistic atmospheric, tidal, river flow, 
and boundary conditions (Giddings et al. 2014). The model 
domain (43–50°N, 127–122°W; Fig. 1) encompasses the 

coastal ocean and estuaries of Oregon, Washington, and 
Vancouver Island, British Columbia, with horizontal reso-
lution ranging from 1.5 km at the coast to 4.5 km off-
shore. Although this model does not include finer-scale 
(e.g., surf zone and coastal boundary layer; Nickols et al. 
2012, 2015) dynamics, it allows us to estimate temporal 
variability in larval supply. Larval settlement is a func-
tion of larval supply, although the two may not be linearly 
related (Pineda et al. 2010). The model has 40 vertical, 
terrain-following layers with stretching parameters chosen 
to enhance resolution near the bottom and in the upper 
water column. Further details on the physical and eco-
system models—which predict environmental conditions 
along the larval pathways—as well as comprehensive skill 
assessments can be found in Davis et al. (2014), Giddings 
et al. (2014), and Siedlecki et al. (2015).

Hourly output from the Cascadia model was used to predict 
particle trajectories from an offline particle tracking scheme, 
which includes advection by currents in three dimensions plus 
a parameterization of vertical mixing (random displacement 
model; Visser 1997; North et al. 2008). The particle tracking 
code was modified to include a depth-seeking vertical swim-
ming behavior following the methods of Drake et al. (2013). 
Using this approach, vertical swimming speed increases expo-
nentially with distance away from a target depth:

where wmax is the maximum swimming speed, sgn is the sign 
function, d is the target depth, z is the depth of the larva, and 
λ is a shape parameter set to a value of 12 m. The maximum 
swimming speed, wmax, was set at 0.002 m s−1 and is within 
the range of maximum swimming speeds found in labora-
tory settings for Mytilus edulis (Sprung 1984; Troost et al. 
2008). The target depth, d, was set to 20 m based on field 
observations by Shanks and Shearman (2009) showing that 
abundance of M. californianus larvae peaked at depths from 
10–30 m off the Oregon coast (also see Morgan et al. 2009). 
The inclusion of swimming behavior was appropriate both 
because of laboratory studies of swimming speeds listed 
above and because model runs without swimming behavior 
indicated that particles were carried further offshore than 
has been observed (Shanks and Shearman 2009) (Fig. S3).

A Cascadia model hindcast of 2015 was used to simu-
late the period during the concurrent 2015 field experi-
ment at Cape Meares. However, because model output for 
year 2014 was not available, Cascadia model hindcasts of 
2005 and 2006 were used to closely match the 2014 wind 
conditions measured at Stonewall Bank (Fig. 2a). Using 
the physical output from ROMS, we virtually “seeded” 
the model with 3080 mussel larvae (particles) daily 
along 700 km of coastline, from Heceta Bank, Oregon 
(43°N) up to Vancouver Island, Canada (50°N) (Fig. 1a), 

(1)wswim = wmaxsgn(d − z)
(
1 − e−|d−z|∕�

)
,
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beginning 4 weeks before the start of the field observation 
periods. We then considered particles that encountered 
the CM coastline (defined as passing shoreward of the 
10 m isobaths in the CM pixel) between 3 and 5 weeks 
after release (the average larval duration of Mytilus mus-
sels; Seed 1969) as “landed particles” or “recruits”. For 
each individual particle landing at CM, we determined 
whether it originated to the north versus south of CM 
(“origin”) as well as its “age” (i.e., days in the water col-
umn). We calculated the proportion of recruits originating 
from north or south of CM as a ratio to the total number 
of landed particles.

Modeled physical and biological variables were also 
extracted along the dispersal pathway to reconstruct the 
environmental history of each “larval” particle. Water 
temperature, salinity, and chlorophyll a (a proxy for 
food availability; available for 2014 only) values were 
extracted hourly from the ROMS output for each particle 
along its path, with particle location described as a func-
tion of latitude, longitude, and depth. We then calculated 
the daily minimum, maximum, average, and variance for 
each of the environmental variables.

Observed and modeled data integration

To assess model performance at predicting total larval 
recruitment, we used the Willmott Skill Score (WSS; Will-
mott 1982), defined as

(2)WSS = 1 −

1

N

∑i=N

i=1

�
mi − oi

�2

1

N

∑i=N

i=1

���mi − ō�� + ��oi − ō��
�2 = 1 −

MSE

1

N

∑i=N

i=1

���mi − ō�� + ��oi − ō��
�2 ,

where oi is an observation, mi is the corresponding model 
value, there are N paired modeled/observed values, and MSE 
is the mean square error. The WSS is a measure of the level 
of agreement between the observed and modeled values, 
with a value of 1 indicating perfect agreement and a value 
of 0 indicating no agreement.

We used general linear models (Proc GLM in SAS v. 9.4; 
SAS Institute Inc., Cary, NC, USA) to test the predicted 
relationships between upwelling, observed recruitment, 
predicted proportion of recruits originating to the south of 
CM, LT50, and predicted environmental conditions along 
the larval pathway summarized for the recruiting cohorts 
(our experimental units). We tested the assumptions of our 
statistical models using the Shapiro–Wilk test and visual 
inspection of residual plots. Data were  log10 transformed 
as necessary.

Results

Both the field observations and particle tracking studies 
indicated an increase in recruitment following upwelling 
relaxations and during downwelling periods (Figs. 2, 3, 
Table S2). Stronger downwelling-favorable winds (described 
by positive upwelling index values) were associated with 
an increase in observed recruitment in 2015 (general linear 
model F1,16 = 5.93, p = 0.027) and with a similar trend in 
2014 (F1,10 = 3.57, p = 0.088) (Figs. 2, 3). These patterns 

Fig. 3  Relationship between 
upwelling index and a, b 
recruitment (observed in black 
and modeled in gray) and c, d 
proportion of recruits predicted 
to originate from the south in 
a, c 2014 and b, d 2015. Values 
are as described in Fig. 2. 
Upwelling and downwelling 
conditions are indicated by 
negative and positive index 
values, respectively
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were particularly evident during the two largest transitions 
captured in our time-series—at the end of the 2014 study 
and beginning of the 2015 study (Fig. 2, S4)—while shorter-
term fluctuations (e.g., year 2015 days 195–198) were less 
well resolved.

Agreement between the observed recruitment values 
and modeled estimates of larval supply was higher in the 
year 2015 (when parallel model runs were available) than 
in the year 2014 (when we used ROMS model runs from 
representative time periods), as indicated by the difference 
in Willmott Skill Scores (0.81 vs. 0.53, respectively). Fur-
thermore, discrepancies in the comparison between observed 
and predicted recruitment values paralleled discrepancies 
between winds used to force the oceanographic model and 
actual wind patterns observed at the Stonewall Bank Buoy. 
The early 2014 predicted recruitment peak appears to reflect 
a response from the previous upwelling relaxation (which 
occurred immediately before our study period). In addition, 
at the end of 2014, observed winds shifted earlier than the 
winds from the representative ROMS model runs, and this 
paralleled an earlier recruitment peak in the observed than 
predicted recruitment data set (Fig. 2). In 2015, there was 
one notable discrepancy between observed and modeled 
recruitment in which predicted (but not observed) recruit-
ment peaked near the end of the study period. Comparing 
buoy and ROMS winds in Fig. 2 shows a period of down-
welling predicted by the model on year day 206 and 207, 
whereas the downwelling threshold was only minimally 
exceeded based on wind observations at the buoy. This 
downwelling-favorable transition observed primarily in the 
ROMS winds was also reflected in the salinity data: ROMS 
predicted a decline in salinity, indicative of a wind-driven 
freshwater front (Fig. S5).

The particle tracking study results also indicated links 
between wind-driven circulation and both recruitment 
rates and dispersal direction. In both years, more positive 
upwelling indices were associated with an increase in the 
proportion of recruits predicted to originate south of our 
study site (2014 F1,9 = 9.59, p = 0.013; 2015 F1,15 = 9.66, p 
= 0.0072) (Figs. 2, 3, Table S2). Thus, downwelling-favora-
ble winds were related to an increase in predicted poleward 
dispersal in this location.

Our experimental results showed that thermal tolerance 
limits within the recruiting cohorts also varied concurrent 
with flow patterns (Fig. 4). LT50 values were higher in 
cohorts arriving during periods of greater upwelling (as 
indicated by more negative upwelling index values) (2014 
F1,7 = 6.02, p = 0.044; 2015 F1,15 = 3.70, p = 0.074). At 
the same time, LT50 was negatively related to the propor-
tion of recruits originating to the south in 2015 (F1,14 = 
5.47, p = 0.035), but did not differ with predicted origins 
in 2014 (p = 0.629) (Tables S1, S2).

We assessed environmental conditions along the 
larval pathways to evaluate pre-settlement selection 
as a potential mechanism linking flow conditions and 
variation in cohort thermal tolerances. We found that 
thermal tolerance limits were significantly related to 
predicted conditions along the larval pathway in 2015; 
these trends were consistent, but not significant in 2014 
(when values were predicted from representative, rather 
than actual, model conditions) (Fig. 5, Table S3). In 
particular, LT50 increased when recruits were pre-
dicted to encounter more variable (F1,14 = 7.67, p = 
0.015) and higher maximum (F1,14 = 5.26, p = 0.038) 
temperatures (Fig. 5). Of the environmental variables 
considered (Table S3), temperature variance was most 
strongly related to thermal tolerance limit, explain-
ing 35.4% of variability in LT50 values in 2015. The 
effect of recruit size on thermal tolerance limit differed 
between years: LT50 was higher for larger recruits in 
2014 (p < 0.03) but did not depend on size in 2015 (p 
> 0.10). In neither year were LT50 values related to 
the predicted age of recruits (p = 0.509 in 2014, and p 
= 0.792 in 2015) or to the maximum temperatures that 
recruits could have experienced during the nighttime 
low tide measured by adjacent data loggers on the day 
of cohort collection (p = 0.616 in 2014, and p = 0.577 
in 2015). Importantly, the direction of all relationships 
was consistent between years.
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Fig. 4  Relationship between thermal tolerance limit (LT50, the tem-
perature lethal to 50% of individuals) and upwelling index in a 2014 
and b 2015. Each data point represents LT50 in a single cohort (see 
Table S1 for number of individuals), and dotted lines are best fit lines
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Discussion

Our study uncovered associations between physical trans-
port and demographic processes, suggesting complex links 
between wind-driven flow variability and mechanisms of 
population persistence. Prior studies of recruitment vari-
ability over time have also shown increases in recruitment 
associated with upwelling relaxations (e.g., Roughgarden 
et al. 1988; Farrell et al. 1991; Wing et al. 1995; Shanks 
et al. 2000; but see Mace and Morgan 2006; Narváez et al. 
2006; Morgan et al. 2012 for species demonstrating oppos-
ing recruitment patterns). Our findings corroborate the 
importance of wind-driven circulation while also indicating 
the potential importance of freshwater plumes (Vargas et al. 
2006; Banas et al. 2009; Ayata et al. 2011; Giddings et al. 
2014) for particle transport and delivery (also see Kirincich 
et al. 2005; Morgan et al. 2009; Pfaff et al. 2015). While 
predicting the precise location of the Columbia River plume 
with the model is challenging, entrainment of particles in 
freshwater plumes is a potentially important mechanism for 
alongshore transport (e.g., Giddings et al. 2014). Compari-
sons between observed and modeled recruitment patterns, as 
well as discrepancies between measured and modeled winds 
that translate into discrepancies in recruitment, underline the 
dynamicity of processes that drive larval dispersal.

To the degree that our model accurately predicts dispersal 
trajectories, these results suggest that upwelling relaxations 
and downwelling conditions might promote poleward larval 
dispersal and redistribution in this Eastern Boundary Cur-
rent region (also see Farrell et al. 1991; Wing et al. 1995; 
Morgan et al. 2012; Hameed et al. 2016). In fact, because 
downwelling winds were associated with increased overall 
recruitment rate and poleward dispersal, the majority of 

recruits arriving over our 2014 and 2015 study periods were 
predicted to originate south of the study site. Outside of the 
upwelling season, which typically runs from April to Octo-
ber along the Oregon and Washington coasts (Strub et al. 
1987), downwelling conditions are even more frequent. Any 
role of wind-driven flow variability in promoting poleward 
dispersal and shifts in abundance distributions is likely to 
differ by species, with variation in behaviors determining 
their vertical and horizontal location in the water column 
and, consequently, dispersal direction (Morgan et al. 2009; 
Morgan and Fisher 2010) and distance (Largier 2003; Nick-
ols et al. 2012, 2015). The potential for poleward dispersal 
can also depend on timing of reproduction (see Byers and 
Pringle 2006). While spawning has historically been known 
to occur during winter pulses for M. trossulus and year-
round for M. californianus (Suchanek 1981), the seasonality 
of Mytilus spp. recruitment appears to be shifting, possibly 
driven by recent changes in large-scale flow patterns (Menge 
et al. 2009). Due to difficulty of species identification for 
Mytilus recruits, such shifts in reproductive timing may also 
reflect species-specific responses, which could confound 
results in time-series studies—including ours—if they span 
recruitment from spawning pulses of both species.

Perhaps the most intriguing finding of our study was the 
variation in cohort thermal tolerance limits that was asso-
ciated temporally with flow conditions. Potential mecha-
nisms underlying variable tolerance limits include differen-
tial acclimation or mortality (due to pre- or post-settlement 
selection and associated trade-offs) and traits inherited from 
different parent populations (Pörtner et al. 2006; Marshall 
and Morgan 2011; Johnson et al. 2014; Benestan et al. 2016; 
Samani and Bell 2016). Our results support a mechanism 
involving differential acclimation or pre-settlement selection 

Fig. 5  Relationship between 
observed thermal tolerance 
limit (LT50, the temperature 
lethal to 50% of individuals in 
each cohort) and predicted a, c 
maximum temperature and b, d 
temperature variance experi-
enced during dispersal (i.e., 
along the larval pathway)
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for increased thermal tolerance limits during the pelagic lar-
val stage, given higher LT50 values for cohorts predicted 
to have experienced higher and more variable temperatures 
during this stage. Hayhurst and Rawson (2009) also showed 
differential larval survival during a ~1 month exposure to 
this range of temperatures—with higher mortality at 15 °C 
than 10 °C—for two Mytilus species on the USA east coast. 
Furthermore, conditions during larval development have 
been shown to influence benthic performance in marine 
invertebrates (Pechenik 1999; Phillips 2004; Allen and 
Marshall 2010; Crean et al. 2011). For example, Giménez 
(2010) and Rey et al. (2016) demonstrated links between 
oceanographic conditions and size at metamorphosis and 
performance (growth and survival) of green crabs (Carcinus 
maenas) in later life stages.

Several alternate mechanisms for differential thermal tol-
erance limits were not supported. First, larval condition did 
not appear to differ with thermal tolerance limit, as the lat-
ter was not related to chlorophyll a levels (an index of food 
availability) along the larval pathway in 2014 nor size of 
individuals (an index of larval condition). Second, thermal 
tolerance limit was not related to maximum onshore tem-
peratures, suggesting that differences between cohorts were 
not driven by post-settlement mortality. Third, for this varia-
tion to be explained by genetic differences between potential 
parent populations, thermal tolerance limits should be higher 
in populations to the north (the predicted origin of more 
tolerant larvae recruiting during upwelling) than south of 
our study site. The genetic basis of larval phenotype (e.g., 
thermal tolerance) is largely unknown across marine inver-
tebrate taxa (Sanford and Kelly 2011), but the opposite trend 
is best supported: M. californianus thermal tolerances tend 
to increase from north to south along the USA west coast, 
based on studies of 7 populations across 33° of latitude 
(Logan et al. 2012). It is possible that the parents of recruits 
arriving from the north inhabit “hot spots” (Helmuth et al. 
2002), where body temperatures and, potentially, selection 
for increased thermal tolerances are relatively high. How-
ever, a preliminary investigation of 5 populations spanning 
100 km and the Cape Meares field site indicated that toler-
ance limit differences were small and did not vary linearly 
with latitude (C. Sorte, unpubl. data).

In summary, our integrated field and modeling work 
uncovered correlations between wind and flow transitions 
and the number, source, and thermal tolerance phenotypes of 
mussel recruits across two time series on the central Oregon 
coast. All three of these responses are indicators of persis-
tence potential. Over the next century, warming sea surface 
temperatures are likely to influence development (and, thus, 
dispersal patterns) of marine invertebrates (Byrne 2011). At 
the same time, climate change is expected to increase the 
strength of alongshore winds and intensify coastal upwelling 
in most Eastern Boundary Upwelling Systems, and the 

upwelling season is projected to start earlier and end later 
at higher latitudes (Snyder et al. 2003; Sydeman et al. 2014; 
Wang et al. 2015). By decreasing downwelling and oppor-
tunities for poleward dispersal, this may have implications 
not only for compensatory poleward range shifts, but for 
local population persistence along this advective coastline 
(Hastings and Botsford 2006).
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