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Abstract Micro-computed tomography (lCT) has

become an important tool for morphological characteriza-

tion of cortical and trabecular bone. Quantitative

assessment of bone tissue mineral density (TMD) from lCT

images may be possible; however, the methods for cali-

bration and accuracy have not been thoroughly evaluated.

This study investigated hydroxyapatite (HA) phantom

sampling limitations, short-term reproducibility of phantom

measurements, and accuracy of TMD measurements by

correlation to ash density. Additionally, the performance of

a global and a local threshold for determining TMD was

tested. The full length of a commercial density phantom was

imaged by lCT, and mean calibration parameters were

determined for a volume of interest (VOI) at 10 random

positions along the longitudinal axis. Ten different VOI

lengths were used (0.9–13 mm). The root mean square error

(RMSE) was calculated for each scan length. Short-term

reproducibility was assessed by five repeat phantom mea-

surements for three source voltage settings. Accuracy was

evaluated by imaging rat cortical bone (n = 16) and bovine

trabecular bone (n = 15), followed by ash gravimetry.

Phantom heterogeneity was associated with \0.5% RMSE.

The coefficient of variation for five repeat measurements

was generally \0.25% across all energies and phantom

densities. Bone mineral content was strongly correlated to

ash weight (R2 = 1.00 for both specimen groups and both

threshold methods). Ash density was well correlated for the

trabecular bone specimens (R2 [ 0.80). In cortical bone

specimens, the correlation was somewhat weaker when a

global threshold was applied (R2 = 0.67) compared to the

local threshold method (R2 = 0.78).

Keywords Micro-computed tomography � Computed

tomography � Mineralization � Bone tissue � Density

Micro-computed tomography (lCT) has become an impor-

tant tool for addressing a wide range of research questions

related to the biology of bone and other calcified tissues.

Quantitative measures derived from lCT have generally

been limited to geometric and topological parameters

describing the size and shape of trabecular and cortical bone

[1–4]. These microstructural features have been shown to

improve the prediction of bone strength independently of

traditional measures of bone density [5, 6] and, therefore,

represent a target for therapeutic manipulation. In addition to

geometry, bone material composition is a determinant of

bone strength [7] and can be positively modified pharma-

cologically [8]. Quantification of the mineral and organic

properties of bone tissue has primarily been limited to two-

dimensional (2D), destructive methods, including microra-

diography [9], infrared spectroscopic imaging [10], and

backscatter electron imaging [11]. The ability to character-

ize tissue-level mineralization through 3D, nondestructive

means would be an attractive complement to microstructural

and biomechanical analyses already established for lCT.

Analogous to clinical quantitative computed tomogra-

phy (QCT), lCT image intensity values (X-ray linear

attenuation) reflect compositional properties of the imaged

field of view (FOV). Where QCT gives apparent level

measures of bone mineral density (BMD), the resolution of
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lCT is sufficient to potentially permit tissue-level charac-

terization of the degree of mineralization. Recently,

synchrotron radiation lCT (SR-lCT) experiments have

established the principle of densitometric lCT [12, 13] and

have been applied to demonstrate pathological and phar-

macological changes in tissue composition [14–17].

However, translation to widely available polychromatic

lCT (X-ray tube desktop systems) faces several chal-

lenges. Specifically, polychromatic lCT is subject to

beam-hardening effects, which result in spatial and geo-

metric dependencies in the depiction of linear attenuation

across the imaged FOV. Additionally, the signal-to-noise

ratio (SNR) is typically lower for standard lCT, and

commonly used cone-beam reconstruction methods are

subject to geometric artifacts [18]. Nevertheless, a few

commercial systems now provide protocols for calibrating

reconstructed linear attenuation to mineral density.

The purpose of this study was to evaluate several

important aspects of quantitative polychromatic lCT. Spe-

cifically, the following were characterized: (1) the error

associated with sampling a relatively small section of a

phantom comprised of hydroxyapatite (HA) and epoxy resin

cylinders with known bulk concentrations but apparent

microscale heterogeneity, (2) the short-term reproducibility

of calibration measurements, and (3) the accuracy of mean

measures of the degree of mineralization in trabecular and

cortical bone through comparison to ash density reference

measurements, with a focus on the effects of two different

segmentation methods for identifying mineralized tissue.

Materials and Methods

lCT

All imaging measurements in the present study were made

on a commercial lCT system (lCT-40; Scanco Medical,

Brüttiselen, Switzerland). This device consists of a micro-

focus X-ray source with a 0.5-mm-thick aluminum filter

that produces a narrow-angle cone beam, incident upon a

1,024 9 64 element CCD detector. A previous generation

of this scanner has been described in detail [19]. The

reconstruction algorithm, beam-hardening correction, and

HA phantom detailed below were provided by the manu-

facturer. Unless stated otherwise, all imaging measurements

described below were acquired as follows: 1,000 half-field

projection images were collected spanning 360 degrees,

with each projection sampled for 200 milliseconds. The

projections were then reconstructed across a 1,024 9 1,024

matrix spanning a 36.9 mm FOV and resulting in an iso-

tropic nominal resolution of 36 lm. Projection frame

averaging (n = 10) was used for improved SNR for

establishing the baseline calibration, and subsequently the

calibration was routinely monitored for quality-control

purposes using single-frame acquisitions (n = 1).

Beam-Hardening Correction

To minimize geometric dependencies in reconstructed

linear attenuation values, voltage-specific beam-hardening

correction (BHC) factors were determined by the

manufacturer. A wedge-shaped phantom (70 9 35 mm)

composed of a 200 mg HA/cm3 HA–epoxy resin mixture

was imaged for three source voltages (45, 55, 70 kVp). This

concentration was assumed to be a reasonable approxima-

tion of apparent level mineral density for cancellous bone

biopsies/necropsies and whole-bone samples from small

animals. This model for beam hardening assumes bone to be

composed of two phases: a highly attenuating calcium

phosphate mineral component and a soft tissue-equivalent,

organic phase. The phantom geometry is shown in sche-

matic form in Fig. 1a. For each voltage setting, the

transmitted X-ray intensity through the phantom (Imeas) and

the unimpeded reference intensity (I0) were measured at 15

positions along the length of the wedge, corresponding to

thicknesses of 0–7 mm. For unit attenuation, the deviation

in the absorption curve (ln[I0/Imeas]) from linearity—ln(I0/

Itheory)—indicates the degree of beam hardening (Fig. 1b).

A voltage-specific correction equation (ev, Fig. 1c) was

derived using a third-order polynomial least squares fit of

the difference—ln(I0/Itheory) – ln(I0/Imeas)—as a function of

ln(I0/Imeas). Corrected absorption values (ln[I0/Icorr])

are calculated at reconstruction time for tomographic

acquisitions based on this correction equation for the cor-

responding voltage configuration:

ln
I0

Icorr

� �
¼ ln

I0

Imeas

� �
þ ev½ln

I0

Imeas

� �
� ð1Þ

Density Calibration

Calibration of the reconstructed gray-scale attenuation

values against mineral density was performed using a

phantom composed of five cylinders of HA–resin mixtures

with a range of mineral concentrations (0, 100, 200, 400,

800 mg HA/cm3), where 0 mg HA/cm3 represents a soft

tissue equivalent background devoid of mineral. For each

anode voltage (45, 55, 70 kVp), 24 slices were acquired

near the mid-length of the phantom. The mean attenuation

value for each cylinder was calculated at each voltage

setting, and individual linear relationships were determined

against the known mineral concentrations:

HA½ � ¼ mlþ b ð2Þ

where m and b represent the slope and intercept relating

HA concentration ([HA] in mg HA/cm3) to linear
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attenuation (l). A representative tomographic image of the

phantom and corresponding calibration plots are presented

in Fig. 2. A simple script was developed to allow conve-

nient calibration scan repetition at a fixed position for the

reproducibility experiments described below and routine

monitoring of system stability.

Phantom Sampling

Due to the low solubility of HA, phantoms for bone mineral

are typically composed of HA–epoxy resin composites. The

granularity of such phantoms—readily apparent at lCT

resolutions—is a potential source of error for the proposed

calibration scheme [20, 21]. To characterize sampling

limitations due to phantom heterogeneity, a single acqui-

sition covering the full length of the phantom (16 mm) was

acquired at 70 kVp. Mean attenuation values were deter-

mined for each HA cylinder in 10 regions of interest (ROI)

randomly placed along the length of the phantom. This was

repeated for six different ROI lengths ranging 0.9–13 mm

(number of slices = 24, 48, 96, 182, 288, 360), which

corresponded to even multiples of the detector stack size for

this acquisition mode (24 slices). The root mean square

error (RMSE) was calculated for each length against the

mean attenuation of the full cylinder:

RMSEc;l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn

i¼1

lc;l;i �Mc

� �2

s
ð3Þ

where RMSEc,l is the RMSE for a length l in the cylinder

with concentration c, lc,l,i is the mean attenuation of the ith

randomly placed ROI with length l in the cylinder with

concentration c, Lc is the mean attenuation for the full

length of the cylinder with concentration c, and n is the

number of regions sampled for each of the six lengths l

(here n = 10). RMSE has been reported as a percent of

Lc. RMSE was also calculated for the calibration slope

and intercept.

Fig. 1 Schematic of BHC wedge phantom scan (a); representative wedge phantom measurement results for 70 kVp setting (b); plot of correction

factor function, ev (c)

Fig. 2 Representative slice from a phantom calibration scan (a) and

typical calibration regression curves for each X-ray source voltage (b)
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Reproducibility

Short-term reproducibility of phantom calibration mea-

surements was evaluated using the standardized calibration

technique described above. Reproducibility was determined

by acquiring five sets of calibration data for each voltage over

the course of 3 days. Phantom repositioning was performed

between repetitions, and scan localization was set to a fixed

position in the scanner coordinate system. The mean linear

attenuation coefficient was determined for each cylinder, for

each repetition, and at each energy level. The coefficient of

variation (CV%) was calculated for each cylinder at each

energy level. Similarly, CV% was determined for the cali-

bration slope and intercepts calculated for each repetition.

Accuracy

The accuracy of lCT-derived measures of tissue-level

mineral density was assessed by comparison to empirical

measures of mineral content (ash gravimetrics) in two

distinct groups of bone tissue: Cylindrical cores

(8 9 18 mm) of bovine trabecular bone were acquired

from the proximal femur (n = 8) and proximal tibia

(n = 7). The mean morphological properties for this

specimen group, calculated by direct 3D methods from

lCT images described below [3], are listed in Table 1. A

second set of specimens included mid-diaphyseal sections

(4 mm in length) from the tibia (n = 9) and femur (n = 9)

of adult Sprague-Dawley rats. All specimens were defatted

using alternating cycles of deionized water and a mild

biological detergent solution (1%, Tergazyme; Alconox

Inc., New York, NY) under sonication and a mild water jet-

wash. This process was necessary for gravimetry and was

performed prior to imaging to avoid discrepancies in lCT

and gravimetry data related to minor changes in bone mass

as a result of the cleaning process. Specimens were stored

at -20�C when not being processed.

All specimens were imaged using a similar protocol as

described earlier with two exceptions: the FOV was

16.4 mm (16 lm nominal resolution) and no projection

averaging was used in order to be consistent with a typical

specimen protocol. Because the BHC and calibration

models assume a soft tissue-equivalent background, all

bone specimens were immersed in deionized water and air

bubbles were removed by repeat vacuum cycles at 28 psi.

The SNR of the reconstructed images was calculated as the

mean attenuation of the bone phase divided by the standard

deviation of the water background.

Segmentation of the reconstructed gray-scale image into

a binary bone/background image was carried out using two

methods in an in-house customized version of IPL (IPL

v5.01c-ucsf, Scanco Medical): (1) a global threshold

automatically determined for each specimen using a com-

mon adaptive iterative method [22] and (2) a local adaptive

threshold [23]. Briefly, the global adaptive iterative

threshold method was implemented as follows: a 3D con-

strained gaussian filter (r = 0.7, kernel = 3) was applied

to remove high-frequency noise prior to the binarization

step. Assuming a bimodal intensity distribution, the mid-

point between bone and background peaks in the intensity

histogram is iteratively determined according to Eq. 4:

Tkþ1 ¼

Pi¼Tk

i¼0

ihðiÞ

2
Pi¼Tk

i¼0

hðiÞ
þ

PN
i¼Tkþ1

ihðiÞ

2
PN

i¼Tkþ1

hðiÞ
ð4Þ

where Tk is the trial threshold, h(i) is the histogram count

for intensity i, and N is the maximum image intensity.

When subsequent thresholds are identical, convergence has

been reached, which effectively is equivalent to the mid-

point between bone and background peaks. This value,

determined for each specimen, was used as the global

threshold. The mean global threshold values were equiva-

lent to [HA] values of 515 ± 12 and 573 ± 14 mg HA/

cm3 for the trabecular and cortical specimens, respectively.

The trabecular bone morphometric results presented in

Table 1 were determined using global segmentation.

A summary schematic of the local threshold algorithm is

presented in Fig. 3, while the complete algorithm details

have been described elsewhere [23]. In this method, a

Canny edge detector is used to locate bone marrow sur-

faces in the original gray-scale image. The intensity values

of these edge voxels are then used as local threshold values

for adjacent voxels. First, a 3D constrained gaussian filter

(r = 0.7, kernel = 3) is applied to remove high-frequency

noise and texture. To further minimize false edge detection

arising from noise or real image texture, the intensity

values in the smoothed image were truncated using a floor

and ceiling operator ([HA]min = 0 mg HA/cm3,

[HA]max = 1,050 mg HA/cm3). A lower (Glow) and upper

(Ghigh) gradient magnitude cut-off is required as input for

the Canny algorithm to determine true edges. These

parameters were automatically selected for each specimen

based on the histogram of the gradient magnitude image.

Table 1 Morphological properties of the bovine specimens (global

segmentation)

Femur (n = 8) Tibia (n = 7)

BV/TV 0.22 ± 0.02 0.19 ± 0.04

Tb.Th (lm) 154.9 ± 4.5 173.3 ± 10.9

Tb.Sp (lm) 637.8 ± 51.4 761.5 ± 123.7

Tb.N (mm-1) 1.42 ± 0.11 1.21 ± 0.18

BV/TV, bone volume/total volume; Tb.Th, trabecular thickness;

Tb.Sp, trabecular separation; Tb.N, trabecular number
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The same adaptive iterative approach used for the global

segmentation was used to determine Glow from the gradient

magnitude histogram [22]. As applied here, this technique

iteratively selected the midpoint between the histogram

peaks representing weak gradients (noise, texture) and

strong gradients (bone–marrow interfaces). The histogram

peak position corresponding to the strong gradient magni-

tude was taken as Ghigh (Fig. 4).

The mean tissue mineral density of the bone matrix

(TMD), intraspecimen distribution of tissue mineral den-

sity (TMD.SD), and bone mineral content (BMC) were

calculated in IPL based on the calibrated voxel attenuation

values according to Eq. 2. To calculate TMD, the binary

image from either segmentation process was used to mask

the original gray-scale data. Each mask was eroded by two

voxels to exclude partial volume. The mean linear attenu-

ation value of voxels in the mask was converted to an

equivalent HA concentration (mg HA/cm3) using the cal-

ibration slope and intercept for the appropriate source

voltage. Additionally, the TMD.SD within each specimen

was calculated as the standard deviation of TMD across all

bone voxels. BMC was calculated as the product of TMD

and total bone volume.

Following the completion of imaging experiments, all

specimens were transferred to preweighed porcelain cruci-

bles, then placed inside a furnace (FB1300; Barnstead

Thermolyne, Dubuque, IA) for 48 h at 6008C to remove all

organic tissue components. The remaining ash mineral mass

was weighed and corrected with the weight of the empty

crucible to give ash weight. Bone volume determined by

lCT (global threshold method) was used to calculate ash

density. In this case, bone volume was determined prior to

the voxel-peeling process used to calculate TMD.

Statistics

The mean and standard deviation for all indices were cal-

culated for trabecular and cortical specimens. A one-way

analysis of variance (ANOVA) with Tukey’s honest sig-

nificant difference (HSD) post hoc test was used to

evaluate statistical differences for the reproducibility

results. Regression analysis was performed to compare

lCT-derived measures of mineralization to the gravimetric

results. Linear correlations between BMC and ash weight

were determined individually for trabecular and cortical

specimens due to the large difference in weight between

these groups. The correlation between ash density and

TMD was also calculated separately for the trabecular and

cortical specimen groups.

Results

Phantom Sampling

RMSE in the mean attenuation value for a phantom cyl-

inder was found to decrease as the sampled length along

the phantom increased (Fig. 5). For a single stack acqui-

sition (24 slices, 0.86 mm) RMSE ranged 0.19–0.39%,

while the longest sampled length (360 slices, 12.96 mm)

yielded RMSE of 0.04–0.13%. The largest RMSE for

attenuation was generally found in the low-density cylin-

ders with non-zero HA concentrations and the lowest in the

Fig. 3 Summary flow diagram

for local threshold algorithm

Fig. 4 Gradient magnitude histogram demonstrating the automated

hysteresis threshold selection for the adaptive local threshold method
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background (pure epoxy) and highest-density cylinders.

The errors for the calibration ranged 0.15–0.21% for the

slope and 0.29–0.50% for the intercept. The mean slope

and intercept for the shortest and longest sampled lengths

were not statistically different (P [ 0.05).

Reproducibility

Short-term reproducibility errors for phantom density cal-

ibration measurements were low (Table 2). The CV% of

mean linear attenuation values calculated for repeat phan-

tom scans ranged 0.03–0.21%. Reproducibility for the

derived calibration slope and intercept was 0.09–0.20%. In

general, CV% was highest for 70 kVp scans and lowest at

45 kVp. Results were analyzed using a one-way ANOVA

between 45, 55, and 70 kVp acquisitions. This analysis

revealed a significant effect for voltage (P \ 0.0001).

Tukey’s HSD test showed significant differences in CV%

between each voltage configuration (P \ 0.05).

Accuracy

Representative images from the trabecular and cortical

specimens are presented in Fig. 6, and mean densitometric

indices are given in Table 3. Using a typical acquisition

protocol, a mean SNR of 27.9 was found for the trabecular

bone images, while mean SNR was 28.9 for cortical bone

images. The regression analysis results are plotted in Fig. 7.

TMD ranged 900–1,100 mg HA/cm3, with the trabecular

specimens spanning the lower half of the range and cortical

specimens spanning the higher half. Global segmentation

tended to yield a lower TMD value compared to local

segmentation; however, this was only statistically signifi-

cant for the cortical bone specimens (P \ 0.01), where local

segmentation was more strongly correlated to ash density

(R2 = 0.78 vs. R2 = 0.67). Qualitatively, cortical speci-

mens appeared to have a greater range of mineralization

levels. This was corroborated by a greater average TMD.SD

for cortical specimens compared to trabecular specimens

(111.4 vs. 93.2 mg HA/cm3, P \ 0.0001). BMC was very

strongly correlated to ash weight (R2 = 1.00) for both

specimen groups using either segmentation method. Local

segmentation underestimated ash weight to a larger degree

than did global segmentation (slope = 0.78 vs. 0.85,

respectively).

Discussion

Quantitative characterization of tissue-level mineralization

in a nondestructive, 3D fashion would be an attractive

complement to bone morphometry and whole-bone mea-

sures of bone mass (BMD). In this study, the

reproducibility and accuracy of a density calibration

method for quantitative polychromatic lCT have been

established. In addition, the accuracy of mean density

parameters has been characterized in cortical and trabec-

ular bone specimens by comparison to physical measures

of mineral content.

Based on the results of phantom sampling experiments,

a single stack acquisition (corresponding to 24 slices/

0.864 mm) was deemed reasonable for routine calibration

scans and, by extension, for evaluation of reproducibility

and accuracy of the device for quantitative measures of

tissue density. Errors related to reproducibility of calibra-

tion measurements at a fixed position in the phantom were

low for all X-ray source voltages (CV \ 0.25%), though

CV tended to increase with increasing voltage. It is

Fig. 5 Error due to sampling a subsection of the whole phantom

volume. RMSE was calculated for each concentration by measuring

10 randomly placed (in z direction) ROIs relative to the mean

concentration for the entire phantom length

Table 2 Short-term reproducibility (CV%) of phantom calibration

Voltage (kVp) Phantom cylinders Calibration

0 (%) 100 (%) 200 (%) 400 (%) 800 (%) Slope (%) Intercept (%)

45 0.04 0.03 0.06 0.04 0.07 0.09 -0.20

55 0.08 0.07 0.10 0.13 0.13 0.15 -0.13

70 0.17 0.12 0.21 0.19 0.18 0.19 -0.10
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important to note that these results are specific to the

phantom design, BHC method, and type of scanner used

and may not be fully generalized across all lCT systems

and phantom configurations.

An early study by Mulder et al. [21] presented a density

calibration scheme for a similar polychromatic lCT sys-

tem, which employed the manufacturer’s generalized BHC

used at the time and a polynomial calibration determined

from sequential scans of liquid K2HPO4 solutions. Accu-

racy was estimated by comparing mean density measures

in a set of individual cylindrical phantoms to theoretical

attenuation values [24] based on the phantom concentration

and mean effective energy (estimated from the same

phantom scans). More recently, custom software BHC

techniques have been introduced that are energy- and

material-specific. Additionally, a standard density calibra-

tion phantom has been developed. The primary strength of

this study is that the calibration methods applied include

the new energy-specific BHC, optimized for bone tissue

(using a 200 mg HA/cm3 wedge phantom). Furthermore, in

this study accuracy was determined in real bone specimens

using empirical means (gravimetry) rather than estimated

Fig. 6 Representative images

for bovine trabecular specimens

(a) and rat cortical specimens

(b) with superimposed images

comparing the global adaptive

iterative and local adaptive

segmentations (c, d), where

gray represents common voxels,

blue represents global-only

voxels, and red represents local-

only voxels

Table 3 Mean and standard deviations for densitometric indices for trabecular and cortical specimens

Trabecular Cortical

Global Local Global Local

lCT

TMD (mg HA/cm3) 947.4 ± 25.2 958.1 ± 24.6 1,042.3 ± 20.4 1,062.0 ± 17.7

TMD.SD (mg HA/cm3) 99.1 ± 3.4 93.2 ± 2.5 129.3 ± 8.0 111.4 ± 5.5

BMC (mg HA) 147.8 ± 30.0 138.8 ± 27.6 26.8 ± 5.1 26.4 ± 5.2

Gravimetry

Ash density (mg HA/cm3) 1,106.9 ± 28.4 – 1,130.8 ± 25.1 –

Ash weight (mg) 172.7 ± 35.3 – 29.1 ± 5.7 –
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comparisons to theory in homogenous solutions. Finally,

the solid phantom used in this study is widely available and

not subject to air bubble formation and the temporal

instability associated with aqueous phantoms.

Two different segmentation techniques have been

applied to identify bone voxels for calculating TMD in

trabecular and cortical bone specimens: (1) a global

method, where a single threshold level is automatically

determined from the image intensity histogram, and (2) a

local segmentation method, where voxel-specific thresh-

olds are chosen based on local edge intensity values. The

global iterative threshold method is advantageous in that it

is fully automatic, is nonparametric, and requires no sub-

jective input. Similar local adaptive threshold methods

have been shown to provide improved segmentation under

limited resolution scenarios and where bone tissue density

is variable across the region of analysis [23, 25]. Visually,

it is apparent that the cortical specimens (TMD.SD =

111 mg HA/cm3) exhibit greater variability in TMD

(Fig. 6b). Furthermore, the corresponding composite

image (Fig. 6d) demonstrates that global segmentation

excludes some significant regions of hypomineralization

and does not capture some fine cortical pore structure. Our

regression analysis results indicate that a more sophisti-

cated segmentation can improve measures of TMD when a

significant degree of variability in the degree of minerali-

zation exists within a sample. Qualitatively, the

discrepancy between the global and local segmentations

was minimal for the trabecular specimens used in this

study (Fig. 6c). This coincided with a significantly lower

average TMD.SD (93 mg HA/cm3). These results suggest

that simple global thresholding is sufficient for more

homogenous specimens.

A limitation and potential source of error in the cali-

bration scheme used here is the range of HA concentrations

represented in the phantom (0–800 mg HA/cm3). Because

the biological range of TMD typically exceeds 1,000 mg

HA/cm3, extrapolation of the calibration curve is necessary

for most applications in bone biology. Beyond these

concentrations it is difficult to manufacture relatively

homogeneous HA–epoxy resin mixtures. Recently,

Schweizer et al. [26] proposed methods to manufacture

pure HA-based phantoms with concentrations of approxi-

mately 1,200–3,000 mg HA/cm3. While differences in

background matrix between these phantoms must be taken

into account, composite phantoms may overcome the need

for extrapolated calibrations. It is not clear how multiple

acquisitions for each density, as done by Schweizer et al.,

would differ from the calibration using a single phantom.

Additionally, unlike clinical QCT, a limitation of this

calibration method is that the calibration is performed as a

separate acquisition from the specimen. While the cali-

bration scan is highly reproducible over the short term, it is

critical that stability is monitored over the longer course of

an experiment to identify possible deviations.

The performance of the BHC has not been tested directly.

Typically, lCT experiments are designed to compare

specimens of comparable dimensions. For this reason, it was

Fig. 7 Regression analysis

results for TMD compared to

gravimetric ash density for (a)

bovine trabecular bone and (b)

rat diaphyseal cortical bone.

TMD was determined by

segmenting the mineralized

phase using either an adaptive

iterative global threshold

(white) or an adaptive local

threshold (black). BMC was

calculated as TMD * BV and

regressed against ash weight for

trabecular bone (c) and cortical

bone (d) specimens
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deemed more relevant to consider the regression analysis

independently for trabecular and cortical specimens. Nev-

ertheless, it is important to note that there is a significant

shift in the regression equations (i.e., the equation inter-

cepts) between these two groups. This indicates a residual

beam hardening–related geometric dependence in the

depiction of mineralization. It is not clear to what extent

these errors are affected by geometric and compositional

variability; therefore, these results suggest that this BHC

and calibration scheme are not well suited for densitometric

comparisons across specimens with disparate geometries.

The results of this study recommend several important

directions for future research. First, the accuracy results

presented here only represent volume-averaged analysis of

mean mineralization and do not demonstrate the local

accuracy of mineralization depiction. Forthcoming studies

presenting spatially resolved comparisons of polychromatic

lCT-derived mineralization maps to SR-lCT and Fourier

transform infrared spectral imaging will address this

question. Second, the resolution dependence of tissue

density measures is unknown. The optical resolution of the

system corresponds to approximately 1–2 voxels. For this

reason, it is important to exclude two layers of voxels at the

bone surface when calculating TMD because these voxels

would be expected to contain significant partial signal from

the marrow. Based on the morphology of our specimens

(Table 1), mean trabecular thickness was spanned by

approximately 10 voxels (16 lm). Therefore, approxi-

mately 60% of the mean trabecular width was included in

the density calculation following the peeling procedure.

Accordingly, a greater fraction of bone volume would be

excluded for specimens with higher surface areas (more

rod-like structures); therefore, shape should be considered

when establishing acquisition protocols. The results of this

study do not necessarily extend to more limited resolution

protocols. Finally, the accuracy results of this study were

limited to two specimen types with moderate morpholog-

ical variability. The feasibility of comparing densitometrics

across specimens with more widely divergent geometries

and compositions remains to be established.

In summary, several important aspects of quantitative

polychromatic lCT have been characterized in this study.

Errors due to sampling a small section of the calibration

phantom do not exceed 0.5%, even when the sampled

length is below 1 mm. Furthermore, calibration scans were

found to be highly reproducible over the short term.

Measures of bone mineral mass and density derived from

lCT were moderately well correlated to gravimetric mea-

sures of mineral content when trabecular and cortical

specimens were considered individually. This indicates that

accurate measures of bone matrix mineralization are pos-

sible for sample populations with relatively consistent

geometries. Finally, a simple global threshold technique is

preferred for moderately homogenous bone tissue. How-

ever, more sophisticated segmentation schemes can be

beneficial when a significant degree of variability in min-

eralization is present.
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