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Abstract. Let D be a finite dimensional division algebra and N a subgroup
of finite index in D×. A valuation-like map on N is a homomorphism
ϕ : N → Γ from N to a (not necessarily abelian) linearly ordered group
Γ satisfying N<−α + 1 ⊆ N<−α for some nonnegative α ∈ Γ such that
N<−α �= ∅, where N<−α = {x ∈ N | ϕ(x) < −α}. We show that this implies
the existence of a nontrivial valuation v of D with respect to which N is
(v-adically) open. We then show that if N is normal in D× and the diameter
of the commuting graph of D×/N is ≥ 4, then N admits a valuation-like
map. This has various implication; in particular it restricts the structure of
finite quotients of D×. The notion of a valuation-like map is inspired by [27],
and in fact is closely related to part (U3) of the U-Hypothesis in [27].

1. Introduction

This paper grew out of the preprint [20] which is entirely due to Rapinchuk
and comprises of Sects. 2–5 of this paper and the preprint [29] which is
entirely due to Segev and comprises of Sects. 6–7 of this paper. In Sect. 8
we prove “Nonexistence Theorem at Diameter≥ 4” which is a combination
of the results in previous sections. The idea in Sect. 8 to use induction on the
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transcendence degree of the center of the division algebra (over its prime
subfield) is due to Rapinchuk.

The referee of [20] suggested that we put the preprints [20] and [29]
together to form a joint paper. We decided to accept this suggestion as the
combined result yields Theorem 3 (below) which is the best possible result
in a sense which will be made precise shortly.

Throughtout this paper D is an infinite division algebra having center K .
With the exception of Sects. 6–7, D is assumed to be finite dimensional. We
let N be a subgroup of D× of finite index. We will consider homomorphisms

ϕ : N → Γ(i)

from N to a totally ordered group Γ. The homomorphism ϕ need not be
surjective and Γ need not be commutative. Given γ ∈ Γ, we let

N<γ := {n ∈ N | ϕ(n) < γ } γ ∈ Γ

(where the homomorphisn ϕ is always understood from the context); N>γ ,
N≤γ , etc. are defined similarly.

Definition. Let D be a finite dimensional division algebra and let N ⊆ D×
be a subgroup of finite index. A valuation-like map on N is a nontrivial
homomorphism ϕ : N → Γ from N to a totally ordered group Γ such that
there exists a nonnegative α ∈ Γ for which

N<−α �= ∅ and N<−α + 1 ⊆ N<−α(VL)

where, of course, N<−α + 1 = {n + 1 | n ∈ N<−α}. We say that α is a level
of ϕ.

The notion of a valuation-like map is inspired by the paper [27] where in
Sects. 5–6 of that paper, Segev considers the “U-Hypothesis” which implies
the existence of a homomorphism ϕ as in (i) such that

N>0 + 1 ⊆ N≤0.(ii)

Using the equality x+1 = x(x−1+1), it is immediate that a homomorphism
ϕ satisfying (ii) is a valuation-like map having any nonnegative α ∈ Γ as its
level.

It is worth noticing that even in the simplest case N = D×, α = 0, the
conditions imposed on a valuation-like map are weaker than those in the
definition of a valuation (no information about ϕ(a+b)when ϕ(a) = ϕ(b));
general valuation-like maps resemble valuations even less. So, one of the
intriguing results of this paper is that any valuation-like map on a finite
index subgroup gives rise to a valuation, and the subgroup turns out to be
open with respect to the topology defined by this valuation.

Theorem 1. Let D be a finite dimensional division algebra over a finitely
generated infinite field K, and−1 ∈ N ⊆ D× be a subgroup of finite index.
Then N is open with respect to a nontrivial valuation v of D if and only if
N admits a valuation-like map.
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To keep the introduction less technical, we refer the reader to the beginning
of Sect. 2 for the definition of a valuation and the notion of openness. We
mention that in fact we prove a more precise statement than Theorem 1 (see
Theorem 5.1), but Theorem 1 conveys the essence of the result.

Thus, once we obtain a valuation-like map on N, we get a nontriv-
ial valuation of D with respect to which N is open. Questions dealing
with openness of subgroups have been considered for quite some time
for algebraic groups over global fields in the form of the congruence
subgroup problem (cf. [21] for a recent survey), but its analysis for di-
vision algebras over arbitrary fields became possible only after the pa-
per [27] and this subsequent paper which sharpens the results in this
direction.

As we will see momentarily, having N open with respect to a valuation
not only has high esthetic value, but is also practical and useful. We need
to recall (from [27]) the following definition. The commuting graph ∆(H)
of a finite group H , is the graph whose vertex set is H � {1} and whose
edges are pairs of commuting elements. The surprising connection between
the notion of the commuting graph and the notion of a valuation-like map
comes from [27] and is revealed in the following theorem.

Theorem 2. Let D be an infinite division algebra (not necessarily finite
dimensional) over an arbitrary field and N ⊆ D× be a normal subgroup of
finite index. If the diameter of the commuting graph of D×/N is ≥ 4, then
N admits a valuation-like map.

In fact, instead of Theorem 2 we will prove a more precise result (Theo-
rem 6.1) which gives a constructive way of building a valuation-like map
using a pair of elements in D× whose images are at distance≥ 4 in the com-
muting graph of D×/N. Note that if the diameter of the commuting graph
of D×/N is ≥ 3, then automatically −1 ∈ N, hence combining Theorem 1
and Theorem 2 we get

Theorem 3. Let D be a finite dimensional division algebra over a finitely
generated field and N ⊆ D× be a normal subgroup of finite index. If the
commuting graph of the quotient D×/N has diameter ≥ 4, then N is open
in D with respect to a nontrivial (height one) valuation of D.

Before discussing some applications of Theorem 3, let us note two things.
First, Theorem 3 is the best possible result in the following sense. In Sect. 8
we give an example (see Example 8.4) of a finite dimensional division
algebra D and a normal subgroup N of D× such that D×/N ∼= Σ3 × Σ3
(here Σ3 is the symmetric group on 3 letters), but N is not open with
respect to any single valuation of D. Since the diameter of the commuting
graph of Σ3 × Σ3 is 3, we see that the bound 4 can not be improved in
Theorem 3.

Secondly, Theorem 3 gives the existence of nontrivial valuations of D
in a variety of situations which is an interesting and important information
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per se. For example, if D×/N ∼= Σ3, then already D must admit a nontrivial
valuation (!), because the commuting graph of Σ3 is disconnected.

Our next (and last) result which restricts the structure of finite quotients
of D× is perhaps the most practical one.

Nonexistence Theorem at Diameter ≥ 4. Let G be a class of finite groups.
Call a member G ∈ G minimal if no proper quotient of G belongs to G
(i.e. if 1 �= M � G, then G/M /∈ G). Assume that

(1) The members of G are not solvable.
(2) If G ∈ G and N � G with G/N solvable, then N ∈ G.
(3) If G ∈ G and N � G is a solvable normal subgroup of G, then

G/N ∈ G.
(4) The commuting graph of minimal members of G has diameter ≥ 4.

Then no member of G is a quotient of the multiplicative group of a finite
dimensional division algebra.

Along the proof of “Nonexistence Theorem at Diameter ≥ 4”, we use
structural information on D×/N, when N is open with respect to a non-
trivial valuation v of D, we pass to the residue division algebra of v and
induct on the transcendence degree of the center K of D over its prime
subfield (showing that there is no loss of generality in assuming it is finitely
generated). Without getting into technical details, we mention that the idea
of passing to the residue division algebra comes from [27], where the local
ring R constructed in Sects. 7–10 of [27] is in fact a valuation ring of a valu-
ation extending a homomorphism ϕ as in (i) (v in the notation of 6.9 in [27],
see Appendix B) and satisfying (ii). This homomorphism is constructed in
Sects. 2–6 of [27]. In Sect. 10 of [27] Segev passes to the residue division
algebra of R and obtains a contradiction. As we noted, the idea of using
induction on the transcendence degree of K is due to Rapinchuk.

Obviously, “Nonexistence Theorem at Diameter ≥ 4” can be used to
restrict the structure of finite quotients of D×. For example, it was shown
in [31] that the commuting graph of a nonabelian finite simple group either
has diameter ≥ 5 or has diameter ≥ 4 and is balanced (see Appendix B
for the definition of balance) which in view of [27] implies that no finite
quotient of the multiplicative group of a finite dimensional division algebra
is nonabelian simple. Now we can derive this fact from “Nonexistence
Theorem at Diameter ≥ 4” (taking G to be the class of all nonabelian finite
simple groups) and the information needed for this is just that the diameter
of the commuting graph of a nonabelian finite simple group is ≥ 4 which is
a much easier fact to establish then showing balance.

The fact that no finite quotient of the multiplicative group of a finite
dimensional division algebra is nonabelian simple ([31]) completed the
proof of the Margulis-Platonov conjecture (MP) for the groups of the form
SL(1, D). We refer the reader to Appendix A for a more detailed discussion
of (MP).

We now turn to the following conjecture of Segev [28].
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Conjecture F.So.Q. (Finite Solvable Quotients). Finite quotients of the
multiplicative group of a finite dimensional division algebra are solvable.

This conjecture holds when the center of D is a global field (see [31] and
Appendix A) and when the degree of D is 3 or 5 (see [24] and [25]). Now, the
techniques in this paper bring us close to the resolution of this conjecture.
Indeed, observe that “Nonexistence Theorem at Diameter ≥ 4” is only
“distance one” away from the proof of Conjecture F.So.Q. Namely, the
class G = N S of all nonsolvable finite groups obviously satisfies conditions
(1)–(3) of “Nonexistence Theorem at Diameter ≥ 4”. As for condition (4),
Segev [30] showed that the diameter of any minimal nonsolvable group
is ≥ 3, and there are many examples where the diameter is precisely 3.
Thus, Conjecture F.So.Q. would follow if one could replace the requirement
“diameter ≥ 4” by “diameter ≥ 3” in condition (4). However, the proof of
“Nonexistence Theorem at Diameter ≥ 4” relies on Theorem 3 which is
simply not true under “diameter ≥ 3” hypothesis.

This was the status of Conjecture F.So.Q. at the time the manuscript
of the present paper was submitted (July, 2000). Over the past several
months, however, new progress was achieved in a joint work of the authors
with Gary Seitz. Namely, we have been able to show that Theorem 3 can
still be proven in the diameter ≥ 3 situation if one imposes one additional
technical condition on ∆(D×/N). Futhermore, this condition can apparently
be verified for all minimal nonsolvable groups, which allows one to extend
the “Nonexistence Theorem” to the class N S, proving thereby Conjecture
F.So.Q. These results will be presented in our forthcoming paper [22] which
we hope to complete soon. On the other hand, it would be interesting to
find out what can be proved in the direction of Theorem 3 without any
additional assumptions on ∆(D×/N). In this regard, we expect the answer
to the following question to be affirmative.

Question: Let D be a finite dimensional division algebra over a finitely
generated field and N ⊆ D× be a normal subgroup of finite index. Does the
fact that the commuting graph of the quotient D×/N has diameter≥ 3 imply
that N is open in D× with respect to a finite set T of nontrivial valuations
of D?

We observe that the affirmative answer to this question would allow one
to give an alternative proof of Conjecture F.So.Q. It could also be used
to restrict the structure of (solvable) finite quotients of D×, which may
eventually lead to a description of finite groups that can appear as quotients
of D× (we recall that for finite subgroups of D× this was accomplished by
Amitsur [1]).

Both authors are very thankful to Gopal Prasad for the inspiring interest
he had shown in this work, for reading the manuscript very carefully and
for finding numerous misprints in earlier versions of the manuscript. We are
also grateful to the referee for his suggestions.
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2. On subgroups open with respect to a valuation

Let D be a finite dimensional division algebra over its center K , N ⊆ D×
be a finite index subgroup of its multiplicative group. We always assume
that K is infinite. For technical reasons, it is convenient to assume that
−1 ∈ N. This assumption doesn’t really result in a loss of generality and
will be kept throughout the paper. Recall that a valuation of D is a group
homomorphism v : D× → Γ̃, from D× onto a linearly ordered group Γ̃
satisfying v(x + y) ≥ min{v(x), v(y)}, whenever x + y �= 0. The goal of
Sects. 2–5 is to establish a criterion for N to be open in D× with respect to
a nontrivial valuation v of D.

Notation 2.1. Let Γ be a nontrivial linearly ordered group (not necessarily
abelian but written additively!), and let ϕ : N → Γ be a homomorphism
(which will always be clear from the context).

(1) For β ∈ Γ, we let Γ<β (resp., Γ≤β,Γ>β , etc.) denote the set of γ ∈ Γ
satisfying γ < β (resp., γ ≤ β, γ > β, etc.).

(2) For a subset M ⊆ N, M<β (resp., M≤β,M>β , etc.) denote the set of
m ∈ M satisfying ϕ(m) < β (resp., ϕ(m) ≤ β, ϕ(m) > β, etc.).

(3) For a subfield L of D, write NL := N ∩ L , and ϕL := ϕ |NL : NL → Γ.

Remark 2.2. We recall the well known fact that given a (surjective) valuation
v : D× → Γ̃, the ordered group Γ̃ must be abelian. To see this one shows
easily that given x1, . . . , xk ∈ D× such that v(x1), . . . , v(xk) are in distinct
cosets of v(K×) in Γ̃, x1, . . . , xk are linearly independent over K . It follows
that |Γ̃ : v(K×)| ≤ dimK (D) <∞. Since v(K×) is contained in the center
of Γ̃, by [2], 33.9, p. 169, the commutator group of Γ̃ is finite. However Γ̃

is torsion free, so Γ̃ is abelian.

Suppose now that v is a valuation of D with the value group Γ̃ = v(D×)
and the valuation ring OD,v. Associated with any δ ∈ Γ̃, δ ≥ 0, one has
a two-sided ideal

mD,v(δ) = {x ∈ D× | v(x) > δ} ∪ {0}
of OD,v. The ideals {mD,v(δ)} for all nonnegative δ ∈ Γ̃ form a fundamental
system of open neighborhoods of zero for the natural topology on D asso-
ciated with the valuation v (sometimes referred to as the v-adic topology),
cf. details in [5], Sect. 5, n◦ 1. This topology makes D× into a topological
group, and the openness of a subgroup N ⊆ D× is equivalent to the fact that
there exists a δ ∈ Γ̃ such that 1 + mD,v(δ) ⊆ N. Of course, we will write
O, m, etc. instead of OD,v, mD,v . . . if this may not lead to a confusion.

Lemma 2.3. Let v : D× → Γ̃ be a valuation of D, and let N ⊆ D× be a
v-adically open subgroup having finite index m. If ϕ : N → Γ := v(N) is
the restriction of v, then ϕ is a valuation-like map.
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Proof. By our assumption there exists a δ∈ Γ̃, δ≥0, such that 1+m(δ)⊆N.
There exists an α ∈ Γ with the property α ≥ δ (one can take, for example,
α = δm! where m = |D× : N|); we claim that for any such α, N<−α + 1 ⊆
N<−α. Indeed, for any x ∈ N<−α we have

1+ x = (1+ x−1)x ∈ N,

as 1+x−1 ∈ 1+m(α) ⊆ 1+m(δ) ⊆ N. Furthermore, since v is a valuation,
we have

ϕ(1+ x) = v(1+ x) = v(x) < −α
as v(x) < 0 = v(1). So, 1+ x ∈ N<−α, as required. ��

From now on our efforts will be focused on reversing this lemma, viz. on
proving that if N admits a valuation-like map, then there exists a nontrivial
valuationv of D with respect to which N is open. To describe the relationship
between ϕ and v in precise terms, we need the following.

Definition 2.4. Let ϕ : N → Γ be a nontrivial homomorphism to a to-
tally ordered group (not necessarily surjective). We say that a valuation
v : D× → Γ̃ is associated with ϕ if there exists a nontrivial homomorphism
θ : ϕ(N)→ Γ̃ of ordered groups such that the diagram

N
ϕ→ ϕ(N)

ι ↓ ↓ θ
D× v→ Γ̃

in which ι is the inclusion map, commutes. Furthermore, we say that v
extends ϕ if θ is injective.

Remarks 2.5. (1) Note that given a nontrivial homomorphism ϕ : N → Γ,
the nontrivial valuation v : D× → Γ̃ is associated with ϕ if and only if
ϕ(n) ≥ 0 implies v(n) ≥ 0, for all n ∈ N.
(2) A special role in this paper is played by valuations of height one, for

which the value group is isomorphic (as an ordered group) to a subgroup
of the additive group (R,+) of the reals, and which therefore admit the
associated absolute value. In this regard we observe that if v : D× → Γ̃ is
a valuation and µ : Γ̃ → Γ̄ is a homomorphism of ordered groups onto a
(nontrivial) totally ordered group of height one, then v̄ = µ ◦ v is a height
one valuation. Moreover, if v is associated with ϕ : N → Γ, then so is v̄.
Finally, if Γ̃ is commutative and has finite height, then a homomorphism µ
as above exists (cf. [5], Ch. 6, Sect. 4, no. 4 for a discussion of the height
of a totally ordered group\valuation).

After some preparations in Sect. 2, we will examine the existence of
a valuation v associated with ϕ in the commutative (Sect. 4) and noncom-
mutative (Sect. 5) cases, respectively. As the following proposition shows,
once the existence of v has been established, the openness of N with respect
to v follows automatically.
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Proposition 2.6. Let −1 ∈ N ⊆ D× be a finite index subgroup which
admits a valuation-like map ϕ : N → Γ. Assume further that ϕ admits an
associated valuation v : D× → Γ̃. Then N is open in D× in the v-adic
topology.

Proof. We need to show that there exists a 0 ≤ δ ∈ Γ̃ such that

1+m(δ) ⊆ N.(i)

For that we will show that for each coset Na of N in D×, there exists
0 ≤ γ(Na) = γ ∈ Γ̃, such that

1+ (Na ∩m(γ)) ⊆ N.(ii)

Then, since N has a finite index in D×, the maximum, δ = max γ(Na),
taken over all cosets of N in D×, exists and obviously satisfies (i).

Let α be a level of ϕ. Pick α0 ∈ ϕ(N) with the property α0 > α. To
establish the existence of γ(Na), we need the following.

Lemma 2.7. (1) For m, n ∈ N such that v(m) < v(n)− θ(α0), the element
c = m + n belongs to N.
(2) For any a ∈ D×, there exists β(a) ∈ Γ̃ such that

a + {n ∈ N | v(n) < β(a)} ⊆ N.

Proof. (1): We have v(n−1m) = −v(n)+ v(m) < −θ(α0). Since the group
ϕ(N) is totally ordered and θ preserves the order relation, this implies that
ϕ(n−1m) < −α0 < −α, i.e. n−1m ∈ N<−α. Then

n−1m + 1 ∈ 1+ N<−α ⊆ N<−α ⊆ N

and therefore c = n(n−1m + 1) ∈ N.
(2): Since D is infinite, D = N − N (cf. [3], [33]), so there exists an

s ∈ N such that a + s ∈ N. Set

β(a) = θ(min(ϕ(s), ϕ(a + s))− α0)

(where θ : ϕ(N)→ Γ̃ is as in Definition 2.4).
Suppose now that t ∈ N satisfies v(t) < β(a). Then, in particular, v(t) <

v(s)−θ(α0), so it follows from (1) that t− s ∈ N;moreover, v(t− s) = v(t)
as v is a valuation and v(t) < v(s). Thus, v(t − s) < v(a + s)− θ(α0), and

a + t = (a + s)+ (t − s) ∈ N

again according to (1). The proof of the lemma is complete. ��
Now, fix a representative a of a given coset Na and let

γ = γ(Na) := |v(a)| + |β(a)|,
where β(a) is as in Lemma 2.7.2 (here, as usual, for γ ∈ Γ̃, we denote
|γ | = max{γ,−γ }). Suppose na ∈ Na ∩m(γ). Then

v(n) = v(na)− v(a) > (|v(a)| + |β(a)|)− v(a) ≥ |β(a)|,
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implying that

1+ na = n(n−1 + a) ∈ N

as v(n−1) < −|β(a)| ≤ β(a), and therefore by Lemma 2.7.2, n−1+ a ∈ N.
This shows (ii) and completes the proof of Proposition 2.6. ��

3. Towards proving the existence of an associated valuation

Throughout this section we assume that −1 ∈ N ⊆ D× is a finite index
subgroup admitting a valuation-like map ϕ : N → Γ having some level
α ∈ Γ, α ≥ 0. We continue with the notation in 2.1. We will be exploiting
the well-known connection between valuations and valuation rings. We
let A denote the subring of D generated by N>α, observing that in fact
it coincides with the set of all sums b1 + · · · + bl where all bi ∈ N>α.
Furthermore, the set O = {x ∈ D | xA ⊆ A}, is obviously a subring of D
and we let Õ denote the set of elements x ∈ D that are integral over O, i.e.
satisfy an equation

xd + a1xd−1 + · · · + ad = 0

for some d ≥ 1 with ai ∈ O. (If D is commutative, then Õ is obviously
the integral closure of O in D, however Õ may not be a subring for D
noncommutative). Given a subfield L of D, we write ÕL for the integral
closure of L ∩O in L (which, of course, is a subring of L).

Theorem 3.1. (1) For all x ∈ D×, either x or x−1 is in Õ.
(2) Let L be a subfield of D. Then ÕL is a valuation ring in L (i.e, for any

x ∈ L×, either x or x−1 belongs to ÕL).
(3) Õ ∩ N<−α = ∅.

Proof. Since N≥0 N>α ⊆ N>α, we get from the definition of O that N≥0 ⊆ O.
Let m = |D× : N|. Then for any x ∈ D× one has xm! ∈ N. Moreover, re-
placing x with x−1 if necessary, we may assume that xm! ∈ N≥0. Hence
xm! ∈ O, implying that x ∈ Õ. This shows (1), and (2) is proved in exactly
the same way.

To prove (3) we first show that

1 /∈ A.(i)

Assume that (i) is false, and pick a presentation

1 = b1 + · · · + bl, bi ∈ N>α

with minimal possible l (obviously, l > 1 as 1 /∈ N>α). We may assume that
ϕ(bl) = min

i=1,l
ϕ(bi). Now b−1

l ∈ N<−α so, b−1
l − 1 ∈ N<−α. It follows that

(b−1
l − 1)−1 ∈ N>α and we conclude that

bib
−1
l

(
b−1

l − 1
)−1 ∈ N>α for all 1 ≤ i ≤ (l − 1).
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However,

1 = b1b−1
l

(
b−1

l − 1
)−1 + · · · + bl−1b−1

l

(
b−1

l − 1
)−1

is a shorter presentation of 1, a contradiction, proving (i).
Now, suppose z ∈ N<−α ∩ Õ. Then z satisfies an equation

zd + a1zd−1 + · · · + ad = 0

with ai ∈ O. It follows that

z = −(
a1 + · · · + adz−(d−1)) ∈ O, i.e. zA ⊆ A.

Since z−1 ∈ N>α, the inclusion zA ⊆ A entails 1 ∈ A, contradicting (i).
The proof of the theorem is complete. ��
Lemma 3.2. Suppose N admits a valuation-like map ϕ : N → Γ having
a level α. Let v be a nontrivial valuation associated with ϕ. If Γ has height
one, then v extends ϕ.

Proof. By hypothesis there exists a commutative diagram

N
ϕ→ ϕ(N)

ι ↓ ↓ θ
D× v→ Γ̃

as in Definition 2.4. Recall that

Definition 3.3. A subgroup Λ of a totally ordered group is called isolated
if 0 ≤ γ ≤ δ ∈ Λ implies γ ∈ Λ.

Since Γ has height one, so does ϕ(N) ⊆ Γ (because having height one is
equivalent to being a subgroup of (R,+)). Since Ker θ is a proper isolated
subgroup of ϕ(N) it follows that Kerθ is trivial since ϕ(N) has no nontrivial
proper isolated subgroups (recall that one of the equivalent definitions of
the height of a totally ordered group is the maximum length of a chain of
isolated subgroups). ��

4. The commutative case

The following theorem gives a criterion for a subgroup N ⊆ K× of finite
index, K is an arbitrary field, to be open with respect to a single valuation.

Theorem 4.1. Let K be an infinite field, −1 ∈ N ⊆ K× be a subgroup of
finite index m. Then N is open with respect to some nontrivial valuation v
of K if and only if N admits a valuation-like map.

Suppose that N admits a valuation-like map ϕ : N → Γ. Then

(1) The valuation v above can be chosen to be associated with ϕ, and
moreover to extend ϕ if either α = 0 or Γ has height one.
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(2) If K is finitely generated, then there exists a unique (up to equivalence)
valuation of height one associated with ϕ, and N is open with respect
to this valuation.

Proof. If N is open with respect to some nontrivial valuation v, then
by Lemma 2.3, N admits a valuation-like map. So, suppose N admits
a valuation-like map ϕ. Consider A, O, and Õ introduced in the beginning
of Sect. 3. Since K is commutative, Õ is a subring of K . Moreover, it
follows from Theorem 3.1 that Õ is a valuation ring and Õ �= K . By ([5],
Sect. 3, n◦ 2–3) or ([26], Ch.1, Thm.3), there exists a nontrivial valuation
v : K× → Γ̃ := K×/Õ× whose valuation ring coincides with Õ. It follows
from our construction that N≥0 is contained in Õ, implying that v(N≥0)

is contained in Γ̃≥0; by Remark 2.5.1, v is associated with ϕ. Then, by
Lemma 3.2, v extends ϕ if Γ has height one. Suppose that α = 0. If θ is not
injective, then Ker θ∩Γ<0 �= ∅, implying N<0∩ Õ �= ∅which immediately
contradicts assertion (3) of Theorem 3.1.

Once the existence of a valuation v associated with ϕ has been estab-
lished, the openness of N in K× with respect to the corresponding v-adic
topology follows from Proposition 2.6.

Suppose now that K is finitely generated. Then it follows from Cor. 1 in
n◦ 3 and Prop. 3 in n◦ 2 of [5], Sect. 10, that Γ̃ = v(K×) has finite height, so
by Remark 2.5.2, there exists a valuation associated with ϕ having height
one. To establish the uniqueness, suppose that v1 and v2 are two valuations
with this property, i.e. for each i = 1, 2 there exists a commutative diagram
of the form

N
ϕ→ ϕ(N)

ι ↓ ↓ θi

K× vi→ Γ̃i

.

It is easy to see that for two isolated subgroups Λ1 and Λ2 (see Defin-
ition 3.3) of a totally ordered group one has one of the inclusions Λ1 ⊆ Λ2
or Λ2 ⊆ Λ1. By this fact, Kerθ1 and Kerθ2, being proper isolated subgroups
of ϕ(N) with quotients having height one, must coincide. This implies that
the valuation rings Ov1 and Ov2 also coincide. Indeed, for an x ∈ Ov1 ,
x �= 0, one has xm ∈ N, and there are two possibilities: 1) ϕ(xm) ≥ 0, and
2) ϕ(xm) < 0. In the first case, v2(xm) = θ2(ϕ(xm)) ≥ 0, and eventually
v2(x) ≥ 0. In the second case we have v1(xm) = θ1(ϕ(xm)) ≤ 0 which in
conjunction with v1(x) ≥ 0 (as x ∈ Ov1) implies that actually

ϕ(xm) ∈ Ker θ1 = Ker θ2,

so v2(xm) = θ2(ϕ(xm)) = 0, and v2(x) = 0. In either case, v2(x) ≥ 0,
i.e. x ∈ Ov2, proving the inclusion Ov1 ⊆ Ov2; by symmetry we obtain
the opposite inclusion. Thus, Ov1 = Ov2 which implies that v1 and v2 are
equivalent (cf. [5], Sect. 3, Prop. 3). ��
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In connection with Theorem 4.1 we observe that in [6], Chevalley estab-
lished the congruence subgroup property for an arbitrary finitely generated
subgroup E ⊆ K× where K is a number field. More precisely, he proved
that given a subgroup E ′ ⊆ E of finite index and any finite set S of valua-
tions of K for which E is contained in the group K×

S of S-units, one can pick
finitely many (nonarchimedean) valuations v1, . . . , vr /∈ S and an integer n
such that the congruence subgroup

{x ∈ E | vi(x − 1) ≥ n, i = 1, . . . r}
is contained in E ′ (in other words, E ′ is open in E for the topology defined by
a certain finite collection of valuations). However, this fact is no longer true if
one considers infinitely generated subgroups, in particular, the multiplicative
group K× itself. For example, if K = Q, then the group Q×+ of positive
rationals is not open inQ× with respect to the topology defined by any finite
set of nonarchimedean valuations (though, of course, it is open with respect
to the archimedean one). As a more sophisticated example (in which even
the archimedean valuation doesn’t help) one can consider the subgroup

M = {
x ∈ Q×∣∣x = ±pα1

1 · · · pαr
r and α1 + · · · + αr ≡ 0(mod 2)

}
.

To see that M is not open inQwith respect to any finite set of valuations, one
needs to observe that any open subgroup must contain a certain arithmetic
progression 1+ dZ which always contains a prime while M does not. This
example shows that to be open with respect to a nontrivial valuation (or
valuations) a finite index subgroup N ⊆ K× must satisfy some additional
conditions (for example, like those described in Theorem 4.1).

5. The noncommutative case

We continue with the notation in 2.1. The purpose of this section is to prove
Theorem 1 of the introduction. More precisely, we prove

Theorem 5.1. Let D be a finite dimensional central division algebra over
a finitely generated infinite field K , −1 ∈ N ⊆ D× be a subgroup of finite
index. Then N is open with respect to a nontrivial valuation v of D if and
only if N admits a valuation-like map.

Suppose that N admits a valuation-like map ϕ : N → Γ. Then the
valuation v above can be chosen to be associated with ϕ, and to have height
one (it will extend ϕ if Γ has height one).

Throughout we let n be the degree of D (i.e. dimK D = n2), m be the
index of N in D×.

If N is open with respect to some nontrivial valuation v, then by
Lemma 2.3, N admits a valuation-like map. So, suppose that N admits
a valuation-like map ϕ : N → Γ having a level α. According to Proposi-
tion 2.6, N will be open with respect to any valuation of D associated with ϕ.
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Also, if v is a valuation of D which is associated with ϕ, then by Lemma 3.2
v extends ϕ if Γ has height one. Thus, it remains to show (and this is the
goal of this section) that ϕ admits an associated valuation of height one. Our
strategy will be to use Theorem 4.1 to establish the existence of a valuation
v0 of K having height one and associated with the restriction ϕ | NK and
then to extend v0 to a height one valuation of D. We then show that v is
forced to be associated with ϕ.

We need a general result which gives a sufficient condition for extending
a height one valuation v0 of an arbitrary field K to a central division algebra
D over K (this result will be a basis for the extension step in our proof of
Theorem 5.1). Pick a basis a1, . . . an2 of D over K and define a norm || ||v0

on D by

|| α1a1 + · · · αn2 an2 ||v0= max
i=1,n2

| αi |v0(i)

where | |v0 is the absolute value associated with v0. (One easily shows that
the topology notion of boundedness associated with two norms of the form
(i) constructed using different bases, coincide.)

Theorem 5.2. Let D be a central division algebra of degree n over an
arbitrary field K, v0 be a valuation of K having height one. Assume there
exists a proper subring B of D such that

(a) B is open in D with respect to the topology defined by the norm || ||v0 .
(b) There exists a positive integer k and a subset Θ ⊆ D× such that

(D×)k ⊆ Θ ∪Θ−1 and ΘB ⊆ B, where (D×)k := {xk | x ∈ D×}.
Then v0 extends to a height one valuation v of D.

Proof. Let Kv0 be the completion of K with respect to v0. It is well-known
that v0 extends to D if and only if the extended algebra A := D ⊗K Kv0

remains a division algebra. Now, A " Md(D) for some integer d ≥ 1 and
some central division algebra D over Kv0 , and we need to show that under
our assumptions one necessarily has d = 1. The valuation v0 extends from
Kv0 to a valuation u on D by the formula:

u(x) = 1

l
v0(NrdD/Kv0

(x)) for any x ∈ D×(ii)

where l is the degree of D . Note that since v0 has height one, the value group
v0(K×) can be identified with a subgroup of the additive group (R,+) of
the reals which gives meaning to the right-hand side of (ii). In particular, this
implies that u has height one, and therefore admits the associated absolute
value | |u . Then one can introduce the following norm on A " Md(D):

|| (aij ) ||u= max
i, j=1,d

| aij |u .

On the other hand, the equation (i) allows one to extend the norm || ||v0

from D to A (just take the coefficients α1, . . . αn2 in Kv0 and think of v0 as
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a valuation of Kv0); we will denote this extension also by || ||v0 . Since both
norms || ||v0 and || ||u are norms on A as a vector space over Kv0 , they are
equivalent because dimKv0

A <∞ and Kv0 is complete (cf. [8]). It follows
that the two norms give rise to the same topology and notion of boundedness
on A. We also recall that for a, b ∈ A the coordinates of ab are given by
bilinear functions in terms of the coordinates of a and b, and for a ∈ A× the
coordinates of a−1 are given by polynomials in terms of the coordinates of
a and (NrdA/Kv0

(a))−1, which makes the operations of taking the product
and taking the inverse continuous on A and A×, respectively; in particular,
A× is a topological group.

We need the following lemma.

Lemma 5.3. If B ⊆ A is an open unbounded subring, then B = A.

Proof. The openness of B means that there exists a nonnegative δ ∈ Γ̄ :=
u(D×) such that Md(d(δ)) ⊆ B where

d(δ) = {x ∈ D× | u(x) > δ} ∪ {0}.
(observe that d(δ) �= 0 as v0, and hence u, are nontrivial). On the other
hand, since B is unbounded, one can pick a pair of indices s, t ∈ {1, . . . , d}
satisfying the following property:

(*) for any µ ∈ Γ̄, µ > 0, there exists a matrix a(µ) = (aij (µ)) ∈ B with
u(ast(µ)) < −µ.

For i, j ∈ {1, . . . , d} we let eij (a) denote the matrix in which the (ij)-
entry is equal to a, and all other entries are equal to zero, and for a subset
S ⊆ D denote

Eij (S) = {eij(a) | a ∈ S}.
We will show that Est(D) ⊆ B. Then picking a nonzero a ∈ d(δ), we will
have

eis(a)Est(D)et j(a) = Eij (D) ⊆ B

for all i, j, hence B = A.
Now,

Est(d(δ))a(µ)Est(d(δ)) = Est(d(δ)ast(µ)d(δ)) ⊆ B.

But d(δ)ast(µ) ⊇ d(δ − µ) and ∪µ>0d(δ − µ) = D , implying that
∪µ>0d(δ)ast(µ)d(δ) = D , and therefore Est(D) ⊆ B, completing the proof
of Lemma 5.3. ��

The fact that B is open in D means that there exists a nonnegative
γ ∈ v0(K×) such that

n2∑

i=1

mK,v0(γ)ai ⊆ B.
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Since the closure of mK,v0(γ) in Kv0 contains mKv0 ,v0(γ), we obtain that the

closure B̄ of B in A contains

n2∑

i=1

mKv0 ,v0(γ)ai,

hence is open. Being open in D, the subring B is at the same time closed,
implying that B̄ ∩ D = B; in particular, B̄ �= A. It follows now from
Lemma 5.3 that B̄ is bounded. Let us show that this is impossible under the
assumptions made in (b) if d > 1.

The set
C = {x ∈ A | xB̄ ⊆ B̄}

is a subring of A containing B̄, hence open. Since B̄ is a proper subring,
so is C, and therefore it follows from Lemma 5.3 that C is bounded. But
ΘB ⊆ B implies ΘB̄ ⊆ B̄, i.e. Θ ⊆ C, so Θ is bounded. It follows that the
function ψ : a $→ min(|| a ||v0, || a−1 ||v0) is bounded on Θ1 := Θ ∪Θ−1.
Then the function ψ, which is defined on A×, will be bounded also on
the closure of Θ1 in A×. Since D is dense in A, the assumption made in
(b) implies that this closure contains (A×)k. Taking into account that the
norms || ||v0 and || ||u are equivalent, we eventually obtain that the function
η(a) := min(|| a ||u, || a−1 ||u) is bounded on (A×)k. Let us show that this
is impossible if d > 1. Pick an element s ∈ D such that | s |u > 1, and,
assuming that d > 1, let t = diag(s, s−1, 1, . . . , 1) ∈ A×. Then for any
integer l > 1, we have tkl ∈ (A×)k; on the other hand,

η(tkl) =| skl |u= (| s |u)kl −→∞ as l →∞,
a contradiction. Hence v0 extends to a valuation v of D, and it is well known
that v is given by the formula v(x) = 1

n v0(NrdD/K(x)), for all x ∈ D×.
Since v0 has height one, v has height one as well. The proof of Theorem 5.2
is complete. ��
Proof of Theorem 5.1. Pick any a ∈ N<−α and consider the field P = K(a).
Then (NP)<−α �= ∅, so by Theorem 4.1 there exists a height one valuation
vP of P associated with ϕP , i.e. there exists a commutative diagram of the
form:

NP
ϕP→ ϕ(NP)

ι ↓ ↓ θP

P× vP→ Γ̃P

in which θP is a homomorphism of ordered groups. Let v0 = vP | K . We
point out one fact to be used later. We have r := |Γ̃P : vP(K×)| ≤ [P : K ]
< ∞ (cf. [26], Lemma 1.15). Then vP(ar) ∈ vP(K×), so since vP | K is



586 A.S. Rapinchuk, Y. Segev

nontrivial, there exists b ∈ K× such that vP(b) < vP(ar). Then bm ∈ NK
and

vP(b
m) ≤ vP(b) < vP(a

r) ≤ vP(a)

as vP(a) ≤ 0, implying that

(NK )<−α �= ∅.(iii)

Furthermore, it follows from Theorem 4.1 that there exists a nonnegative
β ∈ v0(K×) such that

1+mK,v0(β) ⊆ NK .

To prove that v0 extends to a valuation v of D we are going to use Theo-
rem 5.2. Let A be the subring of D generated by N>α. Then for

Θ := N≥0

one obviously has ΘN>α ⊆ N>α, implying that ΘA ⊆ A. Let k = m!,
where, recall, m = |D× : N|. Then

(D×)k ⊆ N = Θ ∪Θ−1.

So, to use Theorem 5.2 to extend v0 it remains to check that A is open in D
with respect to the topology defined by v0. Let G be the algebraic K -group
associated with D×, i.e.G(K ) = D× (we observe that over an algebraically
closed field Ω containing K we have D ⊗K Ω " Mn(Ω), and under this
identification G corresponds to GLn(Ω)). Since G is connected and D× is
Zariski dense in G, we conclude that so is N. Then

G = Θ̌ ∪ Θ̌−1,

where ˇ denotes the Zariski closure, and the connectedness of of G again
implies that Θ̌ = G. Finally, ΘN>α ⊆ N>α implies that N>α is Zariski dense
in G, and therefore the direct product N>α × · · · × N>α is Zariski dense in
G× · · · ×G (n2 factors). Since the set of linearly independent n2-tuples in
Gn2

is Zariski open, we conclude that there are elements a1, . . . , an2 ∈ N>α
forming a basis of D over K .

Using (iii), pick b ∈ (NK )>α and choose c ∈ NK such that γ := v0(c) >
v0(b). Since v0(1+mK,v0(β)) = {0} and v0 is associated with ϕK , we obtain
that

c(1+mK,v0(β)) ⊆ N>α ⊆ A,

so for δ = γ + β, one has

mK,v0(δ) = cmK,v0(β) ⊆ A.

Then
n2∑

i=1

mK,v0(δ)ai ⊆ A.
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This yields the openness of A, and therefore, in view of Theorem 5.2, the
existence of a height one valuation v of D extending v0.

Finally, let us show that v is associated with ϕ, i.e. for x ∈ N, ϕ(x) ≥ 0
implies v(x) ≥ 0 (cf. Remark 2.5.1). So fix an x ∈ N such that ϕ(x) ≥ 0,
and let M ⊆ D be a maximal subfield containing x. In view of (iii), it
follows from Theorem 4.1 that there exists a valuation vM of M having
height one and associated with ϕM . Then the restriction vM |K is a height
one valuation of K associated with ϕK , so vM |K= v0 due to the uniqueness
statement in Theorem 4.1, i.e. vM is an extension of v0. On the other hand,
v |M is also an extension of v0. Since D ⊗K Kv0 is a division algebra,
M⊗K Kv0 is a field implying that the extension of v0 to M is unique (cf. [5],
Sect. 8, Prop. 2), hence vM = v |M . Since vM is associated with ϕM , we
have v(x) = vM(x) ≥ 0, as required. ��
Remark 5.4. Theorem 5.2 was implicit in [20] and was made explicit by
Segev in the process of writing this paper.

The assumption in Theorem 5.1 that K be finitely generated is important
for the existence of a height one valuation associated with ϕ, a fact to be
used in the proof of the “Nonexistence Theorem at Diameter≥ 4”. However
the existence of some nontrivial valuation associated with ϕ can probably
be established over general fields. In the rest of this section we prove this
under the additional assumption that ϕ is conjugation invariant, i.e. that
N is normal in D× and ϕ(g−1ng) = ϕ(x) for any n ∈ N and g ∈ D×. We
observe that the map considered in Sect. 6 of [27] is a conjugation invariant
valuation-like map by construction. We also note that for conjugation in-
variant valuation-like maps one can give an alternative proof to Theorem 5.1
(see [19] or Appendix C). First, we need a lemma showing that in various
situations one can pass to a divison algebra over a finitely generated field.

Lemma 5.5. Let D be a finite dimensional division algebra (not necessarily
central) over a field K. Then given a finite subset S ⊆ D (resp. a surjective
homomorphism ψ : D× → H onto a finite group H) there exists a finitely
generated subfield k ⊆ K and a division k-subalgebra D̃ ⊆ D with D =
D̃ ⊗k K such that S ⊆ D̃ (resp. the restriction ψ |D̃× : D̃× → H is
surjective).

Proof. First, let S ⊆ D be a finite subset. Without loss of generality we may
assume that S contains a basis of D over K . Let k denote the subfield of K
obtained by adjoining to the prime subfield K0 ⊆ K the coordinates (with
respect to the fixed basis contained in S) of all elements of the form xy,
where x, y ∈ S, and let D̃ be the k-linear span of S. By our construction D̃
satisfies D = D̃⊗k K and is closed under multiplication, hence a k-algebra.
Being a finite dimensional algebra without zero divisors, D̃ is a division
algebra. This proves our assertion given a subset. To prove the assertion
given a surjective homomorphism ψ : D× → H , we pick a finite set S such
that ψ(S) = H and apply the first part. ��
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Theorem 5.6. Let D be a finite dimensional central division algebra over
an infinite field K, −1 ∈ N ⊆ D× be a normal subgroup of finite index.
Given a conjugation invariant valuation-like map ϕ : N → Γ, there exists
a nontrivial valuation v of D associated with ϕ and N is open with respect
to this valuation.

Proof. As in the proof of Theorem 5.1, we only need to prove the existence
of v. Let Θ = N≥0 and Θ̃ = {x ∈ D× | xm ∈ N≥0} where m = |D× : N|.
Let R (resp., R̃) be the subring of D generated by Θ (resp., Θ̃). Since
(D×)m ⊆ N and Γ is totally ordered, we have D× = Θ̃ ∪ Θ̃−1, which
implies that R̃ is a valuation ring in D; besides, since ϕ is conjugation
invariant, the ring R̃ is also conjugation invariant1. Then associated with
the valuation ring R̃ one has a valuation v of D. Note that by Remark 2.5.1,
since N≥0 ⊆ R ⊆ R̃, the valuation v is associated with ϕ, and we only
need to prove that this valuation is nontrivial, i.e. R̃ �= D. We observe that
R ⊆ O, where O is the subring defined in Sect. 3, in particular, it follows
from Theorem 3.1 that

N<−α ∩R = ∅.(iv)

We will show that the assumption R̃ = D eventually contradicts (iv). We
need the following.

Lemma 5.7. There exists µ ∈ (NK )≥0 such that Θ̃ ⊆ µ−1R.

Proof. First, we note the following property

For any s ∈ N there exists t ∈ NK such that ϕ(t) ≥ ϕ(s).(v)

Indeed, we may assume that ϕ(s) ≥ 0. By Wedderburn’s factorization
theorem (see [23], p. 253), t = NrdD/K(s) is a product of n conjugates of s,
implying that t ∈ NK and ϕ(t) = nϕ(s) ≥ ϕ(s).

Let a1, . . . , am be a transversal for N in D×, and suppose x = ais with
s ∈ N. Then

ϕ(xm) = ϕ((aisa−1
i

)(
a2

i sa−2
i

) · · · (am
i sa−m

i

)
am

i

) = mϕ(s)+ ϕ(am
i

)
.

It follows that if x ∈ Θ̃, then mϕ(s) ≥ −ϕ(am
i ), and therefore

mϕ(s) ≥ −∣∣ϕ
(
am

i

)∣∣.(vi)

Using (v), pick µ1 ∈ NK such that

ϕ(µ1) ≥ max
i=1,m

∣∣ϕ
(
am

i

)∣∣.(vii)

1 Since D is finite dimensional, valuation subrings of D are in fact automatically conju-
gation invariant (a theorem due to P. Cohn, cf. [7])



Valuation-like maps 589

Since D = N − N, it follows from (v) above that for any a ∈ D there exists
λ ∈ (NK )≥0 such that

λa ∈ N≥0 − N≥0 ⊆ R.

Therefore one can pick µ2 ∈ (NK )≥0 such that

µ2ai ∈ R for all i = 1, . . . ,m.(viii)

We claim that µ = µ1µ2 will work. Indeed, if x = ais ∈ Θ̃, then s satisfies
(vi), and it follows from (vii) that µ1s ∈ N≥0. On the other hand, µ2ai ∈ R
according to (viii). Thus, µx = (µ2ai)(µ1s) ∈ R, proving the lemma. ��

Now, suppose R̃ = D, then in particular R[µ−1] = D. By Lemma 5.5
there exists a finitely generated subfield k ⊆ K and a division k-subalgebra
D0 ⊆ D such that D = D0⊗k K , (N∩D0)<−α �= ∅, and µ−1 belongs to the
subring generated by Θ̃∩D0 (take S in Lemma 5.5 to be a set consisting of an
element in N<−α and the elements in Θ̃ required to writeµ−1 as a polynomial
in elements of Θ̃). By Theorem 5.1 there exist a nontrivial valuation w0 of
D0 associated with ϕ |(N∩D0); let Ow0 be the corresponding valuation ring.
Given x ∈ Θ̃∩D0 one has ϕ(xm) ≥ 0, implyingw0(xm) ≥ 0, and eventually
w0(x) ≥ 0. This means that Θ̃ ∩ D0 ⊆ Ow0 , and consequently µ−1 ∈ Ow0 .
Since originally ϕ(µ) ≥ 0, we obtain that w0(µ) = 0. Let θ : ϕ(N ∩D0)→
Γ̃0 = w0(D

×
0 ) be the connecting homomorphism of ordered groups (whose

existence is guaranteed by the fact that w0 is associated with ϕ |N∩D0 ).
Take some s ∈ (N ∩ D0)<−α and using the fact that w0 is nontrivial, pick
t ∈ N ∩D0 such thatw0(t) < w0(s). Since R[µ−1] = D, there exists l such
that µl t ∈ R ∩ D0. But w0(µ

lt) = w0(t) < w0(s), so ϕ(µlt) < ϕ(s) < −α,
i.e.

µl t ∈ N<−α ∩R,

contradicting (iv) and proving Theorem 5.6. ��

6. The order relation ≤y∗ and its linearity

We continue with the notation of Sect. 2, however, here D is an arbitrary
infinite division algebra over K (not necessarily finite dimensional) and N
is a normal subgroup of D× of finite index such that −1 ∈ N. Our goal is
to prove Theorem 2 (of the introduction), i.e., to show that if the diameter
of the commuting graph of D×/N is ≥ 4, then N admits a valuation-like
map ϕ : N → Γ. As in [27], we let G := D×, G∗ := G/N, and for a ∈ G
denote by a∗ the image of a in G∗ under the canonical homomorphism.

We start by defining the ordered group Γ and the map ϕ. A crucial role
is played by the sets N(y) introduced in [27]: for y ∈ D× we let

N(y) := {n ∈ N | y + n ∈ N}.
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Lemma 6.3 below gives some properties of the sets N(y). We define the
preorder relation Py∗ on N by

mPy∗ n ⇐⇒ N(my) ⊆ N(ny).

As we will see, Py∗ depends only on the coset y∗ = Ny and not on the
coset representative y. Furthermore it does not depend on the “side”, i.e.
the relation defined by N(ym) ⊆ N(yn) coincides withPy∗ (see below). We
then show that Py∗ is compatible with the group structure, implying that

Uy∗ := {n ∈ N | N(ny) = N(y)}
is a normal subgroup of N. This yields the partially ordered group

Γy∗ := N/Uy∗

with the order relation induced byPy∗ , and the homomorphism (the canon-
ical homomorphism)

ϕy∗ : N → Γy∗

Instead of Theorem 2 we will prove in Sects. 6–7 the following more precise
result.

Theorem 6.1. Let D be an infinite division algebra over an arbitrary field
and N ⊆ D× be a normal subgroup of finite index. If diam(∆(D×/N)) ≥ 4,
then for some y ∈ D×, Γy∗ is a totally ordered group and ϕy∗ is a valuation-
like map.

As in [27], we denote by ∆ the commuting graph of G∗, i. e., the graph
whose vertex set is G∗�{1∗}, and whose edges are {a∗, b∗} such that a∗ �= b∗
and [a∗, b∗] = 1 (i. e, a∗ and b∗ commute). We let d : ∆×∆ → Z≥0∪{∞}
be the usual distance function of ∆. Recall that the diameter of ∆ is the
largest distance between two vertices of ∆ (it is ∞ if ∆ is disconnected).
We denote the diameter of ∆ by diam(∆).

Once we have two elements in ∆ at distance at least 4 from each other,
Sects. 6–7 show that for y∗ appropriately chosen amongst these two elements
and their inverses, Γy∗ and ϕy∗ satisfy the assertions of Theorem 6.1. Sect. 6
concentrates on showing how to choose y∗ so that Γy∗ is totally ordered,
and Sect. 7 concentrates on showing that y∗ can be further specified so that
ϕy∗ has a level.

Remark 6.2. As in the previous sections, Γy∗ is written additively. In par-
ticular the zero element of Γy∗ is 0 = Uy∗ .

Let us start by recalling some properties of the sets N(y).

Lemma 6.3. Let y ∈ G � N and n ∈ N. Then

(1) N(ny) = nN(y) and N(yn) = N(y)n.
(2) For all x ∈ G, N(yx) = x−1 N(y)x.
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(3) N(y) �= ∅.
(4) If n ∈ N(y−1), then y + n−1 ∈ Ny. Consequently, n−1 /∈ N(y). In

particular ∅ � N(y) � N.

Proof. This is 1.8 in [27]; for completeness we indicate that (1) and (2)
follow directly from the definition of N(y), (3) is an immediate consequence
of the fact that D = N − N (cf. [3], [33]). The first part of (4) follows from
the definition of N(y) and the rest of (4) is a consequence of the first part. ��

We can now show that for any y ∈ D× � N, the relation Py∗ is a group
preorder relation.

Lemma 6.4. For any y ∈ D×�N, the relationP := Py∗ has the following
properties

(1) P is reflexive and transitive.
(2) mPn implies (sm)P(sn) and (ms)P(ns), for any s ∈ N.
(3) mPn and sPt implies (ms)P(nt).
(4) mPn implies n−1Pm−1.

Proof. (1): This is immediate from the definition of P.
(2): That (sm)P(sn) is immediate from the definition of P and Lem-

ma 6.3.1. For the second part of (2), we have N(my) ⊆ N(ny) so multiplying
on the right by elements of N and using Lemma 6.3.1, we see that

N(my′) ⊆ N(ny′) for all y′ ∈ yN = Ny.(i)

Taking in (i) y′ = sy we see that N(msy) ⊆ N(nsy), i.e. (ms)P(ns).
(3): Using (2) in the setup of (3) we obtain (ms)P(mt)P(nt).
(4): This follows from (2) by multiplying on the left by m−1 and on the

right by n−1. ��
We note that it is immediate from (i) thatPy∗ is independent of the coset

representative y; furthermore, Lemma 6.3.2 implies that N(my) ⊆ N(ny)
iff N(ym) ⊆ N(yn) (just conjugate both sides by y−1). Since Uy∗ = {n ∈
N | nPy∗1 and 1Py∗n}, it follows from Lemma 6.4 that Uy∗ is a normal
subgroup of N, and the preorder relation Py∗ defines the order relation ≤y∗
on the quotient Γy∗ = N/Uy∗ , namely

mUy∗ ≤y∗ nUy∗ ⇐⇒ N(my) ⊆ N(ny).

To continue the discussion we recall from Notation 2.1 that given y ∈
D× � N,

For nUy∗ = γ ∈ Γy∗, we let N<y∗ γ = {m ∈ N | mUy∗ <y∗ γ },
and the sets N≤y∗ γ , N>y∗ γ etc. are defined similarly. Next, we let

Py∗ = {b ∈ Ny | 1 ∈ N(b)}.
Note that it follows from Lemma 6.3.3 and 6.3.1 that Py∗ �= ∅. Here are
some additional properties of the order relation ≤y∗ .
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Lemma 6.5. Let y ∈ G � N. Then
(1) N≤y∗ 0 = {n ∈ N | n ∈ N(b), for all b ∈ Py∗}.
(2) nUy∗ ≤y∗ 0 iff n−1Py∗ ⊆ Py∗ .
(3) For all y′ ∈ Ny, if n ∈ N(y′) and mUy∗ ≤y∗ nUy∗, then m ∈ N(y′).

Proof. (1): Suppose N(ny) ⊆ N(y). Then, multiplying on the right with
elements of N and using 6.3.1, we see that N(ny′) ⊆ N(y′), for all y′ ∈ Ny.
In particular n ∈ N(nb) ⊆ N(b), for all b ∈ Py∗ .

Conversely, set N := {n ∈ N | n ∈ N(b), for all b ∈ Py∗} and let
m ∈ N(y) and n ∈ N. Then ym−1 ∈ Py∗ , so n ∈ N(ym−1), or nm ∈ N(y).
As this holds for all m ∈ N(y), we see that nN(y) ⊆ N(y).

(2): By definition, nUy∗ ≤y∗ 0 iff N(nb) ⊆ N(b), for all b ∈ Py∗ , iff
N(n−1b) ⊇ N(b) + 1, for all b ∈ Py∗ iff n−1Py∗ ⊆ Py∗ .

(3): We have mn−1Uy∗ ≤y∗ 0, so by definition (and since ≤y∗ is inde-
pendent of the coset representative), N(mn−1 y′) ⊆ N(y′). It follows from
Lemma 6.3.1 that m ∈ N(y′). ��

The following basic result appears in the proof of Proposition 7.1 in [18]
(see also 2.1 in [27]).

Lemma 6.6. Let y ∈ G and n ∈ N such that y, y + n ∈ G � N. Then
d(y∗, (y + n)∗) ≤ 1.

Proof. We have y + n = n(n−1y + 1), so (y + n)∗ = (n−1y + 1)∗. But
(n−1y + 1)∗ commutes with (n−1y)∗ = y∗. ��
Remark 6.7. As in [27], we remark that for all a ∈ G, (−a)∗ = a∗. Also,
note that by Lemma 6.6, given x, y ∈ G � N and n ∈ N, if x + y ∈ N, or
x− y ∈ N, then d(x∗, y∗) ≤ 1. Also, if n /∈ N(y), then d(y∗, (y+ n)∗) ≤ 1.
We use these facts without further reference.

Here is a slight improvement on 2.9 of [27].

Lemma 6.8. (1) Let x, y ∈ G � N and suppose that d(x∗, y∗) > 2. Then
x + y /∈ N and N(x + y) = N(x) ∩ N(y).
(2) If d(x∗, y∗) > 2 < d((x+ y)∗, x∗), then N(x+ y) = N(y) ⊆ N(x)∩

N(−x).

Proof. (1): By Remark 6.7, x+ y /∈ N. By 2.9.1 in [27], N(x+ y) ⊆ N(x)∩
N(y). Assume N(x+y) � N(x)∩N(y) and let n ∈ (N(x)∩N(y))�N(x+y).
Then, using Remark 6.7, we see that x∗(x + y + n)∗y∗ is a path in ∆,
a contradiction.

(2): Follows from (1), since by (1), also N(y) = N(x + y − x) =
N(x + y) ∩ N(−x). ��

The following lemma is the main ingredient in the proof of the linearity
of ≤y∗ , for an appropriately chosen y∗.
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Lemma 6.9. Let x, y ∈ G� N. Let a ∈ Nx, b ∈ Ny and ε ∈ {1,−1}. Then

(1) If d(x∗, y∗) ≥ 4 and ε /∈ N(b), then N(ab) ∪ N(ba) ⊆ N(a) ∩ N(−a).
(2) If d(x∗, y∗) ≥ 3 and ε ∈ N(b−1), then N(ab)∪N(ba) ⊆ N(a)∩N(−a).
(3) If d(x∗, y∗) ≥ 3 and ε ∈ N(a), then N(b) ⊆ N(ab) ∩ N(ba).

Proof. (1) & (2): We have ab = ab + εa − εa. Since d(a∗, (ab)∗) > 2,
N(ab + εa) ⊆ N(εa), by Lemma 6.8. Notice that d((ab + εa)∗, a∗) ≤ 2
implies

d(a∗, (b+ ε)∗) ≤ 2.(*)

Hence if ε ∈ N(b−1), then by Lemma 6.3.4 (b + ε)∗ = b∗ and then (*)
implies that d(a∗, b∗) ≤ 2, a contradiction; while if d(x∗, y∗) ≥ 4, we
get a contradiction since (*) implies that d(a∗, b∗) ≤ 3. Hence d((ab +
εa)∗, a∗) > 2, so by Lemma 6.8.2, N(ab) ⊆ N(εa) ∩ N(−εa). This shows
that in (1) and (2), N(ab) ⊆ N(a) ∩ N(−a), and for the other inclusion
conjugate by a using Lemma 6.3.2.

(3): Since d(x∗, y∗) ≥ 3, we have d((x−1)∗, (xy)∗) ≥ 3, and it follows
from (2) (taking a−1 in place of b and ab in place of a), that N(a−1ab) ⊆
N(ab), that is, N(b) ⊆ N(ab). The other inclusion is obtained by conjugating
by b. ��

We recall two binary relations which were crucial in [27] and are crucial
for the proof of Theorem 2.

Notation 6.10. Let x, y ∈ G � N.

(1) In(x∗, y∗) is equivalent to: For any (a, b) ∈ Nx × Ny, either N(a) ⊆
N(b) or N(b) ⊆ N(a). Note that In(y∗, y∗) make sense.

(2) Inc(y∗, x∗) is equivalent to: In(x∗, y∗) and for any b ∈ Py∗ there exists
a ∈ Px∗ such that N(b) ⊇ N(a).

Proposition 6.11. Let x, y ∈ G � N, with d(x∗, y∗) ≥ 4, then In(x∗, y∗).

Proof. Let a ∈ Nx and b ∈ Ny. We must show that either N(a) ⊆ N(b) or
N(b) ⊆ N(a). So assume N(b) 	 N(a), and let n ∈ N(b)� N(a). Let c :=
n−1a and d := n−1b. Of course, it suffices to show that N(c) ⊆ N(d), but
now, N(d) + 1 /∈ N(c). By Lemma 6.9.1 and 6.9.3 N(c) ⊆ N(cd) ⊆ N(d),
and we are done. ��

The next lemma lists some properties of the relations In and Inc.

Lemma 6.12. Let x, y ∈ G � N. Then

(1) If In(x∗, y∗), then either Inc(x∗, y∗) or Inc(y∗, x∗).
Suppose Inc(y∗, x∗), then
(2) If z ∈ G � N is such that In(x∗, z∗), then In(y∗, z∗); in particular,

In(y∗, y∗).
(3) ≤y∗ is a linear order relation.
(4) If z ∈ G � N is such that Inc(x∗, z∗), then Inc(y∗, z∗).
(5) N≤y∗ 0 ⊇ N≤x∗ 0, and hence Uy∗ ⊇ Ux∗ .
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Proof. (1): This is 3.10 in [27]: Suppose Inc(x∗, y∗) does not hold. Then
there is a ∈ Px∗ such that N(a) ⊆ N(b), for all b ∈ Py∗ , so Inc(y∗, x∗)
holds.

(2): Let b ∈ Ny and c ∈ Nz. Suppose that N(b) 	 N(c). We must show
that N(b) ⊇ N(c). Let N(b) + n /∈ N(c), then replacing b by n−1b and c
by n−1c, we may assume that N(b) + 1 /∈ N(c). By Inc(y∗, x∗), we can
pick a ∈ Px∗ , with N(b) ⊇ N(a). As N(a) + 1 /∈ N(c), In(x∗, z∗) implies
that N(a) ⊇ N(c), so N(b) ⊇ N(a) ⊇ N(c), as asserted. Since we have
Inc(y∗, x∗) and In(x∗, y∗), the second part of (2) follows from the first.

(3): By (2) we have In(y∗, y∗). Hence, by definition, for m, n ∈ N we
either have N(my) ⊆ N(ny) or N(ny) ⊆ N(my), i.e., either mUy∗ ≤y∗ nUy∗
or nUy∗ ≤y∗ mUy∗ .

(4): First, by (2) we have In(y∗, z∗). Let b ∈ Py∗ . By Inc(y∗, x∗), there
is a ∈ Px∗ , with N(b) ⊇ N(a). By Inc(x∗, z∗), there is c ∈ Pz∗ , with
N(a) ⊇ N(c). Thus N(b) ⊇ N(a) ⊇ N(c), and we get Inc(y∗, z∗).

(5): This follows from Lemma 6.5.1. Indeed, let b ∈ Py∗ , and (using
Inc(y∗, x∗)) pick a ∈ Px∗ with N(b) ⊇ N(a). Then N(b) ⊇ N(a) ⊇ N≤x∗ 0.
As this holds for all b ∈ Py∗ , N≤x∗ 0 ⊆ N≤y∗ 0. The rest of (5) follows from
the definitions. ��
Corollary 6.13. Let x, y ∈ D×�N, with d(x∗, y∗) ≥ 4. Then, after perhaps
interchanging x and y, we have that ≤y∗ is a linear order relation.

Proof. By Proposition 6.11, In(x∗, y∗), and by Lemma 6.12.1, after per-
haps interchanging x and y, we may assume that Inc(y∗, x∗). Then by
Lemma 6.12.3, ≤y∗ is linear. ��
Remark 6.14. We note that the preorder relation Py∗ is precisely the pre-
order relation Ry of [20], where it was defined differently. The relation ≤y∗
is a minor modification of the relation given is Sect. 6 of [27] (the relation
in [27] uses the conjugacy class of y∗, while the relation ≤y∗ uses just y∗).

7. The proof of Theorem 2

In this section we complete the proof of Theorem 6.1 and hence also of
Theorem 2 (of the introduction). We let x, y ∈ D× � N such that

d(y∗, x∗) ≥ 4.

We start with

Lemma 7.1. We may (and we do) assume that
(1) Inc(y∗, x∗) and Inc((y−1)∗, x∗).
(2) Inc((y−1)∗, y∗).

Proof. (1): By Proposition 6.11, for any ε, ν ∈ {1,−1} we have In((xε)∗,
(yν)∗) and hence either Inc((xε )∗,(yν)∗) or Inc((yν)∗,(xε)∗) (Lemma 6.12.1).
We may also assume that Inc(y∗, x∗).
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Assume that Inc(x∗, (y−1)∗). Suppose also Inc((x−1)∗, (y−1)∗). Then
replacing y by x and x by y−1, we are done.

Hence we may assume that Inc((y−1)∗, (x−1)∗). But now we have
Inc(y∗, x∗), Inc(x∗, (y−1)∗), Inc((y−1)∗, (x−1)∗). So, Lemma 6.12.4 im-
plies that Inc(y∗, (x−1)∗). Replacing x by x−1, we are done.

(2): First, since Inc(y∗, x∗) and In((y−1)∗, x∗) holds, Lemma 6.12.2
implies that In((y−1)∗, y∗) holds. By Lemma 6.12.1, replacing y by y−1 if
necessary, we may assume that Inc((y−1)∗, y∗). ��

We will show that for y∗ as in Lemma 7.1, ϕy∗ has all the properties
asserted in Theorem 6.1. We simplify notation to

U = Uy∗, Γ = Γy∗ ≤=≤y∗ and P = Py∗.

Note that by 6.12.5

U ⊇ Ux∗ ⊆ U(y−1)∗ .

Since Inc(y∗, x∗) holds, Corollary 6.13 implies that ≤ is a linear order
relation. It remains to show that ϕ has a level.

Lemma 7.2. Let b ∈ P. Then b+ u ∈ Ux∗ , for all u ∈ Ux∗ .

Proof. The only hypotheseses required to prove this lemma is that d(x∗, y∗)
≥ 3 and that u ∈ Uy∗ (which hold here). Since b ∈ P and u ∈ Ux∗ ⊆ U , we
have b+ u ∈ N. By Lemma 6.8.2, N(xb + xu) = N(xu) = N(x), because
(xb+xu)∗ = x∗, and therefore all distances are as required in Lemma 6.8.2.
By definition, b+ u ∈ Ux∗ . ��

The following proposition is the main step towards showing the existence
of a level for ϕ.

Proposition 7.3. Let b ∈ P, n ∈ N(b−1), and set n−1U =: α ∈ Γ. Then
(1) α > 0.
(2) n ∈ N(b−1 + u), for all u ∈ U.
(3) u + n ∈ N and furhermore u + n ∈ N(b−1), for all u ∈ U.
(4) n−1 + 1 ∈ N≤0.
(5) We have N>α + 1 ⊆ N≤0.

Proof. (1): Let a ∈ Px∗ . By Lemma 6.9.3 and 6.9.2 respectively, N(b−1) ⊆
N(ab−1) ⊆ N(a). As this holds for all a ∈ Px∗ , Lemma 6.5.1 says that
N(b−1) ⊆ N≤x∗ 0. By Lemma 6.12.5, N(b−1) ⊆ N≤y∗ 0. Since U ⊆ N(b),
U ∩ N(b−1) = ∅, by Lemma 6.3.4, hence n /∈ U , so nU < 0.

(2): We have b−1 + u = b−1(bu + 1). Now since u ∈ U , bu ∈ P
(see 6.5.2), and it follows from Lemma 7.2 that bu + 1 ∈ Ux∗ ⊆ U(y−1)∗ .
Hence n ∈ N(b−1) = N(b−1(bu + 1)) = N(b−1 + u).

(3): First we show that there exists x ′ ∈ Nx, with

u /∈ N(x ′) + n.(i)
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Pick a ∈ Px∗ , with N(b) ⊇ N(a) (using Inc(y∗, x∗)) and set x ′ := na. By
Lemma 6.3.4 n−1 /∈ N(b), hence 1 /∈ N(nb). Since u ∈ U , we get that
u /∈ N(nbu) = N(nb) ⊇ N(na) = N(x ′). This shows (i).

Consider the element b−1 + x ′ + u. Notice that since d(x∗, y∗) ≥ 4,
we must have d((b−1)∗, (x ′ + u)∗) ≥ 3 ≤ d((b−1 + u)∗, (x ′)∗). It follows
from 6.8, that N(b−1+x ′+u) = N(b−1+u)∩N(x ′) = N(b−1)∩N(x ′ +u).
Note that n ∈ N(b−1+u)∩N(x ′)∩N(b−1) and it follows that n ∈ N(x ′+u).

We thus have x ′ + (u + n) ∈ N + b−1 + (u + n) so if u + n /∈ N, then
d((x ′)∗, (u + n)∗) ≤ 1 ≥ d((b−1)∗, (u + n)∗), contradicting d(x∗, y∗) > 2.
Since b−1 + u + n ∈ N, we see that u + n ∈ N(b−1).

(4): First note that n−1 + 1 = n−1(n + 1) ∈ N, by (3). Let c ∈ P and
set u := c + 1 ∈ Ux∗ ⊆ U (see 7.2). Then c + 1 + n−1 = u + n−1 =
u(n + u−1)n−1 ∈ N, by (3). So, by Lemma 6.5.1, we have 1+ n−1 ∈ N≤0.

(5): Let m ∈ N>α, then m−1U < nU . By Lemma 7.1, Inc((y−1)∗, y∗)
holds, so by Lemma 6.12.5, N≤

(y−1)∗ 0 ⊇ N≤ 0. It follows that m−1U(y−1)∗ ≤
nU(y−1)∗ and hence by Lemma 6.5.3 that m−1 ∈ N(b−1). By (4), m + 1 ∈
N≤0. ��
Proof of Theorem 6.1. We already have our map ϕ = ϕy∗ and we already
saw that Γ = Γy∗ is a totally ordered group. Take now b ∈ P, pick n ∈
N(b−1) and setα := n−1U . Then Proposition 7.3.5 together with the equality
x + 1 = x(x−1 + 1) immediatly implies that any β ≥ α is a level of ϕ
completing the proof of the theorem. ��
Remark 7.4. One can show that if d(x∗, y∗) ≥ 5, then ϕ has 0 as a level,
see Sect. 6 in [27] (where it is shown for the valuation-like map v) or [20].

8. The proof of “Nonexistence Theorem at Diameter ≥ 4”

Since the assumption that diam(∆(D×/N)) ≥ 4 automatically implies
that −1 ∈ N, Theorem 3 (of the introduction) immediately follows from
Theorems 1 and 2 (and moreover, we may take the resulting valuation v to
have height one, cf. Theorem 5.1). Example 8.4 at the end of the section
shows that Theorem 3 is the best possible.

In this section we will use Theorem 3 to eliminating some finite groups
as possible quotients of D×. The idea, described already in [19], is based
on replacing the division algebra D with the residue algebra D̄ relative to
the valuation constructed in Theorem 3 while keeping track of what part of
the original finite quotient of D× can still be obtained as a quotient of D̄×.
As noted in the introduction, the use of D̄ was suggested by the use of the
residue algebra R/I in [27] (see Appendix B).

We will continue to use the notation introduced in Sect. 2. In par-
ticular, given a valuation v : D× → Γ̃, we let O (resp., m) denote the
valuation ring (resp., the valuation ideal) in D, so that D̄ = O/m is
the corresponding residue (division) algebra. In addition, we let U be
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the group of v-adic units, i.e., U = {x ∈ D× | v(x) = 0} and for
0 ≤ α ∈ Γ̃, n(α) = {x ∈ O | v(x) ≥ α}, observing that U � D×, the
quotient D×/U " Γ̃ is abelian, and n(α) is a two-sided ideal of O.

To compare the quotients of D× and D̄× we need the following.

Lemma 8.1. Let v be a height one valuation of D and N ⊆ D× be a
v-adically open finite index normal subgroup. Then there exists a normal
subgroup N̄ ⊆ D̄× in the multiplicative group of the residue algebra D̄ such
that the quotients H := D×/N and H̄ := D̄×/N̄ are related as follows:

H̄ " H1/M1 where M1 � H1 � H and H/H1, M1 are solvable.

Proof. The reduction homomorphism O → D̄ induces a surjective group
homomorphism ρ : U → D̄× with the kernel Ker ρ = 1 + m. Let N̄ =
ρ(N ∩ U), H1 = UN/N, and M1 = (1 + m)N/N (observe that 1 + m is
normal not only in U , but also in D×). Then M1 � H1 � H and

H̄ = ρ(U)/ρ(N ∩U) " U/(1+m)(N ∩U) " H1/M1.

Furthermore, H/H1 " D×/UN is a quotient of Γ̃, hence abelian. So, it
remains to prove that M1 is solvable. For this we need to recall a well-
known commutator relation for the congruence subgroups.

Lemma 8.2. Let α, β ∈ Γ̃ be positive elements. Then

(1) 1+ n(α) is a normal subgroup of U;
(2) the commutator subgroup [1+n(α),1+n(β)] is contained in 1+n(α+β).
Proof. Indeed, (1) is an easy consequence of the fact that n(α) is a two-sided
ideal of O contained in m. Now, for any x ∈ n(α), y ∈ n(β) we obviously
have

(1+ x)(1+ y) ≡ (1+ y)(1+ x)(mod n(α+ β))
as xy − yx ∈ n(α + β), implying that the (multiplicative) commutator
[1+ x, 1+ y] ∈ 1+ n(α+ β), and (2) follows. ��

Now, let 1+x1, 1+x2, . . . , 1+xr be a transversal for N in (1+m)N. We
let γi := v(xi) and γ = mini γi , γ > 0. Then M = (1+m)N coincides with
(1+ n(γ))N. Consider the descending central series of M : C0(M) = M,
C i+1(M) = [M,C i(M)] for i ≥ 0. It easily follows from Lemma 8.2.2 that
for any i > 0

C i(M) ⊆ (1+ n(iγ))N.(i)

On the other hand, since N is open, there exists a nonnegative α ∈ Γ̃ such
that 1+m(α) ⊆ N. Pick a natural number l sufficiently large, so that lγ > α
(which is possible since Γ̃ has height one). Then n(lγ) ⊆ m(α), which in
view of (i) implies that Cl(M) ⊆ N, i.e. M1 is nilpotent, completing the
proof. ��
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Proof of Nonexistence Theorem at Diameter ≥ 4. Suppose some member
of G is a quotient of the multiplicative group of some finite dimensional cen-
tral division algebra D over K and choose such H ∈ G of minimal size. By
Lemma 5.5 we may assume that K is finitely generated. Let t = tr.degK0

K
be the transcendence degree of K over the prime subfield K0 ⊆ K . If there
are presentations of H as a quotient of D× with K having positive charac-
teristic, pick such a presentation (with finitely generated K ) for which t is
minimal. Otherwise, all presentations have characteristic zero, and again we
pick amongst these a presentation with minimal t. Let N := Ker(D× → H).
The fact that H was chosen to have minimal size implies that H is mini-
mal in G in the sense specified in the “Nonexistence Theorem at Diameter
≥ 4”, so in view of hypothesis (4) therein and Theorem 3, N is v-adically
open in D× for some nontrivial valuation v of D having height one. It
follows from Lemma 8.1 that the multiplicative group D̄× of the residue al-
gebra D̄ has a quotient H̄ with the following structure: H̄ = H1/M1 where
M1 � H1 � H and the groups H/H1 and M1 are solvable. By hypothe-
seses (2) and (3) of “Nonexistence Theorem at Diameter ≥ 4”, we obtain
that H̄ ∈ G. Since dimK̄ D̄ ≤ dimK D where K̄ is the residue field for the
restriction of v to K (cf. Cor. 1 on p. 20 in [26]), D̄ is finite dimensional,
so the minimality of size in the choice of H implies that |H̄| = |H| and
H̄ " H , i.e. H is a quotient also of D̄×. It follows from our choice of D that
D̄ cannot have positive characteristic if D has characteristic zero; in other
words,

char D̄ = char D.(ii)

Now, the restriction of v to K is nontrivial ([26], Lemma 1.13), however it
follows from (ii) that the restriction of v to the prime subfield K0 is trivial.
Then the residue field K̄ has the same prime subfield K0 and according
to [5], Sect. 10, n◦ 3, Cor. 4,

tr.degK0
K̄ < tr.degK0

K.(iii)

Applying Lemma 5.5 we obtain the existence of a finitely generated subfield
K1 ⊆ K̄ and a division K1-subalgebra D1 ⊆ D̄ such that D̄ = D1⊗K1 K̄ and
H is a quotient of D×1 . Then in view of (iii), tr.degK0

K1 < t - a contradiction,
proving the theorem. ��
Remark 8.3. The proof of “Nonexistence Theorem at Diameter≥ 4” works
in fact under more general assumptions. For example, instead of hypothesis
(4) it is sufficient to require that the kernel of a surjective homomorphism
D× → H onto a minimal member H ∈ G be open with repect to a finite set
T = {v1, . . . , vd} of nontrivial valuations of D (then O needs to be replaced
with the intersection of the valuation rings of the vi’s, D̄ - with the direct
product D̄v1 × · · · × D̄vd of the corresponding residue algebras, etc). This
explains why an affirmative answer to the question posed at the end of the
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introduction would allow one to give an alternative (i.e. different from the
one obtained in [22]) proof of Conjecture F.So.Q.

We conclude Sect. 8 with an example showing that Theorem 3 is the
best possible (cf., however, [22]).

Example 8.4. We construct here an example of a division algebra D and
a finite index normal subgroup N ⊆ D× such that diam(∆(D×/N)) = 3,
but N is not open with respect to any nontrivial valuation of D. The construc-
tion below is of general nature and allows one to produce such examples
involving algebras of various degrees, however to keep the example simple
we work with quaternion algebras.

Let K be a an algebraic number field that admits two inequivalent
valuations v1 and v2 with the completion Kvi = Q2 for i = 1, 2 (one
can take, for example, K = Q(√17)). It follows from the description of
the Brauer group of K (cf. [11], Sect. 18.7) that there exists a quaternion
central division algebra D over K such that the algebras Dvi = D⊗K Kvi for
i = 1, 2, are division algebras (over Kvi = Q2). To construct N we need one
additional notation: given a finite set S of inequivalent (nontivial) valuations
of K , we denote D×S =

∏
v∈S D×v with the topology of the direct product

(where, of course, Dv = D⊗K Kv is endowed with the topology of a vector
space over Kv), and let ιS : D× → D×S denote the diagonal embedding. Next
we observe that if D is a quarternion division algebra over K = Q2, then
D× possess a normal subgroup N0 such that D×/N0 " Σ3, the symmetric
group on three letters: indeed let N0 =K×(1+m), wherem is the valuation
ideal in D; then one easily checks that D×/N0 is a nonabelian group of
order 6, hence isomorphic to Σ3.

Now, take such a subgroup Nvi ⊆ D×vi
for i = 1, 2, and let N =

Nv1×Nv2 ⊆ D×{v1,v2} and N = ι−1
{v1,v2}(N ). We claim that D×/N " Σ3×Σ3

and that N is not open with respect to any valuation of D. Since the diameter
of the commuting graph of Σ3 × Σ3 is 3, we will be done. To see the
properties required from N we need the following.

Lemma 8.5. Let S be a finite set of inequivalent valuations of K, N ⊆ D×S
be an open normal subgroup and N = ι−1

S (N ). Then
(1) D×/N " D×S /N .
(2) For any nontrivial valuation w /∈ S of K, ιw(N) is dense in D×w .

Proof. Easily follows from the weak approximation for D× and will be
omitted. ��

It follows from Lemma 8.5.1 (applied to S = {v1, v2}) that D×/N "
Σ3 ×Σ3. Suppose N is open in D× with respect to a nontrivial valuation ṽ
of D, and let v denote the restriction of ṽ to K (it is a nontrivial valuation
of K ). Pick w ∈ {v1, v2} distinct from v. Then by Lemma 8.5.2 (applied to
S = {v}), ιw(N) is dense in D×w which contradicts the fact that ιw(N) ⊆ Nw

and the latter is a proper closed subgroup.
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Appendices

Appendix A. A survey of the Margulis-Platonov conjecture

Although questions dealing with the openness of normal subgroups were
not previously examined (or even raised) in the context of arbitrary fields,
their analysis over special fields (primarily, local and global) has been an
area of active research for quite some time. The main efforts (over global
fields) were focused on proving the Margulis-Platonov conjecture which is
briefly surveyed in this appendix (for a more detailed discussion see Ch. IX
in [14]). We hope that this survey will provide the reader with an adequate
perspective on the results of the current paper.

First, we recall the following general local result which follows from the
classical theory of Lie groups over the field K = R and was established
by C. Riehm if K is a field complete with respect to a discrete valuation:
if G is a simple algebraic group over such K , then any noncentral normal
subgroup of the group of rational points G(K) is open in the topology
induced by that of K . Moreover, it is known that if in addition G is simply
connected, then G(K) in fact does not have any proper noncentral normal
subgroups (i.e. is projectively simple) in the following cases: 1) K = R orC
(E. Cartan), and 2) K is a nonarchimedean locally compact field and G is K-
isotropic (a consequence of Platonov’s proof of the Kneser-Tits conjecture).
On the contrary, if K is a nonarchimedean locally compact field and G
is K-anisotropic, then the group G is compact and totally disconnected,
hence profinite, and therefore is approximated by (open) normal subgroups
of finite index. In fact, a more precise information is available in the latter
case: G " SL1,D , the algebraic group associated with the norm 1 group
in a finite dimensional central division algebra D over K; the valuation
extends from K to D , and then a simple analysis of the filtration given
by the congruence subgroups modulo the powers of the valuation ideal in
D shows that G(K) is an extension of a pro-p group by a finite cyclic
group where p is the characteristic of the residue field for K; in particular,
for any noncentral normal subgroup N ⊆ G(K), the quotient G(K)/N is
solvable.

Let now G be an absolutely simple simply connected algebraic group
over a global field K . The Margulis-Platonov conjecture relates the normal
subgroup structure of the group of K -rational points G(K ) to that of the
“local” groups G(Kv) over the completions Kv of K where v runs through
all valuations of K . It follows from the discussion above that the group
G(Kv) is projectively simple unless v is a nonarchimedean valuation such
that G is Kv-anisotropic, and in any case the noncentral normal subgroups
of G(Kv) are open in the v-adic topology. This motivates the following
conjecture, known as the Margulis-Platonov conjecture:

(MP): Let T be the set of all nonarchimedean valuations v of K for which
the group G is Kv-anisotropic. Then for any noncentral normal
subgroup N ⊆ G(K ) there should exist an open normal subgroup
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W ⊆ GT =
∏

v∈T

G(Kv) such that N = δ−1(W ) where δ : G(K ) →
GT is the diagonal map; in particular, if T = ∅, then G(K ) should
be projectively simple (no proper noncentral normal subgroups).

(Speaking about (MP), one should bear in mind two finiteness results: any
noncentral normal N ⊆ G(K ) has finite index (cf. [9], [15]), and T is
always finite which follows, for example, from Theorem 6.7 in [14]. Also,
the (product) topology on the group GT is sometimes called T -adic, so (MP)
claims that all noncentral normal subgroups of G(K ) should be T -adically
open in G(K ).)

Historically, the first question of this nature was raised by M. Kneser. In
1956 he established the projective simplicity of G(K ) for G = Spinn( f )
where f is a nondegenerate quadratic form over K in n ≥ 5 variables
and conjectured that the result should still hold for G = Spin3( f ) (the
case n = 4 easily reduces to the case n = 3) if the form f is isotropic
over all nonarchimedean completions of K (i.e. T = ∅ in our nota-
tions). Kneser’s conjecture was generalized to arbitrary simple simply
connected groups by V.P. Platonov in his ICM-74 talk in the form of
a local-global principle: the group G(K ) is projectively simple if and only
if the local groups G(Kv) are projectively simple for all nonarchimedean
v. We observe that the latter condition is precisely equivalent to T = ∅,
and that it is satisfied automatically if G is not of type An . To include
groups with anisotropic nonarchimedean completions, Platonov’s conjec-
ture was generalized by G.A. Margulis [9] who gave the above formulation
of (MP).

For a K -isotropic group G, the conjecture (MP) simply claims that the
group G(K ) should be projectively simple. This has already been proved
for all groups over global fields except one rank one form of type E6, so the
main emphasis in (MP) is really made on anisotropic groups. However, for
more than twenty years Kneser’s theorem for the spinor groups remained
the only result about simplicity which allowed anisotropic groups. A break-
through occurred in the late 70-s and 80-s. First, it was shown in [12]
that if D is quaternion algebra and G = SL1,D, then under the assump-
tion that T = ∅, the group G(K ) is perfect, i.e. G(K ) = [G(K ),G(K )]
(we observe that this group is the same as in Kneser’s original conjecture,
viz. G " Spin3( f ) for some quadratic form f ). Using some techniques
of [12], Margulis [10] proved (MP) for such G in full. Subsequently, the
result of [10] played a role of “the base of induction” in the proof of (MP)
for the groups of classical types Bn (n ≥ 2), Cn (n ≥ 2), Dn (n ≥ 4)
and the special unitary groups SUn( f ) (n ≥ 3) of type An−1 associated
with a nondegenerate hermitian form f over a quadratic extension L/K
(M. Borovoi, Platonov-Rapinchuk, G. Tomanov) as well as exceptional
types E7, E8, F4 and some forms of type E6 (V. Chernousov); type G2 can
be treated along with either classical or exceptional groups. Returning to
the groups of the form G = SL1,D associated with a central division alge-
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bra D over K , in [13] the methods and results of [12] were extended from
quaternion algebras to algebras of arbitrary degree to prove (MP) for the
commutator subgroup N = [G(K ),G(K )]. Raghunathan [17] elaborated
on this result and showed that if a noncentral normal subgroup N ⊆ G(K )
satisfies (MP) (i.e. is T -adically open), then so does its commutator sub-
group [N, N]. (It was shown in [14], Sect. 9.2, that this can also be derived
from the result in [13] and computations of H2 for the norm 1 group
of a local division algebra carried out by Prasad-Raghunathan in [16]).
Tomanov [32] extended Margulis’s result [10] from quaternion algebras to
algebras of degree 2d , d ≥ 1, and moreover reduced (MP) to algebras of
odd degree.

All aforementioned results were obtained on the basis of arithmetic
methods (local-global principle, etc.), however subsequent attempts to com-
plete with their help the proof of (MP) for the groups of the form SL1,D
for an arbitrary division algebra D turned out to be unsuccessful which
suggested that new methods were needed. Such methods were found by
departing from purely arithmetic techniques and putting the problem in
a more general algebraic context. First, in [18] Margulis’s finiteness theo-
rem and the results from [17] were used to reduce (MP) for G = SL1,D
to the assertion that the multiplicative group D× does not have normal
subgroups N such that D×/N is a (nonabelian) finite simple group. As
this statement (in contrast to (MP)) makes sense for division algebras
over arbitrary fields, its truth was conjectured in [18] for all finite di-
mensional division algebras and verified for algebras of degree 2 and 3
over arbitrary fields. This conjecture was proved in full in the papers [27]
and [31] which completed the proof of (MP) for the groups of the form
SL1,D

2.
More precisely, in [27], Segev proved that a finite simple group cannot

appear as a quotient of D× if either its commuting graph has diameter ≥ 5,
or is balanced, and then in [31] Segev and Seitz verified using the clas-
sification of finite simple groups that any nonabelian finite simple group
satisfies one of these conditions. It should be pointed out that the success
in [27] was achieved due to a partial return to arithmetic methods in the
context of arbitrary fields as some constructions therein were equivalent
to defining valuations in the general setting (cf. Appendix B for more de-
tails), though valuations did not appear in [27] explicitly. After reading [27],
Rapinchuk pointed out in [19] the expediency of valuation theory in this
context and subsequently proved in [20] Theorem 1. This result led Segev
to extend some of the results of Sects. 2–4 in [27] to construct what we
now call valuation-like maps under weaker assumptions than in [27], viz.
assuming only that the diameter of ∆(D×/N) is≥ 4 (Theorem 2). Combin-

2 We note that this result in combination with the local results mentined in the begin-
ning implies that for any noncentral normal subgroup N ⊆ G(K ) the quotient G(K )/N is
solvable. Since the quotient D×/G(K ) is abelian, one immediately obtains that for any non-
central normal subgroup N ⊆ D×, the quotient D×/N is solvable; in particular Conjecture
F.So.Q. holds over global fields.
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ing Theorems 1 and 2, one obtains Theorem 3 which, generally speaking,
gives the best possible answer to the question when a finite index normal
subgroup N ⊆ D× is open with respect to a nontrivial valuation of D
(see, however, the congruence subgroup theorem obtained in [22]). How
does this result relate to (MP)? The point is that for the group G = SL1,D
the set T introduced in the statement of (MP) coincides with the set of
all nonarchimedean valuations v of K for which D ⊗K Kv remains a di-
vision algebra, and these are precisely the (nonarchimedean) valuations of
K that extend to D. In effect, what (MP) claims is that any noncentral
normal subgroup N ⊆ G(K ) (which is equivalent to N having a finite
index) should be open with respect to the topology defined by the valua-
tions of D. So, Theorem 3 is precisely this kind of a result for the finite
index normal subgroups in D× and a single valuation. The next natural
step in this direction should be the investigation of the full analog of (MP),
i.e. the determination of general conditions that ensure the openness of
a finite index normal subgroup N ⊆ D× with respect to the topology
defined by a finite collection of valuations – we hope that the condition
diam(∆(D×/N)) ≥ 3 will be sufficient. As we pointed out in the intro-
duction, this will give an alternative proof (i.e., different from the one
obtained in [22]) of Conjecture F.So.Q. that all finite quotients of D× are
solvable.

In the conclusion, we remark that the case of anisotropic outer forms of
type An in (MP) still remains open, and its resolution will most probably
require additional new methods.

Appendix B. The local ring R of [27] is a valuation ring

In this short appendix we show that the local ring R constructed in Sects. 7–
10 of [27] is in fact a valuation ring of a valuation extending the canonical
homomorphism

v : N → Γ

from N onto a totally ordered group Γ given in Sect. 6 of [27]. This fact was
neither noted, nor proved in [27]. We continue with the notation of Sect. 6
of this paper. We emphasize that (unlike in this paper), in Sects. 7–10
of [27] it is assumed that G∗ is a nonabelian simple group. In addition it is
assumed that the commuting graph ∆(G∗) of G∗ either has diameter ≥ 5 or
is balanced, this hypothesis was later proved to hold true for all nonabelian
finite simple groups in [31]. Recall that balanced is defined by: there are
nonidentity elements x∗, y∗ ∈ G∗ such that all the distances d(x∗, y∗),
d(x∗, x∗y∗), d(x∗, (x−1)∗y∗), d(y∗, x∗y∗) and d(y∗, (x−1)∗y∗) are ≥ 4. As
in [27], let U be the kernel of v. By 7.1.1 in [27], G = ON, where in the
notation of [27], G = D× and O = SL1(D) are the elements of reduced
norm 1. Define a map

w : D× → Γ
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as follows. Let d ∈ D× and write d = xn, with x ∈ O and n ∈ N. Define
w(d) = Un ∈ Γ. By 7.1.2 in [27], OU ∩ N = U , so w is a well defined
homomorphism. We claim that w is a valuation whose valuation ring is the
ring R defined in 10.1.1 and 10.1.3 of [27] as follows:

R = {d ∈ D× | d = xn, for some x ∈ O and n ∈ U ∪ N̄} ∪ {0},(i)

where N̄ = {n ∈ N | v(n) > 0}; in particular, for a ∈ D×, w(a) ≥ 0
iff a ∈ R. Notice that R is a ring by 10.2.3 of [27]. To show that w is
a valuation, it suffices to show that if −1 �= a ∈ D×, with w(a) ≥ 0, then
w(a + 1) ≥ 0. Since R is a ring, for −1 �= a ∈ R, we have a + 1 ∈ R, so
w(a + 1) ≥ 0, completing the proof that w is a valuation. It is immediate
from the definitions that w extends the canonical map v : N → Γ, and it is
immediate from (i) that R is the valuation ring of w. Note that the ideal I
defined in [27] Sect. 10 by

I = {d ∈ D× | d = xn, for some x ∈ O and n ∈ N̄} ∪ {0}
is the valuation ideal of w and so D̄ := R/I is the residue division algebra
of w.

Appendix C. A brief account of the notes [19]

As we mentioned in Sect. 5, for conjugation invariant valuation-like maps
one can give an alternative proof of Theorem 5.1. This argument first ap-
peared in [19], and we reproduce it here with minor changes. So, suppose
N � D× and let ϕ : N → Γ be a conjugation invariant valuation-like map
having a level α. It is a consequence of Wedderburn’s factorization theo-
rem (cf. [23], p. 253) that for x ∈ D×, the reduced norm NrdD/K(x) is the
product of n conjugates of x, where n is the degree of D, implying that for
x ∈ N, one has NrdD/K(x) ∈ NK , and

ϕ(xn) = ϕ(NrdD/K(x)).(i)

In the begining of the proof of Theorem 5.1 we have seen that there ex-
ists a height one valuation v0 : K× → Γ0 associated with the restriction
ϕK : NK → ΓK = ϕ(NK ), so that v0 |NK= θ ◦ ϕ |NK for a certain homo-
morphism of ordered groups θ : ΓK → Γ0. Consider the following map:

v : D× → Γ̃ := 1

n
Γ0, v(x) = 1

n
v0(NrdD/K(x)).(ii)

(recall that Γ0 is isomorphic to a subgroup of (R,+), so multiplication
by 1

n makes sense). It follows from (i) that nϕ(N) ⊆ ΓK implying that θ
extends to a homomorphism of ordered groups θ̃ : ϕ(N)→ Γ̃, and then in
view of (ii) we have v |N= θ ◦ ϕ, i.e. v is associated with ϕ. So, it remains
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to prove that v is a valuation of D. Since v is a group homomorphism by
construction, for the property v(a+b) ≥ min(v(a), v(b)) it suffices to verify
the following implication:

v(a) ≥ 0 -⇒ v(a + 1) ≥ 0(iii)

for any a ∈ D×, a �= −1. Now, suppose we know that for any maximal
subfield P ⊆ D such that P/K is separable, P̃ := P⊗K Kv0 is a field, where
Kv0 is the completion of K . We will derive (iii) from this assumption. Since
v((1+ a)pr

) = v(1+ apr
) if p = char D > 0, it suffices to prove (iii) only

for elements which are separable over K . Any such element a is contained
in a maximal subfield P which is separable over K (cf. [11], Sect. 13.5).
Since P̃ is a field, v0 admits a unique extension u to P given by:

u(x) = 1

n
v0(NP/K(x)),(iv)

where NP/K is the usual norm in the field extension (cf. [8]). Using the fact
that NrdD/K(x) = NP/K(x) for all x ∈ P (cf. [4], p. 28), we conclude from
(ii) and (iv) that u = v |P . In other words, the restriction v |P is a valuation,
and (iii) follows.

It remains to show that condition (VL) in the definition of a valuation-
like map, implies that for every maximal separable subfield P ⊆ D, P̃ =
P ⊗K Kv0 is a field. Suppose otherwise. Then P̃ "∏r

i=1 Pi , where Pi/Kv0

is a finite extension of degree ni , n1 + · · · + nr = n, and r > 1. (We
recall that Pi’s are precisely the completions of P with respect to different
extensions of v0 to P (cf. [5], Sect. 8, Cor. 2), and P̃ gets endowed with the
direct product of the topologies defined by those extensions; this topology
coincides with the unique topology on P̃ as a finite dimensional vector space
over Kv0 .) We will assume (as we may) that n1 ≤ ni for all i (in particular,
n1 ≤ n/2). Pick a ∈ N>α. According to (v) in the proof of Lemma 5.7,
there exists b ∈ NK such that ϕ(b) ≥ ϕ(a). Since v0 is nontrivial, there
exists x ∈ K such that v0(x) > nv0(b) =: β. We let

y = (x−1 + 1, x2m + 1, . . . , x2m + 1) ∈ P̃,

where m = |D× : N|, and using weak approximation pick a sequence
z1, . . . , zd, . . . ∈ P converging to y. Observe that the function f : P̃ → Kv0

defined by:

f(t) =
r∏

i=1

NPi/Kv0
(ti) for t = (t1, . . . tr) ∈ P̃,

is continuous and coincides with the norm NP/K(t) on P. It follows that

f(zd)→ f(y) = x−n1(x + 1)n1(x2m + 1)n−n1 ,
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implying that v0( f(y)) < −n1β ≤ −β, and hence that

v0( f(zd)) = v0(NP/K(zd)) = v0(NrdD/K(zd)) < −β
for all sufficiently large d. We have: zm

d ∈ N and

nθ
(
ϕ
(
zm

d

)) = v0
(
NrdD/K

(
zm

d

))
< −β,

and therefore ϕ(zm
d ) < −α, i.e. zm

d ∈ N<−α. On the other hand,

f
(− zm

d +1
)→ f(−ym+1) = (−(x−1+1)m+1)n1(−(x2m+1)m+1)n−n1 .

We have:

−(x−1 + 1)m + 1 = x−ma, −(x2m + 1)m + 1 = x2mb

where a = −(1+ x)m+ xm and b = −(1+ (x2m+1)+· · ·+ (x2m+1)m−1),
and therefore

f(−ym + 1) = xm(2n−3n1) · an1 · bn−n1 .

So, we conclude from v0(a) ≥ 0 and v0(b) ≥ 0 that v0( f(−ym + 1)) > 0,
implying that v0( f(−zm

d + 1)) = v0(NrdD/K(−zm
d + 1)) > 0 for all suffi-

ciently large d. This shows that for those d’s the inclusion −zm
d +1 ∈ N<−α

is impossible as it would imply that

v0
(
NrdD/K

(− zm
d + 1

)) = nθ
(
ϕ
(− zm

d + 1
)) ≤ 0.

Thus, we obtain a contradiction to condition (VL) in the definition of
a valuation-like map.
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