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Abstract
We give a dynamical characterization of measures on the real line with finite log-
arithmic integral. The general case is considered in the setting of evolution groups
generated by de Branges canonical systems. Obtained results are applied to the Dirac
operators and Krein strings.
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1 Introduction

1.1 Nonstationary scattering

In nonstationary scattering theory [58, 68, 84], one studies an evolution group of
unitary operators {Ut }t∈R that act on Hilbert space H . Elements X ∈ H are called
states and the set {UtX}t∈R is a trajectory of X under the evolution Ut . Motivated by
physical heuristics, one sometimes expects that the long-time behavior of UtX, t →
±∞, is asymptotically close to that of U0

t Y±, t → ±∞, for certain states Y± ∈ H ,
which depend on X. Here, {U0

t }t∈R is another evolution group of unitary operators
that act on the same Hilbert space H . The scattering operator S defined by S : Y− �→
Y+ then recovers the remote future of the process UtX from its past.

For concrete evolution groups Ut and U0
t , proving the existence of the scattering

operator might be a nontrivial problem. In this paper, we address this question in
the context of 2 × 2 canonical Hamiltonian systems on the positive half-axis R+ =
[0,+∞). They provide a convenient framework for a unifying treatment of classical
equations/operators of mathematical physics, such as one-dimensional Dirac systems,
Krein strings, Jacobi matrices, and Schrödinger operators. In fact, any self-adjoint
operator with a simple spectrum can be realized as a canonical Hamiltonian system
on R+ although such a realization is often somewhat implicit. We refer to [69] and
[71] for an introduction to the spectral theory of canonical Hamiltonian systems.
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A canonical Hamiltonian system is defined by its Hamiltonian, which is a 2 × 2
matrix-valued function on R+ that has the form

H =
(

h1 h

h h2

)
, H(τ ) ≥ 0, traceH(τ ) > 0, for a.e. τ ∈R+.

The real-valued functions h1, h2, h satisfy h1, h2, h ∈ L1
loc(R+). If h = 0 almost ev-

erywhere on R+, we say that H is diagonal. Let J =
(

0 −1
1 0

)
. With each Hamiltonian

H one can associate the canonical system,

JX′(τ, z) = zH(τ )X(τ, z). (1.1)

Here, z ∈ C is a spectral parameter and the derivative is taken in τ ∈ R+. Canonical
Hamiltonian system (1.1) can be considered as a generalized eigenvalue problem
DHX = zX for a self-adjoint differential operator

DH : X �→ Y, Y : JX′ = HY,

densely defined on a certain Hilbert space of functions on R+ (we give more details in
Sect. 2.1). The self-adjoint operator DH has a simple spectrum. It, therefore, admits
a spectral representation as the multiplication operator by the independent variable in
L2(μ), with a canonical choice of the scalar non-negative spectral measure μ satis-
fying

∫
R

dμ(x)

1 + x2 < ∞. (1.2)

Remarkably, any non-negative Borel measure μ satisfying (1.2) is a spectral measure
of DH for some Hamiltonian H. In particular, the usual Lebesgue measure on R is

the spectral measure of DH0 for the constant Hamiltonian H0 =
(

1 0
0 1

)
on R+.

In our paper, we study dynamics of the unitary evolution group Ut = eitDH gen-
erated by a general Hamiltonian H by comparing it to the “unperturbed” dynamics
governed by U0

t = eitDH0 . The latter can be easily reduced to the shift operator on
L2(R), see Sect. A.2. Informally, one of our central results can be summarized as fol-
lows: “scattering for the pair Ut , U0

t takes place if and only if the spectral measure μ

of DH belongs to the Szegő class Sz(R)”. That class consists of Borel non-negative
measures on the real line R whose density with respect to the Lebesgue measure on
R has a finite logarithmic integral:

Sz(R) =
{
μ = w dx + μs :

∫
R

dμ(x)

x2 + 1
< +∞,

∫
R

logw(x)

x2 + 1
dx > −∞

}
. (1.3)

The Szegő class is prominent in complex analysis [46, 48], theory of stationary pro-
cesses [27, 38], orthogonal polynomials [74, 75, 77], and statistical physics [20, 76].
We will discuss its appearance in various aspects of scattering for canonical Hamilto-
nian systems: propagation of a single wavepacket (Theorem 2.9 and Theorem 2.19),
existence and completeness of wave operators (Theorem 2.22), dynamical classifica-
tion of spectral types (Theorem 2.24 and Theorem 2.26). We also use our previous
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work to provide an explicit description of Hamiltonians corresponding to spectral
measures in Sz(R) (Proposition 2.8).

Below we discuss how our general theory, summarized in Sect. 2, applies to two
important classes of operators: Dirac systems and Krein strings. In these two cases,
the connection between Szegő condition on the spectral measure, propagation of the
wavepacket, and the existence of the wave operators becomes particularly transpar-
ent. The Dirac systems give rise to locally absolutely continuous Hamiltonians H
with detH = 1 on R+, and Krein strings are in one-to-one correspondence with di-
agonal Hamiltonians on R+. Some figures demonstrating a numerical simulation of
the propagation of waves can be found in Sects. 1.5 and 1.6.

We believe that suitable modifications of Szegő class will appear naturally in other
criteria for scattering in different settings (say, for CMV matrices, Jacobi matrices,
Dirac operators with the positive mass, etc.) if one chooses the unperturbed dynamics
properly (see, e.g., [23, 81]).

1.2 Dirac equation

Define � as the solution to the following Cauchy problem for one-dimensional Dirac
equation on the positive half-line R+ = [0,+∞):

J� ′(τ, z) + Q(τ)�(τ, z) = z�(τ, z), �(0, z) =
(

1
0

)
, τ ∈R+, z ∈ C.

(1.4)

Here, again, J =
(

0 −1
1 0

)
and the derivative is taken with respect to τ . The potential Q

is 2 × 2 matrix-function with real entries. It is symmetric, has zero trace, and satisfies
Q ∈ L1

loc(R+). We will write Q in the form

Q =
(

q1 q2
q2 −q1

)
, (1.5)

where real-valued functions q1 and q2 on R+ satisfy q1, q2 ∈ L1
loc(R+). For each

value of the spectral parameter z ∈ C, the solution, �(·, z), is a locally absolutely
continuous function on R+ with values in C

2. It can be considered as the generalized
eigenvector of the Dirac operator

DQ : Z �→ JZ′ + QZ. (1.6)

The operator DQ is a densely defined self-adjoint operator on the Hilbert space

L2(R+,C2) =
{
Z : R+ →C

2 : ‖Z‖2
L2(R+,C2)

=
∫
R+

‖Z(τ)‖2
C2 dτ < ∞

}
.

Its domain consists of locally absolutely continuous functions Z ∈ L2(R+,C2) that

satisfy two conditions: JZ′ + QZ ∈ L2(R+,C2) and 〈Z(0),
(

0
1

)
〉C2 = 0. The “free”

Dirac operator, corresponding to the potential Q = 0, will be denoted by D0.
The one-dimensional Dirac operator (1.6) has its origin in relativistic quantum me-

chanics. It appears after the separation of variables as the radial part of a “full” Dirac



Szegő condition, scattering, . . . 295

operator that describes a relativistic particle in a radially symmetric external field in
R

3 (see Sect. 4.6 in [80]). In the one-dimensional model, DQ describes the parti-
cle of unit mass moving in a field defined by a potential q : R+ → R. That function
q is related to q1 and q2 in (1.5) by q1 = cos(2

∫ τ

0 q ds) and q2 = − sin(2
∫ τ

0 q ds),
see page 534 in [37], and a discussion at the end of Sect. 4.4. In the theory of com-
pletely integrable systems, the Dirac equation appears as a linear self-adjoint problem
that is used to solve the nonlinear Schrödinger equation. See, e.g., [29], Chap. 1 for
the inverse scattering approach in the theory of nonlinear Schrödinger equation, and
[1, 19, 56] for more on inverse scattering problems.

For every Q ∈ L1
loc(R+), there is a unique Borel measure μD on R such that

(x2 + 1)−1 ∈ L1(μD) such that the generalized Fourier transform

FQ : Z �→ 1√
π

∫
R+

〈Z(τ),�(τ, z̄)〉C2 dτ, z ∈C, (1.7)

densely defined on smooth functions with compact support, can be extended to a
unitary map from L2(R+,C2) onto L2(μD). That measure is called the main spec-
tral measure of DQ. For example, the Lebesgue measure on R is the main spectral
measure for the free Dirac operator D0. We refer the reader interested in the spec-
tral theory of the one-dimensional Dirac operator to the classical monograph [61].
It can also be considered as a part of a more general spectral theory of canonical
Hamiltonian systems [18, 67, 69, 71].

Given a potential Q ∈ L1
loc(R+), we let Ut = eitDQ and U0

t = eitD0 in the context
of general problem discussed in Sect. 1.1. These are unitary operators on L2(R+,C2)

parameterized by t ∈ R. The unperturbed dynamics U0
t has an explicit form given

by formula (4.9) below. Fix a measurable time-independent “phase function” γ on
R+ which takes its values on the unit circle T = {z ∈ C : |z| = 1}. Let Mγ : Z �→ γZ

denote the multiplication operator on L2(R+,C2) with function γ . Set U0
γ,t = Mγ U0

t

for t ≥ 0 and U0
γ,t = Mγ U0

t for t < 0.

Definition If the following limits

W±(DQ,D0, γ ) = lim
t→±∞U−tU

0
γ,t (1.8)

exist in the strong operator topology, we will call them the modified wave operators
for evolution groups Ut and U0

t . The standard Möller wave operators correspond to
the choice γ = 1 on R+.

Studying wave operators is a classical problem in scattering theory, theory of par-
tial differential equations, and mathematical physics (see, e.g., Hörmander [34], Kato
[41], Birman and M. Krein [10], Lax and Phillips [58], Yafaev [84], etc.). In our pa-
per, we show that wave operators for DQ, D0 exist if and only if the spectral measure
μD belongs to Szegő class (1.3). Specifically, we prove the following two theorems.

Theorem 1.1 Let DQ be the Dirac operator (1.6) with potential Q ∈ L1
loc(R+). As-

sume that for some measurable function γ : R+ → T one of the wave operators
W±(DQ,D0, γ ) exists. Then, the main spectral measure μD of DQ belongs to the
Szegő class Sz(R).
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The wave operators W±(DQ,D0, γ ) are called complete if they are unitary oper-
ators from L2(R+,C2) onto the absolutely continuous subspace Hac(DQ) of DQ.

Theorem 1.2 Let DQ be the Dirac operator (1.6) with potential Q ∈ L1
loc(R+). As-

sume that the spectral measure μD of DQ belongs to the Szegő class Sz(R). Then, the
wave operators W±(DQ,D0, γ ) exist and are complete for some measurable func-
tion γ : R+ → T. Moreover, one can take γ = 1 if Q is anti-diagonal, i.e., q1 = 0.

In general, one cannot take γ = 1 in Theorem 1.2 as has been shown in [22] (see
discussion after Theorem 14.7 there and Teplyaev’s work [78]). The wave operators
W±(DQ,D0, γ ) can be used to describe asymptotics of evolution in the remote future
given its behavior in the remote past. In the setting of Theorem 1.2, the scattering
operator

S = W−1+ W−, W± = W±(DQ,D0, γ ),

defines a unitary map on L2(R+,C2). We prove that it does not depend on γ . Our
wave operators are complete and S describes the asymptotic dynamics of a state
Z ∈ Hac(DQ) under the evolution Ut by

S : YZ,− �→ YZ,+, lim
t→±∞‖UtZ − U0

γ,tYZ,±‖L2(R+,C2) = 0. (1.9)

In other words, if UtZ is asymptotically close to U0
γ,tYZ,− in the remote past for

some YZ,−, then UtZ is asymptotically close to U0
γ,tYZ,+ in the remote future, hence

YZ,+ = SYZ,−. Moreover, both YZ,+ and YZ,− are in one-to-one correspondence
with Z because we have YZ,± = W−1± Z and the operators W± are unitary from
L2(R+,C2) onto Hac(DQ). Notice that analogs of wave operator and scattering map
can also be defined in the context of classical Hamiltonian mechanics (see, e.g., [13]).

Paraphrasing Theorem 1.1 and Theorem 1.2, we can now say that the scattering
phenomenon in the sense of (1.9) takes place for the Dirac evolution groups Ut , U0

t

if and only if the main spectral measure of DQ lies in the Szegő class Sz(R). That
motivates us to introduce the class of potentials

Sz(Dir) = {Q ∈ L1
loc(R+) : the main spectral measure of DQ is in Sz(R)

}
.

In previous works [7] and [8], we characterized potentials Q ∈ Sz(Dir). That descrip-
tion is summarized in the following theorem.

Theorem 1.3 Let Q be a potential in L1
loc(R+) and N0 be the solution to the Cauchy

problem

JN ′
0(τ ) + Q(τ)N0(τ ) = 0, N0(0) =

(
1 0
0 1

)
, τ ∈R+.

Then, Q ∈ Sz(Dir) if and only if

∑
n≥0

(
det
∫ n+2

n

N∗
0 (τ )N0(τ ) dτ − 4

)
< +∞.
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If, moreover, Q has the form

Q =
(

q 0
0 −q

)
or Q =

(
0 q

q 0

)
, (1.10)

then Q ∈ Sz(Dir) if and only if

∑
n≥0

(∫ n+2

n

h(τ) dτ

∫ n+2

n

dτ

h(τ)
− 4

)
< +∞, (1.11)

where h(τ) = e2
∫ τ

0 q(s) ds , τ ≥ 0.

Previous works provide sufficient conditions for scattering in Dirac evolution and
we will discuss some of them now. We write Q ∈ Lp(R+) if the entries of a potential
Q belong to the space Lp(R+). The case Q ∈ L1(R+) is classical, the existence
and completeness of W±(DQ,D0,1) follow from the general theorems on trace-
class perturbations. Indeed, one can show that the operator (DQ + i)−1 − (D0 + i)−1

belongs to the trace class S1(L2(R+,C2)) and then use a result of Birman and Krein
(see Theorem 2 in [10] or Theorems XI.8, XI.9 in [68]) which is an extension of the
classical Kato-Rosenblum theorem. In a general setting, the trace class in Birman-
Krein theorem cannot be replaced by any other Schatten class Sp(L2(R+,C2)), p >

1. However, for the Dirac equation, the existence of wave operators was proved under
assumptions much weaker than (DQ + i)−1 − (D0 + i)−1 ∈ S1(L2(R+,C2)). For
example, Christ and Kiselev [14] showed that the wave operators W±(DQ,D0,1)

exist and are complete for Q ∈ Lp(R+), 1 ≤ p < 2. The second author covered the
borderline case in [21]: he proved that the wave operators exist and are complete for
Q ∈ L2(R+). On Lp(R+)-scale, the class L2(R+) is optimal: a well-known result by
Pearson [64], when stated for Dirac equation, says that there exists Q ∈ ∩p>2L

p(R+)

for which the Dirac operator DQ has empty absolutely continuous spectrum. That
implies Hac(DQ) = {0} and the wave operators do not exist in a “very strong sense”.
Indeed, there are no isometric operators between L2(R+,C2) and {0} = Hac(DQ)!

Previous results indicated a connection between the convergence of logarithmic
integral of the spectral measure μD and the existence of wave operators. The first
author proved [6] that Szegő condition is sufficient for the existence of certain modi-
fied wave operators and one can show that the spectral measure belongs to the Szegő
class Sz(R) for Q ∈ Lp(R+), 1 ≤ p ≤ 2. In higher dimensions, similar results were
obtained in [57, 73], and [24]. The present paper provides the final answer in the
form of a necessary and sufficient condition for Dirac scattering given both in terms
of spectral data (via Theorem 1.1 and Theorem 1.2) and an explicit condition on po-
tential Q (via Theorem 1.3). We rely on our previous works [6–8, 22], and, more
broadly, on M. Krein’s idea (see [53] and [54]) to use the theory of polynomials or-
thogonal on the unit circle when studying problems of spectral theory. In particular,
Lemma 2.16 that appears later in the text has the counterpart known as “Khrushchev’s
theorem” for orthogonal polynomials (see [43] by Khrushchev).

Consider Q of the form (1.10) with q = sin τα

τβ for some α,β ∈ R. That class of
potentials, introduced by von Neumann and Wigner in a different context, was exten-
sively studied in the literature (see, e.g., [14] for some references). Different values of
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Fig. 1 The set A in Theorem 1.4 (filled blue). Pairs (α,β) ∈ A correspond to potentials Q ∈ Sz(Dir). The
set A is open, which demonstrates the stability of the scattering phenomenon in parameters α and β

parameters α, β give rise to highly oscillating, slowly oscillating, periodic, decaying
or growing potentials. The scattering problem for such potentials has been actively
studied (see [3, 4, 26, 63, 82]) in the setting of Schrödinger equation.

Theorem 1.4 Suppose that a potential Q ∈ L1
loc(R+) has the form (1.10), with q =

sin τα

τβ on [τ0,+∞) for some τ0 > 0 and α,β ∈ R. Then, Q ∈ Sz(Dir) if and only
(α,β) ∈ A, where

A = {α ≤ 0, β − α >
1

2
} ∪ {α ∈ (0,1), β >

1

2
} ∪ {α ≥ 1, α + β >

3

2
}

is the open set depicted on Fig. 1.

Most of the results in this paper have a dynamical interpretation. It also appears
that some difficult questions of spectral theory have precise answers in dynamical
terms. Here is one example: as the following theorem shows, the propagation of just
one nontrivial state Z under the Dirac evolution characterizes the absence of the
singular continuous spectrum for the corresponding Dirac operator.

Theorem 1.5 Let DQ be the Dirac operator with potential Q ∈ Sz(Dir). The singular
continuous spectrum of DQ is empty if and only if

lim
b→+∞ lim

T→+∞
1

T

∫ T

0
‖UtZ‖2

L2(C2,[b,t−b]) dt = 0 (1.12)

for some (and then for every) compactly supported nonzero state Z ∈ L2(R+,C2).

The next theorem shows that in the Szegő case the long-time Dirac evolution of
any state Z ∈ L2(R+,C2) decomposes into three parts: “the bound states part” lo-
calized near the origin, the “scattering part” propagating to infinity with constant
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velocity, and the “singular continuous part” between them. These parts correspond
to the orthogonal projections PppZ, PacZ, PscZ of Z onto the pure point, the ab-
solutely continuous, and the singular continuous subspaces of DQ. We provide the
dynamical description of the sizes of these projections (see [15, 45], and [72] for
related results) which makes the connection between spectral type and evolution of
wavepacket transparent.

Theorem 1.6 Let DQ be the Dirac operator with potential Q ∈ Sz(Dir). Then, for
every Z ∈ L2(R+,C2) we have

lim
b→+∞ lim

T→+∞
1

T

∫ T

0
‖UtZ‖2

L2(C2,[0,b]) dt = ‖PppZ‖2
L2(R+,C2)

,

lim
b→+∞ lim

T→+∞
1

T

∫ T

0
‖UtZ‖2

L2(C2,[b,t−b]) dt = ‖PscZ‖2
L2(R+,C2)

,

lim
b→+∞ lim

t→+∞‖UtZ‖2
L2(C2,[t−b,t+b]) = ‖PacZ‖2

L2(R+,C2)
,

lim
b→+∞ lim

t→+∞‖UtZ‖L2(C2,[t+b,+∞)) = 0.

There is a large amount of literature in which the spectral types and the corre-
sponding subspaces of an operator were studied in connection to the dynamics it gen-
erates. That can be done for very general setting (see, e.g., the celebrated RAGE the-
orem [68], Theorem XI.115) or for some standard operators of mathematical physics
(see [15] or [45], where the Schrödinger evolution was considered). In Theorems
1.5 and 1.6, we focus on Dirac equation and give a complete dynamical descrip-
tion of classical spectral subspaces in the spirit of RAGE theorem. Again, the Szegő
condition on the spectral measure is central to our analysis as it provides the sharp
asymptotics of UtPacZ which simply does not hold in the general case. For example,
the Dirac equation with constant positive mass has different dispersion relation (see,
e.g., [28]) and the third equality in Theorem 1.6 does not hold for such a model.

We want to make a few remarks about other existing methods. In [65], p. 406,
the scattering for regular stationary Gaussian sequences has been studied in the case
when the spectral measure of the process is purely absolutely continuous and its den-
sity satisfies Szegő condition on the unit circle. That is one example of the general
Lax-Phillips approach, in which the so-called representation theorem (see, e.g., Chap-
ter II in [58]) can be applied to the general unitary groups with both discrete and
continuous time. It provides the abstract scattering operator under the assumption
that the so-called “outgoing” and “incoming” subspaces exist. To define these sub-
spaces for concrete evolution equations, one usually works with compactly supported
perturbations of the canonical operators (e.g., Laplacian, Dirac, etc.). Our methods
give asymptotics of evolution UtZ on the physical side for a large class of Z avoid-
ing such strong assumptions on perturbation Q in (1.4). Also, when viewed on the
spectral side, our technique allows the spectral measures to have essentially arbitrary
nontrivial singular parts as long as these measures are in Szegő class.

Another approach to scattering theory is based on proving the large-τ asymptotics
of solutions to (1.4) for Lebesgue almost every spectral parameter z ∈ R. This is an
area of active research (see, e.g., [14, 25, 62], and more recent work [66]).
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1.3 String equation

To define the mathematical model of a vibrating string, one starts with prescribing
its length L ∈ (0,∞] and the non-decreasing right-continuous function M : [0,L) →
R+. Given ξ ∈ [0,L), the number M(ξ) is interpreted as the mass of the [0, ξ ] piece.
Define the Lebesgue-Stieltjes measure m by m[0, ξ ] = M(ξ) and write its decompo-
sition into the absolutely continuous and singular parts: m = mac +ms = ρ dξ +ms.
Usually, the function ρ is referred to as the density of the string. Denote M(L−) =
limξ↑L M(ξ). We will call the [M,L] pair proper if M and L satisfy the following
conditions

L + M(L−) = ∞, (1.13)

0 < M(ξ) < M(L−), ∀ξ ∈ (0,L). (1.14)

The second condition can be interpreted as the left and the right ends of the string
being “heavy”. The free motion of the vibrating string [M,L] with a given initial
displacement u0 : [0,L) → R is described by the solution u = u(ξ, t) of the string
equation

m(ξ)utt (ξ, t) = uξξ (ξ, t), (1.15)

u(ξ,0) = u0(ξ), ξ ∈ [0,L), t ∈R+, (1.16)

ut (ξ,0) = uξ (0, t) = 0. (1.17)

Under mild assumptions (1.13)–(1.14), m is essentially an arbitrary non-negative
Borel measure on [0,L) and one needs to explain how to understand equation (1.15).
In Sect. 3, we will define the self-adjoint non-negative operator SM , the Krein string
operator, which corresponds to the pair [M,L]. Then, the spectral theorem for SM

and operator calculus can be used to define the solution u as follows:

u(·, t) = cos(t
√
SM)u0, u0 ∈ L2(m). (1.18)

With this general picture in mind, we mention that if L = +∞, m= ρ dξ , and ρ and
u0 satisfy additional regularity assumptions, then our solution u coincides with the
unique classical solution to the problem

ρ(ξ)utt (ξ, t) = uξξ (ξ, t), ξ ∈ R+, t ∈ R+,

that satisfies (1.16) and (1.17). In that case, the value of u(ξ, t) gives the displacement
of the string at the point ξ ∈ [0,L) at the moment t ∈R+ where u0 is the initial real-
valued displacement. Assumption ut (ξ,0) = 0 indicates that the initial velocity is
equal to zero, and the Neumann boundary condition uξ (0, t) = 0 says that the left
end is “loose” (see [2] for some background).

In our setup, function u, the solution to (1.15), will be considered as an element of
L2(m) for all t ≥ 0. For m-measurable function f , we introduce its front as

fr[f ] = inf{a ∈ R+ : f = 0 m-almost everywhere on [a,L)}
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and we will call frt = fr[u] the wavefront of solution u(·, t) at time t . Using a clas-
sical result by Krein, one can explicitly compute the wavefront of a wave u with
compactly supported initial profile u0. Given a string [M,L], we define two func-
tions:

TM(ξ) =
∫ ξ

0

√
ρ(s) ds, LM(η) = inf{ξ ∈ [0,L) : TM(ξ) ≥ η}

for ξ ∈ [0,L), η ∈ R+. In physics literature, the former function is sometimes re-
ferred to as eikonal or optical metric. The subscript “M” above refers to the mass
distribution M of a string. Later in Sect. 2.2 we use similar functions TH, LH for a
canonical Hamiltonian system generated by a Hamiltonian H.

Theorem 1.7 Let [M,L] be a proper string and let u0 ∈ L2(m) be a nonzero com-
pactly supported initial profile. Assume that t > 0 is such that LM(TM(fr0)+ t +ε) <

∞ for some ε > 0. Then, the wavefront of the solution u of (1.15) can be found by
the formula

frt = LM(TM(fr0) + t). (1.19)

We say that a Borel measure σ = υ dx + σs on R+ with the density υ and the
singular part σs belongs to the Szegő class Sz(R+) if (x + 1)−1 ∈ L1(σ ) and

∫
R+

logυ(x)√
x(x + 1)

dx > −∞.

To each proper string [M,L], one can associate the unique non-negative Borel mea-
sure σ on R+ with (x +1)−1 ∈ L1(σ ) called the main spectral measure of the string
[M,L]. The theorem below provides a dynamical characterization of the Szegő class
Sz(R+).

Theorem 1.8 Let [M,L] be a proper string and let σ be its main spectral measure.
Then, σ ∈ Sz(R+) if and only if for some (and then for every) nonzero compactly
supported initial profile u0 ∈ L2(m) and for some (and then for every) � > 0 we have

lim sup
t→+∞

‖u(·, t)‖L2(m,[frt−�,frt ]) > 0. (1.20)

Put differently, the result says that the spectral measure of a string [M,L] belongs
to Sz(R+) if and only if the part of wave u near its wavefront does not vanish as
t → +∞.

For the homogeneous string with positive constant density, we have L = +∞ and
M : ξ �→ ρ0ξ where ρ0 > 0. In that case, the propagation of the wave with the initial
profile u0 has the well-known “traveling wave” form given by d’Alembert’s formula:

u(ξ, t) = u0(ξ + at) + u0(ξ − at)

2
, t ≥ 0, ξ ≥ 0, a = ρ

− 1
2

0 , (1.21)
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where we extended u0 to the whole real line R as an even function. Moreover, if
u0 ∈ L2(R+), then

u(ξ, t) = u0(ξ − at)

2
+ o(1), t → +∞, (1.22)

where the remainder “o(1)” is with respect to the L2(R+)–norm. Below, we prove a
similar result for arbitrary strings with spectral measures in the Szegő class. Define

Sz(Str) = {[M,L] : the main spectral measure of [M,L] is in Sz(R+)}.
Consider any two measurable sets �s(m),�ac(m) ⊆ R+ that satisfy

ms(�ac(m)) = |�s(m)| = 0, �ac(m) = R+\�s(m), (1.23)

where |E| refers to Lebesgue measure of a set E. In the theorem below, we denote
�a,t = [LM(t − a),LM(t + a)] for t ≥ a > 0.

Theorem 1.9 Suppose [M,L] is a proper string in the class Sz(Str). Then, for each
u0 ∈ L2(m), there exists Gu0 ∈ L2(R) such that for every a > 0 we have

u(ξ, t) = χ�ac(m)(ξ) · ρ− 1
4 (ξ)Gu0(TM(ξ) − t) + o(1), t → +∞, (1.24)

with o(1) in L2(m,�a,t ). If, moreover, u0 belongs to the absolutely continuous sub-
space Hac(SM) of the Krein string operator SM , then (1.24) can be strengthened:
o(1) now holds with respect to L2(m)–norm.

The “traveling wave” Gu0 in Theorem 1.9 can be explicitly written in terms of u0
and Szegő function of the spectral measure of [M,L], see details in Sect. 3. Similar
results were obtained recently in a different setting (see [23] and [24]).

The class Sz(Str) can be described purely in terms of string’s length L and mass
distribution M . That characterization was obtained in [7]. Below, we give somewhat
more general version which has already been applied in the theory of quantum graphs
(see [50]).

Theorem 1.10 Let [M,L] be a proper string, and let {ηn} be an increasing sequence
of positive numbers such that c1 ≤ ηn+1 − ηn ≤ c2 for all n ≥ 0 and some positive c1,
c2. Then, we have [M,L] ∈ Sz(Str) if and only if

√
ρ /∈ L1[0,L) and

+∞∑
n=0

(
(ξn+2 − ξn)(M(ξn+2) − M(ξn)) − (ηn+2 − ηn)

2
)

< +∞, (1.25)

where ξn = LM(ηn).

The Lax-Phillips scattering theory for vibrating strings (see [58] and [35, 36] for
connections with the theory of K�-spaces, basis property of exponents, and Regge’s
problem) usually assumes that the string is homogeneous on a half-line ξ > ξ0 for
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Fig. 2 The upper string has black pieces of length 1
n log(e+n)

. That string does not belong to the class

Sz(Str). The bottom string has black pieces of length 1
n log2(e+n)

. It does belong to the class Sz(Str)

some ξ0, which places it in Szegő class, and then the solution to problem (1.15)-(1.17)
is studied in the energy norm ‖ · ‖E defined by (see, e.g., p. 73 in [35])

‖u‖2
E = 1

2

(∫ ∞

0
u2

ξ dξ +
∫ ∞

0
u2

t dm

)
.

In contrast to that setup, we make no such assumptions on the string. We also find it
more suitable to work in the original space L2(m).

We end this section with two examples which are discussed in detail in Sect. 3.4. In
the first one, the density ρ = 1 and we study how the properties of the string depend
on ms, the singular component of m. Measure ms describes the “impurities” in the
material.

Example 1.11 Let [M,∞] be the string with m= dξ +ms on R+, and let u0 ∈ L2(m)

have compact support, u0 �= 0. Then,

frt = fr0 + t, t ≥ 0.

If ms(R+) = ∞, we have [M,∞] /∈ Sz(Str) and

lim
t→∞‖u(·, t)‖L2(m,[frt−a,frt ]) = 0,

for every a > 0. In the case ms(R+) < ∞, we have [M,∞] ∈ Sz(Str) and

lim
t→+∞‖u(·, t)‖L2(ms,[frt−a,frt ]) = 0,

lim
t→+∞‖u(·, t) − Gu0(· − t)‖L2[frt−a,frt ] = 0,

for some Gu0 ∈ L2(R), Gu0 �= 0, and all a > 0.

Example 1.11 shows that the propagation of the wave depends solely on whether
ms(R+) is finite or not.

In our second example, ms(R+) = 0 and the density ρ takes two positive values:
a and b. So, we have

ρ(τ) =
{

a, τ ∈ E,

b, τ ∈ R+ \ E,
(1.26)

for some Lebesgue-measurable set E ⊆ R+. We interpret such strings as those made
of two types of material (see Fig. 2).
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Example 1.12 The string with ms(R+) = 0 and density ρ of the form (1.26) lies in
Sz(Str) if and only if either a = b (the string is homogeneous) or one of the sets E,
R+\E has finite Lebesgue measure.

Given that statement, Theorem 1.8 and Theorem 1.9 show that the propagation of
the wave depends only on whether min{|E|, |R+\E|} is finite or not.

The paper has four parts. This introduction is followed by the second section which
is focused on canonical systems. The general results obtained in the second part are
applied to Krein strings in the third section and to Dirac operators in the fourth sec-
tion. Finally, the Appendix contains some auxiliary statements and proofs.

1.4 Notation

We use the following notation:

• R+ = [0,∞), C+ = {z ∈ C : Im z > 0}, C− = {z ∈ C : Im z < 0}, T = {z ∈ C :
|z| = 1}.

• We define the direct and inverse Fourier transforms by:

f̂ (ξ) = 1√
2π

∫
R

f (x)e−ixξ dx, f̌ (ξ) = 1√
2π

∫
R

f (x)eixξ dx, ξ ∈R.

• The symbol C(R) denotes the set of continuous functions on R.
• The symbol C∞

c (R) denotes the set of compactly supported infinitely smooth func-
tions on R. Similarly, the symbol L2

c(H) stands for compactly supported functions
in L2(H), and Hc denotes the set of compactly supported elements in the space H

(see Sect. 2.1 for definition of these spaces).
• We write f ∈ L1

loc(R+) is
∫ r

0 |f (x)|dx < ∞ for every r ∈ (0,∞).
• Given a function f ∈ C(R), its support is defined as suppf = {x : f (x) �= 0}.
• The symbol C denotes the absolute constant which can change the value from

formula to formula.
• For two non-negative functions f1 and f2, we write f1 � f2 if there is a constant

C such that f1 ≤ Cf2 for all values of the arguments of f1 and f2. We define �
similarly and say that f1 ∼ f2 if f1 � f2 and f2 � f1 simultaneously. If |f3|� f4,
we will write f3 = O(f4). Given f1 and f2, two real-valued functions defined on
R+, we write f1 = o(f2) when x → +∞ if f1 = αf2 for some function α that
satisfies limx→+∞ α = 0.

• If μ is a non-negative Borel measure on the real line and f,g ∈ L2(μ), we denote
(f, g)μ = ∫

R
f g dμ.

• We denote f (x∗−) = limx↑x∗ f (x). Similarly, f ′(x∗−) is the left derivative at
point x∗.

• Given any measurable set E ⊆ R, the symbol |E| will denote its Lebesgue mea-
sure.

• Given a set E ⊆ R, the symbol χE stands for the characteristic function of E.
• Suppose σ is a non-negative Borel measure on R and σ = σac + σs is its decom-

position into the sum of absolutely continuous and singular parts. In this paper,
�s(σ ) and �ac(σ ) will denote any sets that satisfy

σs(�ac(σ )) = |�s(σ )| = 0, �ac(σ ) = R\�s(σ ). (1.27)
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Analogous notation is used for measures defined on R+:

σs(�ac(σ )) = |�s(σ )| = 0, �ac(σ ) = R+\�s(σ ). (1.28)

• For z ∈C+, the symbol n
√

z always defines the branch of the root such that n
√

z > 0,
z ∈R+.

• Given an interval I ⊂ R and f ∈ L1(I ), we write 〈f 〉I = 1
|I |
∫
I
f dx for an average

of f over I .
• 〈a, b〉C2 = a1b̄1 + a2b̄2 for vectors a, b ∈ C

2 with coordinates a1, a2 and b1, b2,
correspondingly.

• For x > 0, we denote log+ x = max(0, logx).
• The entire function f has finite exponential type if

type f := lim sup
|z|→+∞

log |f (z)|
|z| < +∞.

• We denote diag(a, b) =
(

a 0
0 b

)
, a, b ∈C.

• Given a matrix A, we denote its transpose by At .
• Given a function g, we define the corresponding multiplication operator by g as

Mg : f �→ gf .
• The composition of two functions F and G will be denoted by F ◦ G.
• Given a non-negative non-decreasing function F defined on R+, we denote its

generalized inverse as

F (−1)(x) = inf{y ≥ 0 : F(y) ≥ x}

and let F (−1)(x) = +∞ if {y ≥ 0 : F(y) ≥ x} = ∅. It can be shown that F (−1) is
non-decreasing and left-continuous on R+. If F is continuous on R+ and F(0) =
0, then F (−1)(x) = min{y ≥ 0 : F(y) = x}, and F(F (−1)(x)) = x provided that
F (−1)(x) < +∞.

1.5 Figure 3: wave propagation for a string in the non-Szegő case

The first graph shows the density of the string. For each interval [n,n+1] = En ∪Fn,
En carries the density 1, Fn carries the density 2, and |Fn| ∼ 1/

√
n + 1. As time

increases, only a vanishing portion of the wave (shown in the red circle) propagates
with the maximal speed.

1.6 Figure 4: wave propagation for a string in the Szegő case

The first graph shows the density of the string. For each interval [n,n + 1] = En ∪
Fn, En carries the density 1, Fn carries the density 2. This time, |Fn| ∼ 1/(n + 1)2.
As time increases, a non-vanishing portion of the wave (shown in the red circle)
propagates with the maximal speed.



306 R. Bessonov, S. Denisov

Fig. 3 Wave propagation in the non-Szegő case
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Fig. 4 Wave propagation in the Szegő case
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2 Canonical Hamiltonian systems

2.1 Some definitions and known results

We first recall some basics of the theory of canonical Hamiltonian systems [69, 71].
As we have seen in the Introduction, a Hamiltonian H on the positive half-axis R+ =
[0,+∞) is a matrix-valued mapping of the form

H =
(

h1 h

h h2

)
, H(τ ) ≥ 0, traceH(τ ) > 0, for a.e. τ ∈ R+.

The functions h1, h2, h are real-valued and belong to L1
loc(R+). If h = 0 almost

everywhere on R+, we say that H is diagonal. A Hamiltonian H on R+ is called
singular if

∫ ∞

0
traceH(τ ) dτ = +∞. (2.1)

A Hamiltonian H is called nontrivial if it is not of the form H = κA where a
non-negative function κ is in L1

loc(R+) and a constant matrix A ≥ 0 has rank one.
The Hilbert space L2(H) is the set of (equivalence classes of) measurable vector-
functions

L2(H) =
{
X : R+ →C

2 :
∫ ∞

0

〈
H(τ )X(τ),X(τ)

〉
C2 dτ < +∞

}/
Ker H, (2.2)

Ker H =
{
X : H(τ )X(τ) = 0 for almost all τ ∈R+

}
,

equipped with the inner product

(X,Y )L2(H) =
∫ ∞

0

〈
H(τ )X(τ),Y (τ )

〉
C2 dτ.

An open interval I ⊆ R+ is called indivisible for H if there exists a function κ and
a nonzero vector e ∈ R

2 such that H coincides with the operator f �→ κ〈f, e〉C2e al-
most everywhere on I , and I is the maximal open interval (with respect to inclusion)
having this property. Let I(H) denote the set of all indivisible intervals of H, and let

H = {X ∈ L2(H) : X = xI on I ∈ I(H), xI ∈C
2}. (2.3)

Since L2(H) is a set of equivalence classes of functions, we say that X = xI on
an interval I if HX = HxI almost everywhere on I . We write L2

c(H) and Hc for
compactly supported elements in L2(H) and H , respectively.

In this paper, we will only work with Hamiltonians H that satisfy the following
three conditions:

(a) H is singular;
(b) for every r ≥ 0, we have (r,+∞) /∈ I(H);
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(c) there is no ε > 0 such that H = κ
(

0 0
0 1

)
almost everywhere on [0, ε] for some

function κ .

Later it will be clear that these assumptions are both convenient and natural for the
kind of problems we consider in this section. We refer to Hamiltonias satisfying (a)-
(c) as proper Hamiltonians.

Fix J =
(

0 −1
1 0

)
. With each Hamiltonian H, one can associate a self-adjoint dif-

ferential operator

DH : X �→ Y, Y : JX′ = HY, (2.4)

defined on a certain dense linear subset of the Hilbert space H we will introduce
shortly. Note that if there are two functions Y1, Y2 such that JX′ = HY1 = HY2

almost everywhere on R+, then Y1 = Y2 as elements of H according to (2.2) and
(2.3). Under our assumptions on H, the domain of DH is given by

domDH =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

X ∈ H :
X is locally absolutely continuous on R+,

JX′ = HY for some Y ∈ H,

〈X(0),
(

0
1

)
〉C2 = 0.

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

.

In the first line above, “X is locally absolutely continuous” means that there is a
locally absolutely continuous representative of X and then the boundary value X(0) ∈
C

2 is defined for this representative. When considered on domDH, the operator DH
is in fact a self-adjoint operator densely defined on H (e.g., check Sect. 2 of [71]). Our

assumption (c) is related to the choice of the boundary condition 〈X(0),
(

0
1

)
〉C2 = 0

(see Theorem 3 in [71]).
Alternatively, the spectral theory of canonical Hamiltonian systems can be pre-

sented in the language of symmetric linear relations defined on the whole space
L2(H), not just on its subspace H . That approach was pioneered by I. Kats [42].
More details, including historical remarks, can be found in [59, 69].

A Hamiltonian H on R+ generates a canonical system – the differential equation
of the form

J�′(τ, z) = zH(τ )�(τ, z), �(0, z) =
(

1
0

)
, τ ∈R+, z ∈ C. (2.5)

As we mentioned in the Introduction, it can be considered as the eigenvalue problem
for DH. Indeed, if �(·, z) ∈ domDH, then z is a eigenvalue of DH and �(·, z) is
an eigenfunction. Since H ∈ L1

loc(R+), the Cauchy problem (2.5) has the locally
absolutely continuous (with respect to τ ) solution � for each z ∈ C. It is also easy to
see that for fixed τ ≥ 0, this solution is an entire C

2-valued function with respect to
z. We will use notation �+ and �− for its entries:

�(τ, z) =
(

�+(τ, z)

�−(τ, z)

)
. (2.6)
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The Titchmarsh-Weyl transform (or the “generalized Fourier transform”) associated
with H is densely defined by

WH : X �→ 1√
π

∫ ∞

0
〈H(τ )X(τ),�(τ, z̄)〉C2 dτ, z ∈C, (2.7)

on the set of elements X ∈ Hc . For such X, WHX is an entire function with respect
to z. It is known (see Sect. 9 in [71] or [83]) that for every singular Hamiltonian there
exists a unique measure μ on R such that (1 + x2)−1 ∈ L1(μ) and the mapping WH
is the unitary operator from H onto L2(μ). Note that for z ∈C and X ∈ domDH∩Hc

we have

zWHX = 1√
π

∫ ∞

0
〈H(τ )X(τ), z̄�(τ, z̄)〉C2 dτ = 1√

π

∫ ∞

0
〈X(τ), J�′(τ, z̄)〉C2 dτ

= 1√
π

∫ ∞

0
〈JX′(τ ),�(τ, z̄)〉C2 dτ = WH(DHX). (2.8)

Therefore, the operator WH : H → L2(μ) diagonalizes DH and μ is the spectral
measure for DH (see Sect. 8 in [71]). That measure μ is often called the main spectral
measure of DH or simply the spectral measure of the Hamiltonian H.

Take r that satisfies

r ∈R+ \
⋃

I∈I(H)

I. (2.9)

For such r the multiplication operator Y �→ χ[0,r]Y by the characteristic function of
[0, r] acts from H to H since the multiplication with such χ[0,r] is consistent with the
condition that X = xI on I ∈ I(H) in (2.3), the definition of H . Consider the space

Br = WHHr, Hr = {Y ∈ H : ess suppY ⊆ [0, r]}. (2.10)

Since WH is a unitary map, the set Br is a Hilbert space of entire functions with
respect to the inner product

(f1, f2)μ =
∫
R

f1f̄2 dμ

inherited from L2(μ). It is called the de Branges space generated by the restriction
of H to [0, r]. Given an entire function f , we let f � denote the function z �→ f (z̄).
Then, f = f � if and only if f is real on the real line R. We can define

Er(z) = �+(r, z) + i�−(r, z), E�
r (r, z) = �+(r, z) − i�−(r, z), z ∈C,

(2.11)
where the second formula follows from the fact that �+(r, z) and �−(r, z) are real
for real z. It is known (see, e.g., Sect. 4.3 in [69]) that Er has no roots in the upper
half-plane C+ and that Br admits the following description in terms of the Hardy
space H 2(C+):

Br =
{

entire f : f

Er

∈ H 2(C+),
f �

Er

∈ H 2(C+)

}
. (2.12)
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Moreover,

∫
R

|f |2 dμ =
∫
R

∣∣∣∣ fEr

∣∣∣∣
2

dx, f ∈ Br . (2.13)

An immediate corollary of (2.10) and (2.13) is the following nesting property of sub-
spaces Br : if 0 ≤ r1 < r2 and both r1 and r2 satisfy (2.9), then we have the isometric
inclusion Br1 � Br2 . In particular,

∫
R

∣∣∣∣ f

Er1

∣∣∣∣
2

dx =
∫
R

∣∣∣∣ f

Er2

∣∣∣∣
2

dx =
∫
R

|f |2 dμ, f ∈ Br1 . (2.14)

We say that an entire function E is a Hermite-Biehler function if

|E(z)| > |E(z̄)|, z ∈ C+. (2.15)

A Hermite-Biehler function E is called regular if

1

(z + i)E
∈ H 2(C+). (2.16)

For each r ≥ 0, the function Er in (2.11) is known to be a regular Hermite-Biehler
function, see Proposition 6 in [71].

Using description (2.12) of the space Br and formula (2.2), it is easy to check (see
Theorem 4.4 in [69]) that the Hilbert space Br has a reproducing kernel at each point
λ ∈ C:

kBr ,λ : z �→ − 1

2πi

Er(z)Er(λ) − E
�
r (z)E

�
r (λ)

z − λ̄
, z ∈ C. (2.17)

The latter means that kBr ,λ ∈ Br and (f, kBr ,λ)μ = f (λ) for every f ∈ Br .

2.2 The Krein-de Branges theorem and front of the wave

Let a proper Hamiltonian H be given. In the context of the general problem con-
sidered in Sect. 1.1, we define the unitary group Ut = eitDH for all t ∈ R using the
spectral theorem. In the current subsection, we study evolution UtX for X ∈ Hc . We
define the front of X as follows

fr[X] = inf{� ≥ 0 :H(τ )X(τ) = 0 for a.e. τ > �}.
For t ∈ R, we will refer to the number fr[UtX] as the wavefront of wave function
UtX.

The next theorem gives the formula for the wavefront in terms of two auxiliary
functions TH(τ ) and LH(η). For τ, η ∈ R+, they are defined as follows

TH(τ ) =
∫ τ

0

√
detH(s) ds, LH(η) = T

(−1)

H (η) = inf {τ ≥ 0 : TH(τ ) ≥ η} .

(2.18)



312 R. Bessonov, S. Denisov

LH is the generalized inverse of TH and, if η > 0 and the set {τ ≥ 0 : TH(τ ) ≥ η} is
empty, we let LH(η) = +∞. The latter can happen only if

√
detH ∈ L1(R+). No-

tice that TH(LH(η)) = η provided that η ≥ 0 and LH(η) < +∞. Moreover, when
detH > 0 almost everywhere on R+, we have LH(TH(τ )) = τ for each τ ≥ 0. Infor-
mally, for every τ0 > 0, the quantity TH(τ0) is equal to the time it takes for a wave
UtX to travel from 0 to the point τ0.

Later in the text, an element X ∈ H is called real if both components of X are
real-valued.

Theorem 2.1 Let X ∈ Hc be real, TH(fr[X]) = a, a > 0. Assume that t ∈ R \ {0} is
such that there is ε > 0 such that LH(|t | + a + ε) < ∞. Then,

fr[UtX] = LH(|t | + a), fr[(Ut + U−t )X] = LH(|t | + a). (2.19)

In particular, we have

TH(fr[UtX]) = |t | + a, TH(fr[(Ut + U−t )X]) = |t | + a,

for every such t .

Recall that ǧ denotes the inverse Fourier transform of a function g as defined in
Sect. 1.4. Consider the sets

E(0,∞) = {ǧ : g ∈ C∞
c (R), suppg ⊆ (0,∞)

}
,

Eb = {ǧ : g ∈ C∞
c (R), suppg ⊆ (−b, b)

}
.

(2.20)

To obtain Theorem 2.1, we will need a few results from complex analysis. For the
proof of the following theorem, see Sect. 4.2 in [27] or Theorem A.6 in [22].

Theorem 2.2 (Krein-Wiener theorem) Let μ be a measure on R such that (1 +
x2)−1 ∈ L1(μ). Then, μ ∈ Sz(R) if and only if E(0,∞) is not dense in L2(μ).

For the proof of the following theorem, see Sect. 6.4 in [27], p. 241.

Theorem 2.3 (Krein’s alternative) Let μ be a measure on R such that (1 + x2)−1 ∈
L1(μ). Take any b > 0. Then, either the set closL2(μ)

⋂
ε>0 Eb+ε coincides with

L2(μ) or it is equal (in L2(μ)) to the set of all entire functions of type at most b

that belong to L2(μ) when restricted to the real line.

The proof of Theorem 2.3 in [27] contains a step “ZT ⊂ IT because IT is closed
provided it is not dense in L2(μ)” (we use the notation on p. 110 of that book). The
reader can find a more detailed proof to that claim in Appendix II of [6] (see formula
(65) in the proof of Proposition 2.5 on p. 300 therein). In turn, Appendix II of [6]
uses ideas from Sect. 5.2 of [11].

The next result was announced by M. Krein in [52] and was proved independently
by de Branges [17]. A short proof by Romanov can be found in Sect. 6 of [71], see
also Sect. 5 in [9].
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Theorem 2.4 (Direct Krein-de Branges theorem on exponential type) For every r

that satisfies (2.9), the entire functions in the space Br defined by (2.10) have the first
order and a finite exponential type. Moreover,

TH(r) = max{type f,f ∈ Br} = typeEr = lim
y→+∞

log |Er(iy)|
y

, (2.21)

for the Hermite-Biehler function Er in (2.11) generating Br .

The following result is folklore. See Appendix II in [6] for its proof.

Theorem 2.5 (Inverse Krein-de Branges theorem on exponential type) Let H be a
proper Hamiltonian on R+ and let μ be its spectral measure. If the set Eb is not dense
in L2(μ) for some b > 0, then the completion of Eb with respect to the inner product
of L2(μ) coincides with Br for r = LH(b).

For Krein strings, the next statement was proved in Sect. 6.4 of [27]. We give a
sketch of a similar argument in the case of canonical systems and their de Branges
spaces.

Proposition 2.6 Let H be a proper Hamiltonian on R+ and let μ be its spec-
tral measure. Assume that for some positive b and ε, we have LH(b + ε) < ∞.
Let B denote the set of all entire functions of exponential type at most b that be-
long to L2(|ELH(b+ε)(x)|−2) when restricted to the real line. Then, B = Br0 for
r0 = limδ↓0 LH(b + δ). In particular, we have B ⊆ BLH(b+ε).

Proof By (2.16), the measure μ = |ELH(b+ε)|−2 dx belongs to the class Sz(R).
Using Theorem 2.2 and Theorem 2.3 for this choice of μ, we see that the set B
is a Hilbert space of entire functions with respect to the inner product inherited
from L2(|ELH(b+ε)|−2 dx). Moreover, B satisfies the “axiomatic” description of de
Branges spaces summarized in the following properties:

(A1) whenever f is in the space and has a non-real zero w, the function z−w̄
z−w

f is in
the space and has the same norm as f ;

(A2) for every non-real number w, the evaluation functional f �→ f (w) is continu-
ous;

(A3) the function f � belongs to the space whenever f belongs to the space and it
always has the same norm as f .

For the proof of (A2), see formula (65), p. 300, in [6]. Notice that B satisfies an addi-
tional property: the function z �→ f (z)−f (λ)

z−λ
belongs to B for every f ∈ B and λ ∈ C.

In other words, B is the so-called regular de Branges space isometrically embedded
in L2(|ELH(b+ε)|−2 dx). The same is true for every space Br , r ∈ R+ \⋃I∈I(H) I .
Then, the de Branges ordering theorem for regular spaces states that for every r ≥ 0
we have either B ⊆ Br or Br ⊆ B. Take r0 as in the statement of the proposition.
Comparing the maximal exponential types of functions in B and BLH(b+ε′) for posi-
tive ε′ and using Theorem 2.4, we get

B ⊆
⋂
ε′>0

BLH(b+ε′) = WH

(⋂
ε′>0

HLH(b+ε′)

)
= WHHr0 = Br0 .
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On the other hand, for every f ∈ Br0 , we have f ∈ L2(|ELH(b+ε)|−2 dx) by (2.14)
and type f ≤ TH(r0) = b by (2.21). Hence, Br0 ⊆ B and the result follows. �

Proposition 2.7 For X ∈ Hc, WHX is an entire function of finite exponential type
which can be computed by the formula

typeWHX = TH(fr[X]) =
∫ fr[X]

0

√
detH(τ ) dτ. (2.22)

Proof Take an element X ∈ Hc . The definition of WH shows that WHX is an entire
function. By Theorem 2.4, WHX has first order and is of finite exponential type.
Moreover, by Theorem 2.4, we have typeWHX ≤ TH(fr[X]). To prove that this in-
equality is in fact equality, assume that typeWHX < TH(fr[X]). Then, there is a
number r < fr[X] such that typeWHX < TH(r) < TH(fr[X]) and LH(TH(r)) = r .
Consider the space B of all entire functions f of exponential type at most typeWHX

such that f belongs to L2(|ELH(TH(r))|−2 dx) = L2(|Er |−2 dx). Proposition 2.6
shows that B ⊆ BLH(TH(r)) = Br . Since WHX ∈ B by construction, it follows that
X belongs to W−1

H Br = Hr . The latter contradicts that r < fr[X] and so (2.22)
holds. �

Now, we are ready to prove Theorem 2.1.

Proof of Theorem 2.1 We will do the proof for UtX, the argument for (Ut + U−t )X is
identical. Consider a real element X ∈ Hc and set f = WHX. Since X is real, f is an
entire function taking real values on R and so f = f �. From (2.22), one has type f =
TH(fr[X]) = a. We claim that function f is of a bounded type both in the lower
and upper half-planes C±. Indeed, if we put E(z) = �+(fr[X], z) + i�−(fr[X], z),
then E is an entire function of bounded type in C+ and it has no zeroes there (see
Theorem 4.19 in [69]). Similarly, E� is an entire functions of bounded type in C−
without zeroes in C−. From (2.12), we get f/E ∈ H 2(C+) and f/E� ∈ H 2(C−).
Since functions in H 2(C±) have bounded type in C±, the product f = E · (f/E) =
E� · (f/E�) has bounded type in C± as well and the claim is proved. For every entire
function which is of bounded type in both C+ and C−, its exponential type can be
computed by the formula

type f = lim sup
y→+∞

log max(|f (iy)|, |f (−iy)|)
y

, (2.23)

(we sketch the proof of that known identity in Sect. A.3). In our case, |f (iy)| =
|f (−iy)| and the same formula gives type(eitzf ) = |t | + a. By our assumption,
there exists ε > 0 such that LH(|t | + a + ε) < ∞. Then, by Proposition 2.6,
the set of all entire functions of exponential type at most |t | + a that belong to
L2(|ELH(|t |+a+ε)|−2 dx) coincides with Br where r = limδ→0,δ>0 LH(|t | + a + δ).
Note that by (2.14) we have

∫
R

∣∣∣ eitxf (x)

ELH(|t |+a+ε)(x)

∣∣∣2 dx =
∫
R

∣∣∣ f (x)

ELH(|t |+a+ε)(x)

∣∣∣2 dx < ∞.
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It follows that eitzf ∈ Br . Let Y ∈ Hr be such that WHY = eitzf . By the spec-
tral theorem, we have WH(UtX) = eitxf and that function is an element of L2(μ).
Therefore, we have WH(UtX) = WHY in L2(μ), and hence UtX = Y belongs
to Hr . In particular, there exists a representative of UtX in L2

c(H) and we have
WH(UtX)(z) = eitzf (z) everywhere in C. Then,

typeWH(UtX) = type(eitzf ) = |t | + a.

The formula (2.22) gives TH(fr[UtX]) = |t | + a. Hence, LH(|t | + a) ≤ fr[UtX] by
the definition of function LH(η). If the solution τ to the equation TH(τ ) = |t | + a is
unique, then we immediately have fr[UtX] = τ = LH(|t | + a). In the general case,
for every t �= 0 we can find a sequence tn such that tn → t , |tn| < |t | and the equation
TH(τ ) = |tn| + a has unique solution for each n (here we use the fact that t �= 0).
Notice that, by the spectral theorem,

lim
tn→t

‖UtnX − UtX‖L2(H) = lim
tn→t

‖(eitnx − eitx)f ‖L2(μ) = 0.

Since fr[UtnX] = LH(|tn| + a) ≤ LH(|t | + a), we obtain fr[UtX] ≤ LH(|t | + a).
Hence, fr[UtX] = LH(|t | + a) and the proof is finished. �

2.3 Spectral measures in Szegő class and their dynamical characterization

Recall that a measure μ = w dx + μs on R with the absolutely continuous part w dx

and the singular part μs belongs to the Szegő class Sz(R) if (x2 + 1)−1 ∈ L1(μ) and
∫
R

logw(x)

x2 + 1
dx > −∞.

Since (x2 + 1)−1 ∈ L1(μ), the last condition is in fact equivalent to logw

1+x2 ∈ L1(R).
We now define a class of Hamiltonians as follows

Sz(CS) = {H : H is proper and its main spectral measure is in Sz(R)
}
.

The class Sz(CS) was characterized in [8] (for Dirac and Schrödinger operators, sim-
ilar results were obtained in [22] and [44]). Assuming that

√
detH /∈ L1(R+), we

define

K̃(H) =
∞∑

n=0

(
det
∫ LH(n+2)

LH(n)

H(τ ) dτ − 4

)
. (2.24)

It can be shown that all terms in this series are non-negative. In particular, K̃(H) ∈
R+ ∪ {+∞} is well-defined but could be +∞, in general. In [8], we proved that

H ∈ Sz(CS) ⇐⇒ √
detH /∈ L1(R+) and K̃(H) < +∞. (2.25)

The partition in (2.24) does not have to be done over the integer lattice {0,1,2, . . .}.
In fact, we have the following result.
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Proposition 2.8 Consider any monotonically increasing sequence 0 = α0 < α1 <

α2 < · · · of real numbers {αn} such that 0 < C1 < αn+1 − αn < C2 for all n. Then,

H ∈ Sz(CS) ⇐⇒ √
detH /∈ L1(R+) and

∞∑
n=0

(
det
∫ LH(αn+2)

LH(αn)

H(τ ) dτ − (αn+2 − αn)
2

)
< +∞.

(2.26)

For completeness, we give the proof of this result in Sect. A.1.
Recall our convention to write LH(η) = +∞ for some η > 0 if there is no τ > 0

such that TH(τ ) ≥ η. In the following theorem, we regard [+∞,+∞] as the empty
set. We also use notation ‖Y‖L2(H,S) for the norm of a function χSY in L2(H) on
R+, where χS denotes the characteristic function of a measurable set S ⊆ R+. Our
next result gives a dynamical characterization of Sz(CS). In particular, it says that the
property H ∈ Sz(CS) can be established by observing the dynamics of UtX near its
wavefront for any real nonzero X ∈ Hc .

We will need the following notation: given three parameters t , s, � that satisfy
s, � ≥ 0 and |t | + s − � ≥ 0, we define ��,s,t = [LH(|t | + s − �),LH(|t | + s)

]
.

Theorem 2.9 Let H be a proper Hamiltonian. Suppose H ∈ Sz(CS) and X is any real
nonzero element in Hc . Define a = TH(fr[X]). Then, we have

lim inf
t→±∞ ‖UtX‖L2(H,��,a,t )

> 0 (2.27)

for all � > 0. Conversely, suppose there is X ∈ Hc such that one of the following two
conditions holds

lim sup
t→+∞

‖UtX‖L2(H,��,a,t )
> 0, lim sup

t→+∞
‖U−tX‖L2(H,��,a,t )

> 0, (2.28)

for some � > 0 and a = TH(fr[X]) < +∞. Then, H ∈ Sz(CS).

Remark 2.10 Combining this result with Theorem 2.19 below, one can conclude that
condition H ∈ Sz(CS) actually implies that the limits limt→±∞ ‖UtX‖L2(H,��,a,t )

exist and are positive for every � > 0 as long as X is real-valued.

Proof Suppose that the first bound in (2.28) holds for some X ∈ Hc . Each component
of X can be written as a sum of its real and imaginary parts X = XR + iXI , so

0 < lim sup
t→+∞

‖UtX‖L2(H,��,a,t )

≤ lim sup
t→+∞

‖UtXR‖L2(H,��,a,t )
+ lim sup

t→+∞
‖UtXI‖L2(H,��,a,t )

.

Thus, we can assume that X is, e.g., real without loss of generality. Then,
√

detH /∈
L1(R+) since otherwise ��,a,t = ∅ for large t . Theorem 2.1 implies

inf{‖UtX − Z‖L2(H) : suppZ ⊆ [0,LH(t + a − �)]} = ‖UtX‖L2(H,��,a,t )
.
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By the spectral theorem, it means that the function f = WHX satisfies

lim sup
t→+∞

(
inf

u∈Br

‖eitxf − u‖L2(μ)

)
> 0, r = LH(t + a − �),

where r > 0 and Br is defined by (2.10). Theorem 2.5 claims that Br coincides with
the closure in L2(μ) of the linear manifold Et+a−� defined by (2.20). It follows that

lim sup
t→+∞

(
inf{‖e−i(a−�)xf − h‖L2(μ) : h ∈ L1(R), ĥ ∈ C∞

c (R),

supp ĥ ⊆ (−2(t + a − �),0)})> 0.

The infimum above is a non-increasing function in t , hence

inf{‖e−i(a−�)xf − h‖L2(μ) : h ∈ L1(R), ĥ ∈ C∞
c (R), supp ĥ ⊆ (−∞,0)} > 0.

Now, Theorem 2.2 implies μ ∈ Sz(R) and, therefore, H ∈ Sz(CS). Similarly,
lim supt→−∞ ‖UtX‖L2(H,��,a,t )

> 0 gives H ∈ Sz(CS).
Conversely, suppose that H ∈ Sz(CS). Then, μ ∈ Sz(R). Arguing by contradic-

tion, let X be a real element in Hc such that TH(fr[X]) = a, a > 0, and either

lim inf
t→+∞ ‖UtX‖L2(H,��,a,t )

= 0 or lim inf
t→−∞ ‖UtX‖L2(H,��,a,t )

= 0 (2.29)

for some � > 0. Assume that the first limit is zero, the other case can be handled
similarly. Consider the function f = WHX and denote g = e−i(a−�)zf . Using Theo-
rem 2.1 as in the first part of the proof, we obtain

(2.29) ⇒ lim inf
t→+∞

(
inf

u∈Br

‖eitxf − u‖L2(μ)

)
= 0, r = LH(t + a − �),

and

inf{‖g − h‖L2(μ) : h ∈ L1(R), ĥ ∈ C∞
c (R), supp ĥ ⊆ (−∞,0)} = 0. (2.30)

Recall the decomposition of μ = w dx + μs of μ into the absolutely continuous and
singular parts. Now we use assumption μ ∈ Sz(R). Let O be an outer function in C−
such that |O|2 = w almost everywhere on R in the sense of non-tangential boundary
values. Then, (2.30) gives

inf{‖gO − hO‖L2(R) : h ∈ L1(R), ĥ ∈ C∞
c (R), supp ĥ ⊆ (−∞,0)} = 0.

That implies, in particular, that gO, when restricted to the real line, is L2(R) function
whose Fourier transform is supported on the negative half-line. In the proof of Theo-
rem 2.1, we showed that f is of a bounded type in C− and C+ and that f = f �. Then,
gO is also of bounded type there and, therefore, it is in fact an element of H 2(C−).
By the Lebesgue dominated convergence theorem, the function O satisfies

lim
y→+∞

log |O(−iy)|
y

= − lim
y→+∞

1

πy

∫
R

log |O(x)| y

x2 + y2
dx = 0 .
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The same argument applies to the outer factor of gO in its Smirnov-Nevanlinna fac-
torization. As a consequence, if gO = I ·O1 is the inner-outer factorization of gO in
C−, we have

lim sup
y→+∞

log |g(−iy)|
y

= lim sup
y→+∞

log |g(−iy)O(−iy)|
y

= lim sup
y→+∞

log |I (−iy) ·O1(−iy)|
y

≤ 0, (2.31)

due to the fact that |I | ≤ 1 on C−. On the other hand, we have

lim sup
y→+∞

log |g(−iy)|
y

= −a + � + lim sup
y→+∞

log |f (−iy)|
y

= −a + � + type f, (2.32)

because f is an entire function of bounded type in both C+ and C−, f = f �, and
hence we can use Lemma A.1. However type f = TH(fr[X]) = a by (2.22), and
we have got a contradiction of (2.31) and (2.32) if � > 0. Thus, for μ ∈ Sz(R) we
always have lim inft→+∞ ‖UtX‖L2(H,��,a,t )

> 0. Analogously, one can show that
lim inft→+∞ ‖U−tX‖L2(H,��,a,t )

is equal to

inf{‖ei(a−�)xf − h‖L2(μ) : h ∈ L1(R), ĥ ∈ C∞
c (R), supp ĥ ⊆ (0,∞)},

for f = WHX, which implies lim inft→+∞ ‖U−tX‖L2(H,��,a,t )
> 0 for every μ ∈

Sz(R). �

We have the following two corollaries.

Corollary 2.11 Let H be a proper Hamiltonian. Suppose H is not in the class Sz(CS).
Then, we have

lim
t→±∞‖UtX‖L2(H,�b,t )

= 0, �b,t = [LH(|t | − b),LH(|t | + b)
]

(2.33)

for all b > 0 and all X ∈ H .

Remark 2.12 If LH(|t | − b) = +∞ for some t and b in the formula for �b,t , then
‖UtX‖L2(H,�b,t )

= 0 by definition.

Proof of Corollary 2.11 Arguing by contradiction, suppose there is some X ∈ H and
b > 0 such that, e.g.,

lim sup
t→+∞

‖UtX‖L2(H,�b,t )
> 0. (2.34)

Given an arbitrary ε > 0, there is Xε ∈ H such that

‖X − Xε‖L2(H) ≤ ε, TH(fr[Xε]) = aε < +∞.
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Choosing ε such that ε < 1
2 lim supt→+∞ ‖UtX‖L2(H,�b,t )

, we get

lim sup
t→+∞

‖UtXε‖L2(H,�b,t )
> 0, (2.35)

since Ut preserves the norm L2(H). By Theorem 2.1, fr[UtXε] ≤ LH(|t |+aε). Now,
we apply the second part of the Theorem 2.9 to Xε . Given aε and b, we can find l so
large that (2.35) yields

lim sup
t→+∞

‖UtXε‖L2(H,�l,aε,t )
> 0

and, therefore, μ ∈ Sz(R) which gives a contradiction. The case when t → −∞ can
be handled similarly. �

Corollary 2.13 Let H be a proper Hamiltonian. Suppose H ∈ Sz(CS) and X is any
real nonzero element in Hc. Define a = TH(fr[X]). Then, we have

lim inf
t→+∞ ‖(Ut + U−t )X‖L2(H,��,a,t )

> 0, (2.36)

for all � > 0. Conversely, suppose there is real X ∈ Hc such that

lim sup
t→+∞

‖(Ut + U−t )X‖L2(H,��,a,t )
> 0, (2.37)

for some � > 0 and, again, a = TH(fr[X]). Then, H ∈ Sz(CS).

Proof Suppose (2.37) holds. If H /∈ Sz(CS), then

lim
t→+∞‖UtX‖L2(H,��,a,t )

= lim
t→+∞‖U−tX‖L2(H,��,a,t )

= 0

by the previous theorem. Since ‖(Ut + U−t )X‖L2(H,��,a,t )
≤ ‖UtX‖L2(H,��,a,t )

+
‖U−tX‖L2(H,��,a,t )

, we get a contradiction. Conversely, suppose

lim inf
t→+∞ ‖(Ut + U−t )X‖L2(H,��,a,t )

= 0 (2.38)

for some � > 0. Again, consider the function f = WHX and denote g = e−i(a−�)zf .
As in the proof of Theorem 2.9, we have

lim inf
t→+∞

(
inf

u∈Br

‖eitxf − (u − e−itxf )‖L2(μ)

)
= 0.

That gives (2.30) and the rest of the argument repeats the proof of the Theorem 2.9.
�

2.4 Long-time asymptotics of the evolution in Szegő case: preliminaries

In the rest of the section, we are going to study the long-time behavior of the group
Ut = eitDH . To this end, we need to do some additional work first. In this subsec-
tion, we collect all necessary definitions and auxiliary results. In many places, the
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presentation follows [7, 8] and [6], where one can find more details and references.

Let H be a singular Hamiltonian on R+ and let � =
(

�+
�−
)

be the solution of the

Cauchy problem J�′(τ, z) = zH�(τ, z), �(0, z) =
(

0
1

)
, τ ∈ R+, z ∈ C. Recall that

� =
(

�+
�−
)

solves the same differential equation but satisfies different boundary con-

dition: �(0, z) =
(

1
0

)
. The Titchmarsh-Weyl function of any singular Hamiltonian

H, which is not equal to κ
(

0 0
0 1

)
a.e. on R+ for some function κ , is defined by

m(z) = lim
τ→+∞

�−(τ, z)

�−(τ, z)
, z ∈ C+. (2.39)

That function is analytic and takes C+ into its closure C+. The Herglotz representa-
tion of m has the form

m(z) = 1

π

∫
R

(
1

x − z
− x

x2 + 1

)
dμ(x) + b0z + a0, z ∈C+, (2.40)

where μ is called the main spectral measure of H, b0 ≥ 0, and a0 ∈ R. Given proper
H, define Hr by τ �→ H(τ + r) for every r > 0. Let mr , μr , br , ar denote the
Titchmarsh-Weyl function of Hr , its spectral measure, and the coefficients in the
Herglotz representation (2.40) for mr . Define

IH(r) = Immr(i) = 1

π

∫
R

dμr(x)

x2 + 1
+ br ,

RH(r) = Remr(i) = ar ,

JH(r) = 1

π

∫
R

logwr(x)

x2 + 1
dx,

where μr = wr dx + μr,s. It is well-known that RH is identically zero if the
Hamiltonian H is diagonal (see, e.g., Lemma 2.2 in [7]). The quantity KH(r) =
logIH(r) − JH(r), r ≥ 0 is called the entropy function of H. Jensen’s inequality
gives KH(r) ≥ 0 for all r ≥ 0 and we have KH(0) < ∞ if and only if μ ∈ Sz(R). In
[6], it was proved that μ ∈ Sz(R) implies KH(r) < ∞ for every r ∈ R+. Moreover,
the function KH is absolutely continuous, non-increasing, limr→∞KH = 0, and

‖K′
H‖L1(R+) = KH(0), (2.41)

see Lemma 2.3 and Lemma 2.4 in [6]. We will need an auxiliary matrix-function G

G :=
(

1/
√
IH RH/

√
IH

0
√
IH

)
, G−1 =

(√
IH −RH/

√
IH

0 1/
√
IH

)
. (2.42)

For H =
(

h1 h
h h2

)
, the formula

(G−1)∗HG−1 =
(

IHh1 −RHh1 + h

−RHh1 + h (R2
Hh1 − 2RHh + h2)/IH

)
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holds. It was proved in Lemma 2.4 of [6], that for every H whose spectral measure is
in the Szegő class Sz(R), the function KH satisfies

K′
H = 2

√
detH− trace(G−1)∗HG−1. (2.43)

Recall that � = �(τ, z) is the solution of the Cauchy problem (2.5). Define �̃(τ, z) =
G(τ)�(τ, z), Ẽτ (z) = �̃+(τ, z) + i�̃−(τ, z), and Ẽ

�
τ (z) = �̃+(τ, z) − i�̃−(τ, z).

Lemma 2.14 We have

Eτ (z)Eτ (λ) − E�
τ (z)E

�
τ (λ) = Ẽτ (z)Ẽτ (λ) − Ẽ�

τ (z)Ẽ
�
τ (λ)

for all z,λ ∈C, τ ≥ 0.

Proof Take z,λ ∈ C, τ ≥ 0. We have

Ẽτ (z)Ẽτ (λ) − Ẽ�
τ (z)Ẽ

�
τ (λ) =

〈(
1 0
0 −1

)(
Ẽτ (z)

Ẽ
�
τ (z)

)
,

(
Ẽτ (λ)

Ẽ
�
τ (λ)

)〉
C2

= −2i

〈
J

(
�̃+(τ, z)

�̃−(τ, z)

)
,

(
�̃+(τ, λ)

�̃−(τ, λ)

)〉
C2

= −2i

〈
G∗(τ )JG(τ)

(
�+(τ, z)

�−(τ, z)

)
,

(
�+(τ, λ)

�−(τ, λ)

)〉
C2

.

For every τ ≥ 0, the matrix G(τ) has real entries and unit determinant which gives
G∗(τ )JG(τ) = J . Thus, we have

Ẽτ (z)Ẽτ (λ) − Ẽ�
τ (z)Ẽ

�
τ (λ) = −2i

〈
J

(
�+(τ, z)

�−(τ, z)

)
,

(
�+(τ, λ)

�−(τ, λ)

)〉
C2

= Eτ (z)Eτ (λ) − E�
τ (z)E

�
τ (λ)

and that proves the statement. �

Since Eτ is Hermite-Biehler function, taking z = λ in the last lemma implies that
Ẽτ is Hermite-Biehler function as well, and hence it has no zeroes in C+. Define
ατ ∈ T such that ατ Ẽτ (i) > 0 and put

P̃2τ (z) = ᾱτ e
iTH(τ )zẼ�

τ (z), P̃ ∗
2τ (z) = ατ e

iTH(τ )zẼτ (z), z ∈ C, τ ≥ 0.

(2.44)
As in Sect. 4 of [6], we call P̃τ and P̃ ∗

τ the regularized Krein’s orthogonal entire
functions generated by μ. To some extent, the introduction of these functions will
allow us to use ideas of the theory of polynomials orthogonal on the unit circle, see,
e.g., Lemma 2.16 below. Both �+, �−, �+, and �− are entire functions of finite
exponential type (see, e.g., Lemma 17 in [71]) so P̃2τ and P̃ ∗

2τ have finite exponential
type as well. Their basic properties were studied in the papers [6, 8] and we discuss
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some of them now. From the definition, it is immediate that P̃ ∗
2τ satisfies relation

|P̃ ∗
2τ (x)| = |Ẽτ (x)| for x ∈ R. Therefore, by Theorem 1.3 in [6] we have

lim
τ→∞

∫
R

| log |P̃ ∗
τ (x)|−2 − logw(x)|

x2 + 1
dx = 0. (2.45)

The formula (2.17) and the Lemma 2.14 yield

kBτ ,λ(z) = − 1

2πi

Ẽτ (z)Ẽτ (λ) − Ẽ
�
τ (z)Ẽ

�
τ (λ)

z − λ̄
, z ∈ C. (2.46)

Consider now the “shifted” Hilbert space eiTH(τ )zBτ . From (2.46), we conclude that
its reproducing kernel at λ ∈C is given by

Kτ,λ(z) = −eiTH(τ )(z−λ̄)

2πi

Ẽτ (z)Ẽτ (λ) − Ẽ
�
τ (z)Ẽ

�
τ (λ)

z − λ̄
, (2.47)

= − 1

2πi

P̃ ∗
2τ (z)P̃

∗
2τ (λ) − P̃2τ (z)P̃2τ (λ)

z − λ̄
.

In the case when detH = 1, the following result was obtained in Lemma 4.1 of [6]
where the expression for ατ was found in terms of IH and RH.

Lemma 2.15 For every τ > 0, the function P̃ ∗
2τ is outer in C+.

Proof Recall that Ẽτ is a Hermite-Biehler function. By definition, it can be written
as

Ẽτ = Eτ (RH + i(IH + 1)) − E
�
τ (RH + i(IH − 1))

2i
√
IH

(2.48)

= Eτ

2i
√
IH

(
RH + i(IH + 1)

)(
1 − E

�
τ

Eτ

RH + i(IH − 1)

RH + i(IH + 1)

)
.

The formula (2.21) says

typeEτ = lim sup
y→+∞

log |Eτ (iy)|
y

= TH(τ ).

Since IH > 0 and |E�
τ /Eτ | < 1 in C+, we get |(RH + i(IH − 1))/(RH + i(IH +

1))| < 1 and

lim sup
y→+∞

log |Ẽτ (iy)|
y

= TH(τ ). (2.49)

The formula (2.48) shows that Ẽτ is a linear combination of Eτ and E
�
τ , two func-

tions of exponential type TH(τ ), and so its exponential type is at most TH(τ ). Thus,
identity (2.49) gives type Ẽτ = TH(τ ).
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Recall again that Ẽτ is Hermite-Biehler function. If it has no roots in C−, then
Ẽτ = Ce−iTH(τ )z with some nonzero constant C. Hence, P̃ ∗

2τ is a positive constant
and we are done. If Ẽτ does have a root in C−, we call it λ and argue as follows.
Since Ẽτ (λ) = 0, we also have P̃2τ (λ̄) = 0 by definition. Formula (2.47) takes the
form

Kτ,λ̄(z) = − 1

2πi

P̃ ∗
2τ (z)P̃

∗
2τ (λ̄)

z − λ
. (2.50)

Function Kτ,λ̄(z) is a reproducing kernel of eiTH(τ )zBτ at point λ̄. Thus, Kτ,λ̄ be-
longs to this space and, by (2.12), Kτ,λ̄ = eiTH(τ )zEτg with some g ∈ H2(C+). The
function Eτ is of bounded type in C+. Hence, Kτ,λ̄ is also of bounded type there. We

know that P̃ ∗
2τ is entire and has no roots in C+ because Ẽτ is Hermite-Biehler and

has no roots there. Hence, Smirnov-Nevanlinna factorization of Kτ,λ̄ can be written
as Kτ,λ̄ = ξeiczO, where ξ ∈ T is a constant, c ∈ R, and O is outer. Since

lim
y→+∞

log |O(iy)|
y

= 0,

we also have

−c = lim sup
y→+∞

log |Kτ,λ̄(iy)|
y

= lim sup
y→+∞

log |P̃ ∗
2τ (iy)|
y

= 0,

where (2.49), (2.50), and the definition of P̃ ∗
2τ have been used. Since c = 0, we get

Kτ,λ̄ = ξO and the formula (2.50) along with normalization P̃ ∗
2τ (i) > 0 prove the

lemma. �

Given a measure μ = w dx + μs in Sz(R), we denote by Dμ its Szegő function:

Dμ(z) = exp

(
1

πi

∫
R

log
√

w(x)

(
1

x − z
− x

x2 + 1

)
dx

)
, z ∈ C+. (2.51)

In other words, Dμ is the outer function in C+ such that Dμ(i) > 0 and |Dμ|2 = w

almost everywhere on the real line R in the sense of non-tangential boundary values.
The following lemma will play a key role later on.

Lemma 2.16 Let μ = w dx + μs be a measure in Sz(R), and let P̃τ , P̃ ∗
τ be its regu-

larized Krein’s orthogonal entire functions. Then,

lim
τ→∞ P̃ ∗

τ (z) = D−1
μ (z), (2.52)

lim
τ→∞ P̃τ (z) = 0, (2.53)

uniformly on compacts in C+, and

lim
τ→∞

∫
R

|P̃ ∗
τ (x)|2

x2 + 1
dμs(x) = 0, (2.54)
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lim
τ→∞

∫
R

|P̃ ∗
τ (x) − D−1

μ (x)|2
x2 + 1

w(x)dx = 0. (2.55)

Proof Formula (2.45) gives (2.52) after comparing the multiplicative representations
for outer functions P̃ ∗

τ and D−1
μ . Let Bτ be defined by (2.10). The standard variational

property of the reproducing kernel yields

‖Kτ,λ‖L2(μ) = sup{|f (λ)| : f ∈ eiTH(τ )zBτ , ‖f ‖L2(μ) ≤ 1}. (2.56)

We claim that ‖Kτ,λ‖L2(μ) is non-decreasing in τ ∈ R+. To prove it, we first notice
that the space eibzBLH(b) coincides with the completion in L2(μ) of the set eibzEb

for every fixed b > 0 according to Theorem 2.5. It follows that

‖KLH(b),λ‖L2(μ) = sup{|f (λ)| : f ∈ eibzEb, ‖f ‖L2(μ) ≤ 1}. (2.57)

Since eib1zEb1 ⊆ eib2zEb2 if b1 ≤ b2, we have

‖KLH(b1),λ‖L2(μ) ≤ ‖KLH(b2),λ‖L2(μ), (2.58)

provided that 0 < b1 ≤ b2. Now, take arbitrary positive τ > 0 and let b = TH(τ ). We
have Bτ ⊆⋂ε>0 BLH(b+ε) ⊆⋂ε>0 closL2(μ) Eb+ε with the last inclusion following
from Theorem 2.5. Hence, eiTH(τ )zBτ ⊆⋂ε>0 closL2(μ)(e

i(b+ε)zEb+ε). From (2.56),
(2.57), and (2.58), we get ‖Kτ,λ‖L2(μ) ≤ infε>0 ‖KLH(b+ε),λ‖L2(μ). Finally, if we
have τ1 < τ2 for which TH(τ1) = TH(τ2) = b, then Bτ1 � Bτ2 and (2.56) yields

‖Kτ1,λ‖L2(μ) ≤ ‖Kτ2,λ‖L2(μ)

in that situation too. Putting together all cases, we get our claim. Therefore,
‖Kτ,λ‖L2(μ) is non-decreasing in τ ∈ R+. In particular, we have

lim
τ→∞‖Kτ,λ‖L2(μ) = lim

η→∞‖KLH(η),λ‖L2(μ).

By the Krein-Wiener theorem (combine formulas (9.9), (9.13), and (9.14) in [22]),
we have

lim
b→∞‖KLH(b),λ‖2

L2(μ)
= 1

4π

|Dμ(λ)|−2

Imλ
,

where the convergence is uniform on compact sets in C+. Since Kτ,λ is a reproducing
kernel, one has

‖Kτ,λ(·)‖2
L2(μ)

= Kτ,λ(λ) = 1

4π

|P̃ ∗
2τ (λ)|2 − |P̃2τ (λ)|2

Imλ
(2.59)

for every τ ≥ 0. It follows that

lim
τ→∞

1

4π

|P̃ ∗
2τ (λ)|2 − |P̃2τ (λ)|2

Imλ
= lim

τ→∞‖Kτ,λ‖2
L2(μ)

= lim
b→∞‖KLH(b),λ‖2

L2(μ)

= 1

4π

|Dμ(λ)|−2

Imλ
(2.60)
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holds locally uniformly in C+. Combined with (2.52), that implies (2.53). From
(2.45) and Jensen’s inequality, we get

1 = lim
τ→∞ exp

(
1

π

∫
R

log(|P̃ ∗
τ (x)|2w(x))

x2 + 1
dx

)
≤ lim sup

τ→∞
1

π

∫
R

|P̃ ∗
τ (x)|2

x2 + 1
dμ(x).

(2.61)

On the other hand, one can write

∥∥∥∥ P̃ ∗
τ

x + i

∥∥∥∥
L2(μ)

= 1

|P̃ ∗
τ (i)|

∥∥∥∥∥
P̃ ∗

τ P̃ ∗
τ (i)

x + i

∥∥∥∥∥
L2(μ)

≤ 1

|P̃ ∗
τ (i)|

∥∥∥∥∥
P̃ ∗

τ P̃ ∗
τ (i) − P̃τ P̃τ (i)

x + i

∥∥∥∥∥
L2(μ)

+
∣∣∣∣ P̃τ (i)

P̃ ∗
τ (i)

∣∣∣∣ ·
∥∥∥∥ P̃τ

x + i

∥∥∥∥
L2(μ)

= 1

|P̃ ∗
τ (i)|

∥∥∥∥∥
P̃ ∗

τ P̃ ∗
τ (i) − P̃τ P̃τ (i)

x + i

∥∥∥∥∥
L2(μ)

+
∣∣∣∣ P̃τ (i)

P̃ ∗
τ (i)

∣∣∣∣ ·
∥∥∥∥ P̃ ∗

τ

x + i

∥∥∥∥
L2(μ)

.

(2.62)

Relations (2.52) and (2.53) yield limτ→+∞ |P̃τ (i)/P̃
∗
τ (i)| = 0. We also have

lim sup
τ→∞

1

|P̃ ∗
τ (i)|2

∥∥∥∥∥
P̃ ∗

τ P̃ ∗
τ (i) − P̃τ P̃τ (i)

x + i

∥∥∥∥∥
2

L2(μ)

(2.47)= lim sup
τ→∞

4π2

|P̃ ∗
τ (i)|2 ‖Kτ/2,i‖2

L2(μ)

(2.59)= π lim sup
τ→∞

|P̃ ∗
τ (i)|2 − |P̃τ (i)|2

|P̃ ∗
τ (i)|2

= π.

That identity, along with (2.62), yields P̃ ∗
τ /(x + i) ∈ L2(μ) and lim supτ→∞ ‖P̃ ∗

τ /

(x + i)‖2
L2(μ)

≤ π . Moreover, the inequality in (2.61) is, in fact, equality, and we get

lim
τ→∞

1

π

∫
R

|P̃ ∗
τ (x)|2

x2 + 1
dμ(x) = 1. (2.63)

Next, we claim that

1

π

∫
R

P̃ ∗
τ (x)Dμ(x)

x2 + 1
dx = P̃ ∗

τ (i)Dμ(i). (2.64)

Given the properties of P̃ ∗
τ , this is nearly obvious. However, in the next few lines, we

give the proof of (2.64). Indeed, as showed in Lemma 2.15 above, P̃ ∗
τ is outer in C+.

Then, the function P̃ ∗
τ Dμ/(z + i) lies in N+(C+) and has non-tangential boundary

values in L2(R) thanks to the following bound

∫
R

∣∣∣∣ P̃
∗
τ (x)Dμ(x)

x + i

∣∣∣∣
2

dx ≤
∫
R

|P̃ ∗
τ (x)|2

x2 + 1
dμ(x)

(2.63)
< ∞.
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Hence, P̃ ∗
τ Dμ/(z + i) is in N+(C+) ∩ L2(R) = H 2(C+) (see the discussion after

Theorem 5.4 in [32] concerning the last equality of sets). Therefore, the function f

defined by

f (ξ) = P̃ ∗
τ (z)Dμ(z), z ∈C+, ξ = i − z

i + z
∈ D

belongs to the Hardy space H 2(D) in the open unit disk D as established in Chapter
VI.C in [47]. The mean-value formula for functions in H 2(D) yields

1

2π

∫ 2π

0
f (eiθ ) dθ = f (0).

That gives (2.64), when written in terms of z.
Having proved (2.64), we can write

1

π

∫
R

|P̃ ∗
τ (x) − D−1

μ (x)|2
x2 + 1

|Dμ(x)|2 dx

= 1

π

∫
R

|P̃ ∗
τ (x)Dμ(x)|2

x2 + 1
dx + 1 − 2 Re(P̃ ∗

τ (i)Dμ(i)). (2.65)

Notice now that

1

π

∫
R

|P̃ ∗
τ (x)Dμ(x)|2

x2 + 1
dx + 1

π

∫
R

|P̃ ∗
τ (x)|2

x2 + 1
dμs(x) = 1

π

∫
R

|P̃ ∗
τ (x)|2

x2 + 1
dμ(x)

and the right-hand side converges to 1 when τ → ∞ by (2.63). Then,

lim
τ→∞
(
1 − 2 Re(P̃ ∗

τ (i)Dμ(i))
)= −1

by (2.52). Thus, (2.65) yields

0 ≤ lim sup
τ→∞

(
1

π

∫
R

|P̃ ∗
τ (x) − D−1

μ (x)|2
x2 + 1

|Dμ(x)|2 dx + 1

π

∫
R

|P̃ ∗
τ (x)|2

x2 + 1
dμs(x)

)
= 0.

Therefore, (2.54) and (2.55) follow. �

The Lemmas 2.17 and 2.18 below are not new. We give their proofs for the reader’s
convenience.

Lemma 2.17 Let H be a proper Hamiltonian on R+. Then, the set domDH ∩ Hc is
dense in H .

Proof Consider the linear manifold of functions X ∈ H for which there is L ∈ R+ \
∪I∈I(H)I such that X can be written as follows

X(τ) =
{

J
∫ L

τ
H(s)Y (s) ds, τ ≤ L

0, τ > L
,

Y ∈ H : suppY ⊆ [0,L], (Y,
(

1
0

)
)L2(H) = 0.
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In the proof of Theorem 3 in [71], it was showed that if X0 ∈ H is orthogonal to
that linear manifold, then HX0 = 0 almost everywhere on R+ (we apply Theorem 3

of [71] to Hamiltonians H that do not coincide with those that are equal to κ
(

0 0
0 1

)
on some interval [0, ε], since we study only such Hamiltonians in our paper). That
implies this manifold is dense in H . On the other hand, every X in that manifold has
compact support and

〈X(0),
(

0
1

)
〉C2 = 〈JX(0), J

(
0
1

)
〉C2 = −(Y,

(
1
0

)
)L2(H) = 0.

Therefore, X ∈ domDH ∩ Hc. The lemma follows. �

Let H be a proper Hamiltonian on R+, and let H be the Hilbert space generated
by H. On functions X ∈ L2

c(H), define

W̃H : X �→ 1√
π

∫ ∞

0
〈H(τ )X(τ),�(τ, z̄)〉C2 dτ, z ∈C. (2.66)

Note that W̃H coincides with WH on H . Denote by PH the orthogonal projector in
L2(H) to H . The orthogonal complement L2(H) � H consists of functions X that
satisfy the following conditions: X = 0 on R+ \⋃I∈I(H) I and

∫
I

κ(τ )〈X(τ), eI 〉C2 dτ = 0, H(τ ) = κ(τ)〈·, eI 〉C2eI , τ ∈ I, I ∈ I(H),

where eI ∈ R
2, ‖eI‖R2 = 1, and κ > 0 a.e. on each I . It follows that PH : L2(H) →

H coincides with the operator

X �→
{

X(τ), τ ∈R+ \⋃I∈I(H) I,∑
I∈I(H) cI χI eI , τ ∈⋃I∈I(H) I,

cI =
∫
I
κ(τ )〈X(τ), eI 〉C2 dτ∫

I
κ(τ ) dτ

.

Indeed, this operator is linear, vanishes on L2(H) � H , and acts as an identity on H

because χI (eI + e⊥
I ) = χI eI in L2(H) for every vector e⊥

I ∈C
2 orthogonal to eI . As

a consequence, if r ∈ R+ \⋃I∈I(H) I and suppX ⊆ [0, r], then suppPH X ⊆ [0, r].
We use this observation in the formula (2.67) below.

Lemma 2.18 Let H be a proper Hamiltonian on R+ and let μ be its spectral measure.
We have W−1

H W̃H = PH and ‖W̃HX‖L2(μ) ≤ ‖X‖L2(H) for every X ∈ L2(H).

Proof Consider X ∈ L2(H) such that suppX ⊆ [0, r], where r is not in the interior
of an indivisible interval (that is, r ∈ R+ \⋃I∈I(H) I ). Then, taking any z ∈ C, we
have

(W̃HX)(z) = (X,�(·, z))L2(H) = (X,χ[0,r]�(·, z))L2(H).

If I is an indivisible interval, we have H(τ ) = κ(τ)〈·, eI 〉C2eI with some vector
eI ∈ R

2, ‖eI‖R2 = 1 for τ ∈ I . Equation J�′(τ, z) = zκ(τ)〈�(τ, z), eI 〉C2eI , τ ∈ I
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implies �′(τ, z) = −zκ(τ)〈�(τ, z), eI 〉C2JeI , τ ∈ I . Since 〈JeI , eI 〉C2 = 0, we have
〈�′(τ, z), eI 〉C2 = 0, and hence 〈�(τ, z), eI 〉C2 is constant in τ on I . That gives
χ[0,r]�(·, z) ∈ H for every z in a sense that �(τ, z) is constant on each I when
considered as an element of L2(H) defined in (2.2). Thus, we have

(X,χ[0,r]�(·, z))L2(H) = (PH X,χ[0,r]�(·, z))L2(H) = (WHPH X)(z). (2.67)

That gives ‖W̃HX‖L2(μ) ≤ ‖X‖L2(H) and W−1
H W̃HX = PH X. The set of X we con-

sidered is dense in L2(H) and the operator WH is unitary. Therefore, the lemma is
true for all X ∈ L2(H). �

2.5 Long-time asymptotics of the evolution in Szegő case: the main result

Recall that we study the evolution UtX when X ∈ H and t → ±∞. We will de-
scribe UtX in terms of the “free” evolution U0

t YX,± of some states YX,± ∈ L2(H0)

as t → ±∞, where U0
t is generated by “free” Hamiltonian H0 =

(
1 0
0 1

)
on R+. Note

that Ut , U0
t act on different Hilbert spaces and an identification is needed to relate

the “perturbed” and “free” dynamics governed by Ut and U0
t , respectively. First, we

observe that given a pair of real states X ∈ Hc, Y ∈ L2
c(H0) such that TH(fr[X]) = a

and fr[Y ] = a for some a > 0, the Theorem 2.1 yields

fr[UtX] = LH(|t | + a) = fr[(U0
t Y )(TH(·))], t ∈ R\{0}.

Thus, when t varies in the interval (0, t0), the wavefronts of UtX and (U0
t Y )(TH(·))

simultaneously propagate from LH(a) to LH(t0 +a). That provides an intuition how
to map U0

t Y into L2(H). First, we introduce the non-negative matrix-function Hn:

Hn(τ ) =
⎧⎨
⎩
(

detH(τ )
)− 1

2 H(τ ), τ : detH(τ ) > 0,

∞, τ : detH(τ ) = 0.

Then,

H− 1
2

n (τ ) =
⎧⎨
⎩
(

detH(τ )
) 1

4 H− 1
2 (τ ), τ : detH(τ ) > 0,

0, τ : detH(τ ) = 0.

(2.68)

It is instructive to note that detHn(τ ) = 1 for every τ that satisfies detH(τ ) > 0.
Second, we fix a measurable function γ : R+ → T. Finally, for every t ∈ R and Y ∈
L2(H0), define

Ũ0
γ,tY : τ �→

⎧⎨
⎩

γ (τ)H− 1
2

n (τ )(U0
t Y )(TH(τ )), t ≥ 0,

γ (τ )H− 1
2

n (τ )(U0
t Y )(TH(τ )), t < 0.

(2.69)

The role of the “phase function” γ will become clear in Theorem 2.19 below. Given
definition (2.69), we get several important properties of the evolution Ũ0

γ,t :
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(A) the dynamics Ũ0
γ,tY has an explicit expression in terms of Y , H, γ ;

Indeed, that follows from the explicit formula for U0
t Y which we obtain in Lemma

2.21 below.

(B) if fr[X] = fr[Y(TH(·))] for some real states X ∈ Hc, Y ∈ L2
c(H0), then

fr[Ũ0
γ,tY ] = fr[UtX], t ∈ R\{0}.

That is the direct consequence of Theorem 2.1.

(C) The map Ũ0
γ,t is an isometry:

‖Ũ0
γ,tY‖2

L2(H)
= ‖Y‖2

L2(H0)
.

The last relation comes from a change of variables:

‖Ũ0
γ,tY‖2

L2(H)
=
∫
R+

T ′
H(τ )
〈
(U0

t Y )(TH(τ )), (U0
t Y )(TH(τ ))

〉
C2 dτ

= ‖U0
t Y‖2

L2(H0)
= ‖Y‖2

L2(H0)
,

where T ′
H = √

detH is the derivative of the locally absolutely continuous function
TH.

(D) The map Ũ0
γ,t sends L2(H0) into H .

Indeed, for every Y ∈ L2(H0) we have Ũ0
γ,tY = 0 on each indivisible interval. There-

fore, Ran Ũ0
γ,t ⊆ H .

We aim to prove the following result.

Theorem 2.19 Let H ∈ Sz(CS). Then, there exists a function γ : R+ → T such that
the following assertion holds. For every X ∈ H , there are unique YX,± ∈ L2(H0)

such that for every b > 0, we have

lim
t→±∞‖UtX − Ũ0

γ,tYX,±‖L2(H,�b,t )
= 0, (2.70)

where �b,t = [LH(|t | − b),LH(|t | + b)
]
. These YX,± can be computed by the for-

mulas

YX,+ = W−1
H0

(facDμ), YX,− = W−1
H0

(facDμ), (2.71)

where f = WHX, fac := f · χ�ac(μ). Moreover, if H is diagonal, then one can take
γ = 1 on R+.

Remark 2.20 In Theorem 2.19, we do not assume that X has compact support or
belongs to the absolutely continuous subspace of DH.
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We start with providing an explicit formula for the evolution U0
t . Let DH0 be

the self-adjoint operator on L2(H0) = L2(R+,C2) corresponding to H0. We have
U0

t = eitDH0 . The main spectral measure of DH0 is equal to the Lebesgue measure
on R and

(WH0Y)(z) = 1√
π

∫ ∞

0

〈(
y1(τ )

y2(τ )

)
,
(

cos(τ z̄)

− sin(τ z̄)

)〉
C2

dτ, z ∈ C,

for every function Y =
(

y1
y2

)
in L2

c(R+,C2) = L2
c(H0). Recall that ĥ denotes the

Fourier transform of a function h ∈ L2(R).

Lemma 2.21 Let h ∈ L2(R) and Y =
(

y1
y2

)
∈ L2(H0) be defined by WH0Y = h.

Extend y1 to all of R as an even function and y2 as an odd function. Then, for every
t ∈ R and τ ∈R+, we have

(U0
t Y )(τ ) = 1√

2
ĥ(τ − t)

(
1
−i

)
+ 1√

2
ĥ(−(τ + t))

(
1
i

)
(2.72)

= 1

2

(
y1(τ − t) + y1(τ + t)

−i(y1(τ − t) − y1(τ + t))

)
+ 1

2

(
i(y2(τ − t) − y2(τ + t))

y2(τ − t) + y2(τ + t)

)
,

(2.73)

where the integrals are understood in L2(R)-sense. In particular, we have

(U0
t Y )(τ ) = 1√

2
ĥ(τ − t) ·

(
1
−i

)
+o(1), (U0−t Y )(τ ) = 1√

2
ĥ(−τ + t) ·

(
1
i

)
+o(1),

(2.74)
when t → +∞ and o(1) is understood in L2(H0)-sense.

Proof We claim that

(U0
t Y )(τ ) = 1

2
√

π

∫
R

ei(t−τ)xh(x) dx ·
(

1
−i

)
+ 1

2
√

π

∫
R

ei(t+τ)xh(x) dx ·
(

1
i

)
,

(2.75)
where the integrals are understood in L2(R)-sense. To prove (2.75), we first assume
that h ∈ L1(R) ∩ L2(R). Denote the right-hand side of (2.75) by Zt . Notice that the
integrals in the right-hand side of (2.75) converge absolutely. We only need to check
that the images of U0

t Y and Zt under WH0 coincide. Indeed,

WH0(U
0
t Y )(s) =eitsh(s) = 1

2π
lim

r→∞

∫ r

−r

eiτs

∫
R

ei(t−τ)xh(x) dx dτ

= 1

2π
lim

r→∞

(∫ r

0

〈(
1
−i

)
,
(

cos(τs)

− sin(τs)

)〉
C2

∫
R

ei(t−τ)xh(x) dx dτ

)

+ 1

2π
lim

r→∞

(∫ r

0

〈(
1
i

)
,
(

cos(τs)

− sin(τs)

)〉
C2

∫
R

ei(t+τ)xh(x) dx dτ

)
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=(WH0Zt)(s),

for almost all s ∈ R where the limits are understood in the L2(R)-sense. Since
L1(R) ∩ L2(R) is dense in L2(R), we can extend (2.75) to all of L2(R) by conti-
nuity. The formula (2.72) is immediate from (2.75) if we use the notation for Fourier
transform. Finally, taking t = 0 in (2.72) gives y1(τ ) = (̂h(τ )+ ĥ(−τ))/

√
2, y2(τ ) =

−i(̂h(τ ) − ĥ(−τ))/
√

2 and the formula (2.73) follows. Since limt→+∞ ‖ĥ(−(τ +
t))‖L2(R+) = 0, we get the first limit in (2.74). The second one can be proved simi-
larly. �

The free dynamics U0
t is known to be reducible to the shift operator on the real

line. We recall that construction in Sect. A.2.

Proof of Theorem 2.19 Existence of YX,±.
From Lemma 2.17, we know that the set domDH ∩ Hc is dense in H . We start

the proof by considering X ∈ domDH ∩ Hc. Recall that b > 0 is a number and χ�b,t

denotes the characteristic function of the interval �b,t . Put f = WHX and let fac =
f · χ�ac(μ), fs = f · χ�s(μ). By the spectral theorem, for every t ∈ R and λ ∈ C we
have

WH(χ�b,t
UtX)(λ) = 1√

π

∫
�b,t

〈H(τ )UtX(τ),�(τ, λ̄)〉C2 dτ

= 1√
π

(UtX,χ�b,t
�(·, λ̄))L2(H)

= (eitxf, kμ,�b,t ,λ)L2(μ), (2.76)

where

kμ,�b,t ,λ(x) = 1√
π
WH(χ�b,t

�(·, λ̄))

= 1

π

∫
�b,t

〈H(τ )�(τ, λ̄),�(τ, x)〉C2 dτ, x ∈ R. (2.77)

We are going to study the asymptotic behavior of (2.76) when t → ±∞ using repre-
sentation (2.77). Let G be the matrix function from (2.42). Fix τ ∈ �b,t and set

G1 =
(

1 1
−i i

)
, �1 = 1

2
G−1G1

(
1
0

)
, �2 = 1

2
G−1G1

(
0
1

)
. (2.78)

Recall that P̃τ , P̃ ∗
τ , ατ are defined in (2.44). On the real line R, we have

� = G−1

(
Ẽτ +Ẽ

�
τ

2
Ẽτ −Ẽ

�
τ

2i

)
= 1

2
G−1G1

(
Ẽτ

Ẽ
�
τ

)
= e−iTH(τ )x

2
G−1G1

(
ατ P̃

∗
2τ

ατ P̃2τ

)
,

= ατ e
−iTH(τ )xP̃ ∗

2τ�1 + ατ e
iTH(τ )xP̃ ∗

2τ�2. (2.79)
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We continue by getting the estimates on ‖�1‖L2(H,�b,t )
and ‖�2‖L2(H,�b,t )

. Note
that

4〈H�1,�1〉C2 + 4〈H�2,�2〉C2

=
〈
HG−1G1

(
1
0

)
,G−1G1

(
1
0

)〉
C2

+
〈
HG−1G1

(
0
1

)
,G−1G1

(
0
1

)〉
C2

= traceG∗
1(G

−1)∗HG−1G1 = 2 trace(G−1)∗HG−1

due to the fact that G1G
∗
1 = 2
(

1 0
0 1

)
. Using this calculation and relation (2.43), we

get

2‖�1‖2
L2(H,�b,t )

+ 2‖�2‖2
L2(H,�b,t )

=
∫

�b,t

trace (G−1)∗HG−1 dτ

= ‖K′
H‖L1(�b,t )

+ 2
∫

�b,t

√
detHdτ,

because KH is a non-increasing function. Note that if |t | ≥ b, we have∫
�b,t

√
detHdτ = TH(LH(|t | + b)) − TH(LH(|t | − b)) = (|t | + b)− (|t | − b) = 2b.

Thus, for such t we have

2‖�1‖2
L2(H,�b,t )

+ 2‖�2‖2
L2(H,�b,t )

� ‖K′
H‖L1(R+) + 2b. (2.80)

Next, we study the inner product (2.76) using (2.77). We need some auxiliary bounds
first. By applying the spectral theorem, we have (x + i)f ∈ L2(μ). Relations (2.54)
and (2.55), along with Cauchy-Schwarz inequality, imply that

(∫
R

|fs(x)P̃ ∗
2τ (x)|dμs

)2

≤
(∫

R

|f (x)|2(x2 + 1) dμ

)(∫
R

|P̃ ∗
2τ (x)|2

x2 + 1
dμs

)
→ 0,

and that
(∫

R

|fac(x)(P̃ ∗
2τ (x)w(x) − Dμ(x))|dx

)2

≤
(∫

R

|f (x)|2(x2 + 1)dμ

)(∫
R

|P̃ ∗
2τ (x) − D−1

μ (x)|2
x2 + 1

w(x)dx

)
→ 0,

when τ → ∞. Since H ∈ Sz(CS), we get lims→∞ LH(s) = +∞. Thus, recalling that
μ = |Dμ|2 dx + μs, one has

lim
t→∞

(∫
R

ei(t−TH)xf (x)P̃ ∗
2τ (x) dμ(x) −

∫
R

ei(t−TH)xfac(x)Dμ(x) dx

)
= 0 (2.81)

uniformly in τ ∈ �b,t . Similarly, (x + i)f ∈ L2(μ), relations (2.54), (2.55) and the
Riemann-Lebesgue lemma imply

lim
t→+∞

∫
R

ei(t+TH(τ ))xf (x)P̃ ∗
2τ (x) dμ(x) = lim

t→+∞

∫
R

ei(t+TH(τ ))xfac(x)Dμ(x) dx
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= 0, (2.82)

uniformly with respect to τ ∈ �b,t . That follows from the inclusion facDμ ∈ L1(R)

which is immediate from our assumptions on f and the bound

(∫
R

|fac(x)Dμ(x)|dx

)2

≤
(∫

R

dx

x2 + 1

)
·
(∫

R

|f (x)|(x2 + 1) dμ(x)

)
< ∞.

Taking into account (2.76) and (2.79), we see that WH(χ�b,t
UtX)(λ) equals

(eitxf, kμ,�b,t ,λ)L2(μ)

= 1

π

∫
R

eitxf (x)

∫
�b,t

〈H(τ )�(τ, λ̄),�(τ, x)〉C2 dτ dμ(x)

= 1

π

∫
R

∫
�b,t

eitxf (x)〈H(τ )�(τ, x),�(τ, λ̄)〉C2 dτ dμ(x)

= 1

π

∫
R

∫
�b,t

eitxf (x)〈H(τ )[ατ e
−iTH(τ )xP̃ ∗

2τ�1],�(τ, λ̄)〉C2 dτ dμ(x)

+ 1

π

∫
R

∫
�b,t

eitxf (x)〈H(τ )[ατ e
iTH(τ )xP̃ ∗

2τ�2],�(τ, λ̄)〉C2 dτ dμ(x)

= 1

π

∫
�b,t

(
ατ

∫
R

ei(t−TH(τ ))xfac(x)Dμ(x)dx

)〈
H(τ )�1,�(τ, λ̄)

〉
dτ + R(t, λ),

where R(t, λ) = R1(t, λ) + R2(t, λ),

R1(t, λ) = 1

π

∫
�b,t

ατ

(∫
R

ei(t−TH(τ ))xf P̃ ∗
2τ dμ(x) −

∫
R

ei(t−TH(τ ))xfacDμ dx

)

× 〈H(τ )�1,�(τ, λ̄)
〉
dτ,

and

R2(t, λ) = 1

π

∫
�b,t

ατ

(∫
R

ei(t+TH(τ ))xf (x)P̃ ∗
2τ (x) dμ(x)

)〈
H(τ )�2,�(τ, λ̄)

〉
dτ.

Observe that by (2.81) and (2.82) both R1(t, λ) and R2(t, λ) can be represented in
the form

R1,2(t, λ) = 1√
π

∫
�b,t

〈
H(τ )ψ1,2(t, τ ),�(τ, λ̄)

〉
dτ = W̃H(�b,tψ1,2)(λ),

where ψ1,2(t, ·) = κ1,2(t, ·)�1,2 for some functions κ1,2(t, ·) such that we have
limt→+∞ ‖κ1,2(t, ·)‖L∞(�b,t ) = 0. Estimate (2.80) shows that the quantities
‖�1,2‖L2(H,�b,t )

are uniformly bounded with respect to t ∈ R+, hence
limt→+∞ ‖ψ1,2(t, ·)‖L2(H,�b,t )

= 0. Therefore, we have limt→+∞ ‖R(t, ·)‖L2(μ) = 0
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by Lemma 2.18. Summarizing, we see that

WH(χ�b,t
UtX) = W̃H

(
ατχ�b,t

2
√

π

∫
R

ei(t−TH(τ ))xfac(x)Dμ(x) dx · G−1(τ )
(

1
−i

))

+ o(1),

as t → +∞ with o(1) in L2(μ) (the function under W̃H depends on τ ). Applying
W−1

H and using Lemma 2.18, we get

(χ�b,t
UtX)(τ ) = PH

(
ατχ�b,t

2
√

π

∫
R

ei(t−TH(τ ))xfac(x)Dμ(x)dx · G−1(τ )
(

1
−i

))

+ o(1), (2.83)

with o(1) in H . Similar reasoning gives

(χ�b,t
UtX)(τ ) = PH

(
ατχ�b,t

2
√

π

∫
R

ei(t+TH(τ ))xfac(x)Dμ(x)dx · G−1(τ )
(

1
i

))

+ o(1),

when t → −∞.
Having established this asymptotics, we want to relate the integral in the right-

hand side of (2.83) to the free evolution one finds in (2.70). To this end, we first
define YX,+ ∈ L2(H0) by the relations WH0YX,+ = facDμ. By the spectral theorem,
we have (x + i)f ∈ L2(μ). So, the inclusion facDμ ∈ L1(R) ∩ L2(R) and property
(D) shows that χ�b,t

Ũ0
γ,tYX,+ can be considered as an element of H for every choice

of the phase function γ . To understand this function better, we notice that (2.75)
implies

(U0
t YX,+)(TH(τ )) = 1

2
√

π

∫
R

ei(t−TH(τ ))xfacDμ dx ·
(

1
−i

)

+ 1

2
√

π

∫
R

ei(t+TH(τ ))xfacDμ dx ·
(

1
i

)
, (2.84)

where the integrals converge absolutely. Riemann-Lebesgue lemma gives

lim
t→+∞

∫
R

ei(t+TH(τ ))xfac(x)Dμ(x) dx = 0 (2.85)

uniformly with respect to τ ∈ R+. Next, we indicate how the phase function γ is
chosen in (2.70). For a.e. τ ≥ 0, we have H(τ ) ≥ 0 and detG(τ) = 1 so Lemma A.2
allows us to choose ϕ(τ) ∈ [0,2π) such that√

H(τ )G−1(τ )�−1
ϕ(τ) ≥ 0. (2.86)

That ϕ is Lebesgue-measurable. Observe that for u ∈ [0,2π) we have

eiu
(

1
−i

)
= (cosu + i sinu)

(
1
−i

)
= �−u

(
1
−i

)
= �−1

u

(
1
−i

)
.
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We can then choose measurable γ so that |γ (τ)| = 1 on R+ and

γ (τ)�−1
ϕ(τ)

(
1
−i

)
= ατ

(
1
−i

)
, (2.87)

i.e.,

γ (τ) = ατ e
−iϕ(τ). (2.88)

Note also that for the rotation matrix �u from Lemma A.2 we can use the definition
of �1 and �2 in (2.78) to get

sup
u∈[0,2π]

‖χ�b,t
G−1�−1

u

(
1
i

)
‖L2(H) ≤ 4‖�1‖L2(H,�b,t )

+ 4‖�2‖L2(H,�b,t )
, (2.89)

where the right-hand side is uniformly bounded by (2.80). Then, (2.84), (2.85), and
(2.89) imply

γ (τ)χ�b,t
G−1�−1

ϕ(τ)(U
0
t YX,+)(TH(τ ))

= γ (τ)χ�b,t

2
√

π

∫
R

ei(t−TH(τ ))xfacDμ dx · G−1(τ )�−1
ϕ(τ)

(
1
−i

)
+ o(1),

(2.87)= ατχ�b,t

2
√

π

∫
R

ei(t−TH(τ ))xfacDμ dx · G−1(τ )
(

1
−i

)
+ o(1), (2.90)

with o(1) in L2(H) as t → +∞. Combining this with (2.83), we obtain

χ�b,t
(τ )UtX(τ) − PH

(
γ (τ)χ�b,t

(τ )G−1�−1
ϕ(τ)(U

0
t YX,+)(TH(τ ))

)
→ 0,

t → +∞, (2.91)

in H . Similarly, for the same choice of γ and YX,− defined by WH0YX,− = facDμ

we have

γ (τ)�−1
ϕ(τ)

(
1
i

)
= ατ

(
1
i

)
,

by taking conjugation of (2.87) and

χ�b,t
(τ )UtX(τ) − PH

(
γ (τ)χ�b,t

(τ )G−1�−1
ϕ(τ)

(U0
t YX,−)(TH(τ ))

)
→ 0,

t → −∞,

in H . Consider the set �0
b,t = �b,t ∩ {τ : detH(τ ) = 0} and denote �′

b,t = �b,t \
�0

b,t . Recall the formula (2.90) and note that

‖χ�0
b,t

G−1
(

1
−i

)
‖2
L2(H)

= 4‖�1‖2
L2(H,�0

b,t )
.
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Similarly to (2.80), we have

2‖�1‖2
L2(H,�0

b,t )
≤ ‖K′

H‖L1(�0
b,t )

+ 2
∫

�0
b,t

√
detHdτ = ‖K′

H‖L1(�0
b,t )

,

which tends to zero as t → +∞ thanks to (2.41). Together with (2.83) this yields

lim
t→+∞‖χ�0

b,t
· UtX‖H = 0. (2.92)

We also have ‖χ�0
b,t

· Ũ0
t,γ YX,+‖H = 0 by the definition of Ũ0

t,γ . From (2.91), it is

now clear that the relation

‖UtX − Ũ0
t,γ YX,+‖L2(H,�b,t )

→ 0, t → +∞, (2.93)

is equivalent to the relation

‖PH

(
γχ�b,t

G−1�−1
ϕ (U0

t YX,+)(TH(·))
)

− Ũ0
t,γ YX,+‖L2(H,�′

b,t )
→ 0,

t → +∞.

Since Ũ0
t,γ YX,+ belongs to H by the definition of Ũ0

t,γ , we have PH Ũ0
t,γ YX,+ =

Ũ0
t,γ YX,+. Moreover, one gets ‖PH Y‖L2(H,�′

b,t )
= ‖Y‖L2(H,�′

b,t )
for every Y ∈

L2(H), because the operator Y �→ χ�′
b,t

Y is the orthogonal projector in L2(H) onto
a subspace in H . Therefore, (2.93) will follow if we prove

‖γG−1�−1
ϕ (U0

t YX,+)(TH(·)) − γ
4
√

detHH− 1
2 (U0

t YX,+)(TH(·))‖L2(H,�′
b,t )

→ 0,

as t → +∞. Similarly,

‖UtX − Ũ0
t,γ YX,−‖L2(H,�b,t )

→ 0, t → −∞,

follows from

‖γ̄ G−1�−1
ϕ (U0

t YX,−)(TH(·)) − γ̄
4
√

detHH− 1
2 (U0

t YX,−)(TH(·))‖L2(H,�′
b,t )

→ 0,

as t → −∞. Since |γ | = 1 on R+, we only need to prove

‖G−1�−1
ϕ (U0

t YX,±)(TH(·)) − 4
√

detHH− 1
2 (U0

t YX,±)(TH(·))‖L2(H,�′
b,t )

→ 0,

(2.94)
where t → ±∞. Noting that ‖X‖L2(H,�′

b,t )
= ‖√HX‖L2(H0,�

′
b,t )

, we see that the
norm in (2.94) is equal to

. . . = ‖(G−1�−1
ϕ − 4

√
detHH− 1

2 )(U0
t YX,±)(TH(·))‖L2(H,�′

b,t )

= ∥∥[√HG−1�−1
ϕ − 4

√
detH
]
(U0

t YX,±)(TH(·))∥∥
L2(H0,�

′
b,t )

.
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Thus, (2.94) can be rewritten further in the form
∥∥[V − √

detV
]
(U0

t YX,±)(TH(·))∥∥
L2(H0,�

′
b,t )

→ 0, (2.95)

where the matrix-function V is defined by V = √
HG−1�−1

ϕ . Recall that V ≥ 0 by
the choice of ϕ we made in (2.86). For each τ ∈ �′

b,t , let e1(τ ) and e2(τ ) denote the
orthonormal eigenvectors of V (τ) corresponding to the eigenvalues λ1(τ ) and λ2(τ ).
Then, for every vector e = c1e1(τ ) + c2e2(τ ) in C

2, we have

‖(V − √
detV )e‖2

C2 = (λ1(τ ) −√λ1(τ )λ2(τ ))2|c1|2

+ (λ2(τ ) −√λ1(τ )λ2(τ ))2|c2|2

≤ (λ1(τ ) − λ2(τ ))2‖e‖2
C2,

due to the fact that

(a − √
ab)2 + (b − √

ab)2 = (a + b)(
√

a − √
b)2 ≤ (

√
a + √

b)2(
√

a − √
b)2

= (a − b)2.

On the other hand,

(λ1(τ ) − λ2(τ ))2 = trace(V 2) − 2 detV.

Since V 2 = V ∗V , we can write that traceV 2 = trace(�ϕ(G−1)∗HG−1�−1
ϕ ) =

trace((G−1)∗HG−1). So,

(λ1(τ ) − λ2(τ ))2 = trace((G−1)∗HG−1) − 2
√

detH = −K′
H,

as follows from (2.43). Since U0
t YX,± ∈ L∞(H0), dist(0,�′

b,t ) → ∞, and K′
H ∈

L1(R+), we see that (2.95) holds. Hence, YX,± satisfy (2.70).
Now, consider the case where X ∈ H is an arbitrary element (that is, we do not

assume now that X ∈ domDH ∩ Hc). Lemma 2.17 allows us to find Xn ∈ domDH ∩
Hc such that

X = lim
n→∞Xn

and this limit is in L2(H)-norm. Let YXn,± be the corresponding elements of L2(H0):
if fn = WH(Xn), then YXn,+ := W−1

H0
(fnDμ · χ�ac(μ)), YXn,− := W−1

H0
(fnDμ ·

χ�ac(μ)), and

‖YXn,+‖L2(H0)
= ‖WH0(YXn,+)‖L2(R) = ‖fnDμ · χ�ac(μ)‖L2(R)

≤ ‖fn‖L2(μ) = ‖Xn‖L2(H).

A similar relation holds for YXn,−. Since {Xn} converges to X, the sequence fn

converges to f = WHX in L2(μ). In particular, (fn − f )Dμ · χ�ac(μ) → 0 and
(fn − f )Dμ · χ�ac(μ) → 0 in L2(R). The sequences {YXn,±} converge and we
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denote YX,± = limn→∞ YXn,±. In fact, YX,+ = W−1
H0

(f Dμ · χ�ac(μ)) and YX,− =
W−1

H0
(f Dμ · χ�ac(μ)), which proves (2.71). Moreover, for each t we have

‖Ũ0
γ,t (YXn,±) − Ũ0

γ,t (YX,±)‖2
L2(H)

= ‖YXn,± − YX,±‖2
L2(H0)

,

by (C). Now, given that (2.70) holds for every Xn, we can extend (2.70) to all X by
the standard approximation argument.

Uniqueness of YX,±.
We will prove uniqueness of YX,+, the argument for YX,− is similar. Suppose that

YX,+ and ỸX,+ both satisfy (2.70) for some X ∈ H . Denote Y0 = YX,+ − ỸX,+ and
let h be such that WH0Y0 = h. We have

lim
t→+∞‖Ũ0

γ,tY0‖L2(H,�b,t )
= 0, �b,t = [LH(|t | − b),LH(|t | + b)

]
,

for every b > 0. By Lemma 2.21, we have

U0
t Y0 = 1√

2
ĥ(τ − t) ·

(
1
−i

)
+ 1√

2
ĥ(−(τ + t)) ·

(
1
i

)
. (2.96)

Then,

lim
t→+∞

∫ LH(t+b)

LH(t−b)

√
detH(τ )(|̂h(TH(τ ) − t) + ĥ(−(TH(τ ) + t))|2

+ |̂h(TH(τ ) − t) − ĥ(−(TH(τ ) + t))|2) dτ = 0,

and, after changing variables,

0 = lim
t→+∞

∫ t+b

t−b

|̂h(s − t)|2 ds =
∫ b

−b

|̂h(α)|2 dα.

Since b is arbitrary, we get ĥ = 0 a.e. on R. Hence, h = 0 a.e. which gives Y0 = 0 and
so YX,+ is defined uniquely by X.

To complete the proof, it remains to check that ατ = 1 and G(τ) > 0 for ev-
ery τ ∈ R+ in the case when H is diagonal. Then, γ (τ) = 1 as well by (2.88).
We have RH(τ ) = 0, τ ∈ R+, for any diagonal Hamiltonian H, see Lemma 2.2
in [7]. Then, G(τ) is a diagonal matrix with positive entries for every τ ∈ R+, in
particular, G(τ) > 0. Suppose for a moment that detH = 1 almost everywhere on
R+. Then, formula (42) in [6] for z = i together with the relation RH = 0 says
that (e−τ Ẽτ (i))

′ = −K′
H(τ )e−τ Ẽτ (i). Since Ẽ0(i) > 0, this shows that for such

Hamiltonians H we have Ẽτ (i) > 0, τ ∈ R+. That implies ατ = 1 for all τ ∈ R+.
Now let H ∈ Sz(CS) be a diagonal Hamiltonian such that detH > 0 almost every-

where on R+. Define the new Hamiltonian H̃ : τ �→ (detH(LH(τ )))− 1
2 H(LH(τ )),

det H̃ = 1 on R+. The function τ �→ �(LH(τ ), z) then solves Cauchy problem (2.5)
for H̃. The previous reasoning shows that for the corresponding coefficient α̃τ we
have α̃τ = 1, τ ∈ R+. But α̃τ = αLH(τ ), and we see that ατ = 1 for all diagonal
Hamiltonians H ∈ Sz(CS) such that detH > 0 almost everywhere on R+. Then, the
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general case follows via an approximation argument by considering Hamiltonians of

the form Hε = ε
(

1 0
0 1

)
+H, and letting ε → 0. �

2.6 Scattering and wave operators

The following theorem answers the question: does the asymptotics YX,± of a state X

under the evolution Ut determine the state X itself? It also strengthens Theorem 2.19.

Theorem 2.22 Let H ∈ Sz(CS), let DH be the corresponding self-adjoint operator
(2.4) on H , and let μ = w dx + μs be the main spectral measure for H. Then, the
strong wave operators

W± = lim
t→±∞U−1

t Ũ0
γ,t (2.97)

exist and are complete, i.e., they are correctly defined (the limits are understood in the
strong operator topology) and unitary as operators from L2(H0) onto the absolutely
continuous subspace Hac of DH. Moreover, if X ∈ H , YX,± are defined by (2.71) and
Pac denotes the orthogonal projection in H onto the absolutely continuous subspace
of DH, then we have W±YX,± = PacX. Hence, YX,± determine PacX uniquely and
we have YX1,± = YX2,± in Theorem 2.19 if and only if PacX1 = PacX2. The scattering
operator

S = W−1+ W−, S : YX,− �→ YX,+,

is a unitary operator on L2(H0), and its spectral representation takes the form

WH0SW
−1
H0

f0 = Dμ

Dμ

f0, f0 ∈ L2(R), (2.98)

where Dμ is the Szegő function of μ. In particular, the operator S does not depend
on the choice of the phase function γ in Theorem 2.19.

Proof Let us first prove that the limit in (2.97) exists as t → +∞. The argument for
t → −∞ is similar. In fact, we claim that for an arbitrary X, we have

lim
t→+∞U−1

t Ũ0
γ,tYX,+ = PacX. (2.99)

Indeed, denoting �b,t = [LH(|t | − b),LH(|t | + b)] for some positive numbers b, we
have

U−1
t Ũ0

γ,tYX,+ = U−1
t χ�b,t

Ũ0
γ,tYX,+ + U−1

t χR+\�b,t
Ũ0

γ,tYX,+

= U−1
t χ�b,t

UtX + U−1
t (χ�b,t

Ũ0
γ,tYX,+ − χ�b,t

UtX)

+ U−1
t χR+\�b,t

Ũ0
γ,tYX,+.

To get our claim, it is enough to prove that
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(a) limb→+∞ lim supt→+∞ ‖χR+\�b,t
Ũ0

γ,tYX,+‖L2(H) = 0,

(b) limt→+∞ ‖χ�b,t
Ũ0

γ,tYX,+ − χ�b,t
UtX‖L2(H) = 0 for every b ≥ 0,

(c) limb→+∞ lim supt→+∞ ‖U−1
t χ�b,t

UtX − PacX‖L2(H) = 0.

Clearly, (b) is just a restatement of Theorem 2.19. To check (a), observe that

‖χR\�b,t
Ũ0

γ,tYX,+‖L2(H) =
∫
R+\�b,t

√
detH(τ )‖U0

t YX,+(TH(τ ))‖2
C2 dτ

=
∫
R+\[|t |−b,|t |+b]

‖U0
t YX,+(τ )‖2

C2 dτ.

Now, (2.74) yields (a). It remains to prove (c). First, notice that

‖U−1
t χ�b,t

UtX − PacX‖2
L2(H)

= ‖χ�b,t
(UtX − UtPacX)‖2

L2(H)

+ ‖χR+\�b,t
UtPacX‖2

L2(H)
.

By Theorem 2.19, we have YX,+ = YPacX,+ and, therefore, limt→+∞ ‖χ�b,t
(UtX −

UtPacX)‖L2(H) = 0. Finally,

‖χR+\�b,t
UtPacX‖2

L2(H)
= ‖UtPacX‖2

L2(H)
− ‖χ�b,t

UtPacX‖2
L2(H)

= ‖PacX‖2
L2(H)

− ‖χ�b,t
UtPacX‖2

L2(H)
,

and, by Theorem 2.19,

lim sup
t→+∞

(‖PacX‖2
L2(H)

− ‖χ�b,t
UtPacX‖2

L2(H)
)

= ‖PacX‖2
L2(H)

− lim inf
t→+∞ ‖χ�b,t

Ũ0
γ,tYPacX,+‖2

L2(H)

= ‖PacX‖2
L2(H)

− lim inf
t→+∞(‖Ũ0

γ,tYPacX,+‖2
L2(H)

− ‖χR+\�b,t
Ũ0

γ,tYPacX,+‖2
L2(H)

).

By (2.71), we get

‖Ũ0
γ,tYPacX,+‖2

L2(H)
= ‖PacX‖2

L2(H)
(2.100)

and

lim
b→+∞ lim sup

t→+∞
‖χR+\�b,t

Ũ0
γ,tYPacX,+‖L2(H) = 0

follows from (a). Hence, we get (c).
Then, (2.71) implies, in particular, that the map Y+ : X �→ YX,+ is the unitary

map from Hac onto L2(H0). So, limt→+∞ U−1
t Ũ0

γ,tY exists for every Y ∈ L2(H0)

and limt→+∞ U−1
t Ũ0

γ,tY = Y−1+ Y .
Summarizing, we have proved that the strong wave operator W+ in (2.97) exists

and W+YX,+ = PacX for every X, where YX,+ is defined as in Theorem 2.19. Anal-
ogously, one can check the existence of the wave operator W− and prove the formula
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W−YX,− = PacX. All other assertions of the theorem are simple consequences of
these two facts. �

The following corollary implies, in particular, that if Szegő measure μ is purely
a.c., then every X ∈ H propagates and the global L2(H) asymptotics holds for UtX.
The reader can compare it to Theorem 2.19 which establishes the asymptotics over
the finite interval.

Corollary 2.23 Let H be a Hamiltonian of class Sz(CS). Then, there exists a phase
function γ such that the following assertion holds. For every X ∈ Hac, there are
uniquely defined YX,± ∈ L2(H0) such that

lim
t→±∞‖UtX − Ũ0

γ,tYX,±‖L2(H) = 0, (2.101)

Moreover, if H is diagonal, then one can take γ = 1 on R+.

Proof Indeed, if X ∈ Hac, then X = PacX, and (2.101) is equivalent to

lim
t→±∞‖PacX − U−1

t Ũ0
γ,tYX,±‖L2(H) = 0,

that holds by Theorem 2.22. �

2.7 Dynamical classification of spectral types

Our analysis allows to detect the spectral types of DH by observing the long-time
dynamics of Ut .

Suppose X ∈ H is given. Denote the orthogonal projections to absolutely contin-
uous, singular continuous, and pure point subspaces of DH by Pac, Psc, and Ppp,
respectively. Our next result gives the dynamical characterization of whether X has
nontrivial projections to any of these subspaces.

Theorem 2.24 Let H ∈ Sz(CS). Then, for every X ∈ H we have

lim
b→+∞ lim

T→+∞
1

T

∫ T

0
‖UtX‖2

L2(H,[0,LH(b)]) dt = ‖PppX‖2
L2(H)

, (2.102)

lim
b→+∞ lim

T→+∞
1

T

∫ T

0
‖UtX‖2

L2(H,[LH(b),LH(t−b)]) dt = ‖PscX‖2
L2(H)

, (2.103)

lim
b→+∞ lim

t→+∞‖UtX‖2
L2(H,[LH(t−b),LH(t+b)]) = ‖PacX‖2

L2(H)
, (2.104)

lim
b→+∞ lim

t→+∞‖UtX‖L2(H,[LH(t+b),+∞)) = 0. (2.105)

The analogous statements hold when t → +∞ is replaced by t → −∞.

Proof We start with proving (2.105). Given X and ε > 0, we can find Xε ∈ Hc such
that ‖X − Xε‖L2(H) ≤ ε. From Theorem 2.1, we get

lim
b→+∞ lim sup

t→+∞
‖UtXε‖L2(H,[LH(b+t),+∞)) = 0.
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Therefore,

lim sup
b→+∞

lim sup
t→+∞

‖UtX‖L2(H,[LH(b+t),+∞))

≤ lim sup
b→+∞

lim sup
t→+∞

‖Ut(X − Xε)‖L2(H,[LH(b+t),+∞))

+ lim sup
b→+∞

lim sup
t→+∞

‖UtXε‖L2(H,[LH(b+t),+∞)) ≤ ε,

because ‖Ut(X − Xε)‖L2(H) = ‖X − Xε‖L2(H) ≤ ε. Since ε is arbitrary, we get
(2.105).

Formula (2.104) is immediate from Theorem 2.19.
To prove (2.102), we apply Lemma A.3 from Sect. A.5. Take � > 0 and b ∈R+ \⋃

I∈I(H) I . Let P[−�,�] be the orthogonal projection associated with the spectral
decomposition of DH. We claim that the operator χ[0,b]P[−�,�] is compact in H .
Indeed, this follows from the formula

χ[0,b](τ )(P[−�,�]X)(τ) = χ[0,b](τ )√
π

∫
[−�,�]

�(τ, x)(WHX)(x)dμ(x)

and the fact that the set {∫[−�,�] �(τ, x)(WHX)dμ : ‖X‖H ≤ 1} is precompact in
C[0, b] by Arzela-Ascoli theorem. Hence, by Lemma A.3 applied to Hilbert space
H , operator DH, and A = χ[0,b], one has

lim
T→∞

1

T

∫ T

0
‖χ[0,b]UtP[−�,�]X‖2

L2(H)
dt =
∑
j

‖χ[0,b]P{Ej }P[−�,�]X‖2
L2(H)

,

where P{Ej } is orthogonal projection corresponding to eigenvalue Ej of DH and the
sum is done over all eigenvalues. Taking b to infinity (see Corollary 2 in [70]), we
have

lim
b→∞ lim

T→∞
1

T

∫ T

0
‖χ[0,b]UtP[−�,�]X‖2

L2(H)
dt = ‖PppP[−�,�]X‖2

L2(H)
, (2.106)

for every X. Now, taking � → ∞, we get (2.102).
We are left with showing (2.103). Fix any X and b > 0. Then,

‖UtX‖2
L2(H)

=‖UtX‖2
L2(H,[0,LH(b)]) + ‖UtX‖2

L2(H,[LH(b),LH(t−b)])
+ ‖UtX‖2

L2(H,[LH(t−b),LH(t+b)]) + ‖UtX‖2
L2(H,[LH(t+b),∞))

.

We also have

‖UtX‖2
L2(H)

= ‖X‖2
L2(H)

= ‖PacX‖2
L2(H)

+ ‖PscX‖2
L2(H)

+ ‖PppX‖2
L2(H)

.

Subtracting one identity from the other and taking the Cesaro mean, we get

lim
b→∞ lim

T→∞

(
1

T

∫ T

0
‖UtX‖2

L2(H,[LH(b),LH(t−b)])dt − ‖PscX‖2
L2(H)

)
= 0,
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as follows from already established (2.102), (2.104), and (2.105). The arguments for
t → −∞ are identical. �

We will need the following technical lemma later in the text.

Lemma 2.25 Suppose H is a proper Hamiltonian, r ∈ R+ \⋃I∈I(H) I , X ∈ Hc is

supported on [0, r], and (X,
(

1
0

)
)L2(H) �= 0. If Y is defined by

Y(τ) = 0, τ > r,

Y (τ) = J

∫ r

τ

H(s)X(s)ds, τ < r, (2.107)

then X and PH Y satisfy |(WHX)(x)|2 +|(WHPH Y)(x)|2 > 0 for all x ∈R. Such X

and Y exist.

Proof First, observe that

〈
Y(0),
(

0
1

)〉
C2

=
〈
J

∫ r

0
H(s)X(s)ds,

(
0
1

)〉
C2

=
(
X,
(

1
0

))
L2(H)

�= 0.

Second, notice that �(τ,0) =
(

1
0

)
and so (WHX)(0) �= 0 given assumptions of the

lemma. Suppose x is such that x �= 0 and (WHX)(x) = 0. Observe that, by Lemma
2.18, W̃HY = WHPH Y . Then,

√
π · W̃HY =

∫ r

0
〈HY,�(τ, x)〉C2dτ = −x−1

∫ r

0
〈JY,�′(τ, x)〉C2dτ

= x−1
(

−〈Y(0),
(

0
1

)
〉C2 +

∫ r

0
〈JY ′,�(τ, x)〉C2dτ

)

= x−1
(

−〈Y(0),
(

0
1

)
〉C2 +

∫ r

0
〈H(τ )X(τ),�(τ, x)〉C2dτ

)

= x−1
(
−〈Y(0),

(
0
1

)
〉C2 + √

π(WHX)(x)
)

�= 0,

where we used (2.107) and our other assumptions. Finally, since H is proper, we can
always find X that satisfies all conditions and define Y accordingly. For example,

X =
(

1
0

)
· χ[0,r], Y =

(
− ∫ r

τ h(s)ds∫ r
τ h1(s)ds

)
· χ[0,r]

is one possible choice. �

Theorem 2.24 gives a dynamical description of spectral types for each element
X but it does not tell how to detect the presence of pure point, singular continuous,
and absolutely continuous spectral types for DH itself. We will address it in the next
theorem. Recall that �b,t is defined as �b,t = [LH(|t | − b),LH(|t | + b)

]
for b > 0.
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Theorem 2.26 Let H be a Hamiltonian of class Sz(CS). Then, the following holds
true.

(A) If the singular spectrum of H is empty, then

lim
b→+∞ lim

t→+∞‖UtX‖L2(H,�b,t )
= ‖X‖L2(H) (2.108)

for every X ∈ H .
(B) If there is some X ∈ Hc for which

lim
b→+∞ lim

T→+∞
1

T

∫ T

0
‖UtX‖2

L2(H,[LH(b),LH(t−b)]) dt = 0, (2.109)

then DH has no singular continuous spectrum.
(C) Let vectors X and Y be defined as in Lemma 2.25. If both of the equalities

lim
b→+∞ lim inf

t→+∞ ‖UtX‖L2(H,�b,t )
= ‖X‖L2(H), (2.110)

lim
b→+∞ lim inf

t→+∞ ‖UtPH Y‖L2(H,�b,t )
= ‖Y‖L2(H), (2.111)

hold, then the singular spectrum of DH is empty.
(D) Let vectors X and Y be defined as in Lemma 2.25. If both of the equalities

lim
b→+∞ lim

T→+∞
1

T

∫ T

0
‖UtX‖2

L2(H,[0,LH(b)]) dt = 0, (2.112)

lim
b→+∞ lim

T→+∞
1

T

∫ T

0
‖UtY‖2

L2(H,[0,LH(b)]) dt = 0, (2.113)

hold, then DH has no bound states.

We get the same conclusions if the limits t → +∞ are replaced by t → −∞.

Proof Suppose the singular spectrum is empty, then X = PacX and our claim follows
from (2.105).

Then, suppose X ∈ Hc is such that (2.109) holds. Recalling Theorem 2.19, con-
sider f = WHX. Represent the measure μ = μac +μs as a sum of absolutely contin-
uous and singular components and further write μs = μsc + μpp as a sum of singular
continuous and pure point parts. Then, (2.103) gives∫

R

|f |2 dμsc = 0.

On the other hand, f is an entire function that can have only countably many zeroes
in C. Therefore, |f | > 0 a.e. with respect to μsc and so μsc = 0.

To show (C), we only need to prove that (2.110), (2.111) imply that the spectrum
of H is purely absolutely continuous. If f := WHX and g := WHPH Y , then (2.110)
and (2.111) give ∫

R

(|f |2 + |g|2) dμs = 0.
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That, however, contradicts Lemma 2.25 unless μs(R) = 0.
Finally, to get (D), we notice that (2.112), (2.113) and (2.102) give PppX =

PppY = 0 which can be rewritten as
∫
R

(|f |2 + |g|2) dμpp = 0,

where, again, f = WHX and g = WHPH Y . Since f and g are entire functions that
have no common zeroes by Lemma 2.25, we get μpp = 0.

The arguments for t → −∞ are identical. �

3 Krein strings

The theory of Krein strings goes back to works by M. Krein [51] and Feller [30].
In this section, we recall some basic definitions and facts, explain the connection
between Krein strings and diagonal canonical systems, and use it to translate some
results obtained in the previous section to the new setting.

3.1 Krein strings

Let 0 < L ≤ ∞ and M be a non-decreasing right-continuous function on (−∞,L),
satisfying M(ξ) = 0, ξ < 0. The Lebesgue-Stieltjes measure m on [0,L) is defined
by m[0, ξ ] = M(ξ). We write its decomposition into the absolutely continuous and
singular parts as m = mac +ms = ρ(ξ) dξ +ms. Recall that in our notation M(L−) =
limξ↑L M(ξ) and we call the [M,L] pair proper if M and L satisfy the following
conditions

L + M(L−) = ∞, (3.1)

0 < M(ξ) < M(L−), ∀ξ ∈ (0,L). (3.2)

These two conditions are very natural from the point of view of spectral theory [39].
They guarantee that the spectral measure σ of the string operator is unique in the
class of spectral measures with non-negative support. Additionally, they make sure
that the map [M,L] �→ σ is injective. In this paper, we will work with proper [M,L]
pairs only. Let us consider functions ϕ, ψ defined by the integral equations

ϕ(ξ, z) = 1 − z

∫
[0,ξ ]

(ξ − s)ϕ(s, z) dm(s),

ψ(ξ, z) = ξ − z

∫
[0,ξ ]

(ξ − s)ψ(s, z) dm(s),

where ξ ∈ [0,L), z ∈C. It is customary to extend ϕ and ψ to (−∞,0) by ϕ(ξ, z) = 1
and ψ(ξ, z) = ξ where ξ < 0. These functions are uniquely determined by the string
[M,L] and they define the Titchmarsh-Weyl function q of [M,L] by

q(z) = lim
ξ→L

ψ(ξ, z)

ϕ(ξ, z)
, z ∈ C\[0,∞), (3.3)
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see formula (2.21) in [40] or Theorem 10.1 in [39]. That function q has the unique
integral representation

q(z) =
∫
R+

dσ(λ)

λ − z
, z ∈ C\[0,∞), (3.4)

where σ , the main (or orthogonal) spectral measure of the string [M,L], is a non-
negative Borel measure on R+ satisfying condition

∫
R+

dσ(λ)

1 + λ
< ∞.

We emphasize (see [39]) that a proper string is in the limit-point case if and only if
∫

[0,L)

ξ2dm= +∞. (3.5)

However, when the integral in (3.5) is finite and we are in limit-circle case, the main
spectral measure with non-negative support is unique and is given by (3.3). Later in
the text, we will focus on strings [M,L] in Szegő class. For this type of strings, the
condition (3.5) is always satisfied.

Similarly to (2.7), one can define the generalized Fourier transform associated
with the string [M,L]:

UM : v �→
∫ L

0
v(ξ)ϕ(ξ, z) dm(ξ), z ∈ C, (3.6)

starting with functions v ∈ L2
c(m) that have compact support in [0,L). It is known

(see Sect. 10 in [39]) that UM can be extended to the unitary operator from L2(m)

onto L2(σ ). The inverse map is given by (see formula (2.25) in [40])

v = U−1
M (UMv) =

∫ ∞

0
ϕ(ξ,λ)(UMv)(λ)dσ (λ), ξ ∈ [0,L),

where the last integral can be first densely defined on L2
c(σ ) and then extended to all

of L2(σ ). Let us define the Krein string operator SM by

SM = U−1
M MλUM,

where domSM := {v ∈ L2(m) : MλUMv ∈ L2(σ )} and we recall that Mλf is a func-
tion in λ which is equal to λf (λ). Clearly, SM is a self-adjoint operator in L2(m).

3.2 Connection between Krein strings and canonical systems with diagonal
Hamiltonians

Suppose [M,L] is a proper string. Consider the increasing function N : ξ �→ ξ +
M(ξ) on [0,L) and let n denote the corresponding measure, n[0, ξ ] = N(ξ) for ξ ∈
[0,L). Condition (3.1) is equivalent to N(L−) = +∞. Define the function N(−1) as
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generalized inverse of N , see Sect. 1.4. Using the fact that N is strictly increasing,
one can show that N(−1) is continuous on R+, and we have N(−1)(N(ξ)) = ξ for
every ξ ∈ [0,L). Recall that ρ is the density of the absolutely continuous part of m,
so that m= ρ dξ +ms . Define two functions on R+:

α(τ) =
{

1, if N(−1)(τ ) ∈ �s(m),

ρ(N(−1)(τ ))

1+ρ(N(−1)(τ ))
, otherwise.

(3.7)

and

β(τ) =
{

0, if N(−1)(τ ) ∈ �s(m),
1

1+ρ(N(−1)(τ ))
, otherwise,

(3.8)

Given α, β , define H∗ = diag(α,β). If H∗ is proper, we let

ξ(τ ) =
∫ τ

0
β(s)ds, L =

∫ ∞

0
β(s)ds, M(ξ) =

∫ sup{x : ξ(x)=ξ}

0
α(s)ds, ξ < L.

(3.9)
We now collect some facts related to the well-known connection between Krein
strings and diagonal canonical systems. The first of them can be found in [33] (see
Sect. 8 in Chap. 6), p. 239 in [27], or [40].

Lemma 3.1 Formulas (3.7), (3.8), and (3.9) establish the bijection [M,L] �→
diag(α,β) between proper [M,L] pairs and proper Hamiltonians H∗ = diag(α,β)

with unit trace.

We want to make one comment here. The references [27, 33], an [40] explain that
connection for the general strings and diagonal Hamiltonians. However, one can see
that the proper strings correspond to proper Hamiltonians. Indeed, the assumption
that the left end of the string is heavy is equivalent to the condition that the Hamil-

tonian H∗ = diag(α,β) is not equal to
(

0 0
0 1

)
on [0, ε] with some ε > 0. Moreover,

making the assumption that L + M(L−) = +∞ and the right end is heavy is equiv-

alent to saying that H∗ is not equal to either
(

0 0
0 1

)
or
(

1 0
0 0

)
on (τ0,∞) for some

τ0 > 0.
For the proof of the following result, check Theorem 4.2 in [40].

Lemma 3.2 Let [M,L] and H∗ be the string and its corresponding Hamiltonian ob-
tained via the bijection in Lemma 3.1. Then, for the corresponding Titchmarsh-Weyl
functions q , m∗, we have

zq(z2) = m∗(z), z ∈C
+. (3.10)

Consequently, the spectral measures σ , μ∗ of [M,L], H∗ satisfy

μ∗([E1,E2]) = π

2
σ([E2

1 ,E2
2]), μ∗({0}) = πσ({0}) (3.11)

for all 0 < E1 < E2.



348 R. Bessonov, S. Denisov

Relation (3.11) shows that the operators D2
H∗ and SM are unitarily equivalent. The

unitary equivalence is given via the explicit operator ϒ in the lemma below.

Lemma 3.3 Let [M,L] and H∗ be the string and its corresponding Hamiltonian
obtained via the bijection in Lemma 3.1. Then, the map ϒ : v ∈ L2(m) �→ X =
(v ◦ N(−1),0)t is a unitary map onto the subspace {X = (X1,X2)

t ∈ H : X2 = 0}
of the space L2(H∗). Moreover,

ϒ−1D2
H∗ϒ = SM. (3.12)

Let us give a sketch of the proof of this well-known fact. The map ϒ is correctly
defined and unitary due to (3.7), (3.8) and the change of variables in the Lebesgue-
Stieltjes integral:

∫ L

0
|v(ξ)|2dm=

∫ ∞

0
|v(N(−1)(τ ))|2α(τ)dτ.

To prove (3.12), it is convenient to work on the spectral side of both SM and DH∗ . We
will check that D2

H∗ϒU−1
M g = ϒSMU−1

M g for every g ∈ L2(σ ) such that λg ∈ L2(σ ),
where σ is the main spectral measure of [M,L]. The monodromy matrix of H∗ has
the form(

�+∗ (τ,z) �+∗ (τ,z)

�−∗ (τ,z) �−∗ (τ,z)

)
=
(

ϕ(ξ,z2) zψ(ξ,z2)

z−1ϕ′(ξ−,z2) ψ ′(ξ−,z2)

)
, ξ = N(−1)(τ ), (3.13)

for details, see, e.g., Lemma 4.1 in [40]. Then, we obtain

(ϒ(U−1
M g))(τ ) =

(∫
R+

g(λ)ϕ(N(−1)(τ ), λ) dσ,0

)t

=
(

1

π

∫
R

g(x2)�+∗ (τ, x) dμ∗,0

)t

= W−1
H∗(π

− 1
2 g(x2)),

using the fact that g(x2) is even, measure μ∗ in (3.11) is even, and �−∗ (τ, x) is odd
in x. We see that

(WH∗ϒ U−1
M g)(x) = g(x2)√

π
. (3.14)

Notice that, thanks to (3.11), the map g(λ) �→ g(λ2)/
√

π is a unitary map of L2(σ )

onto to the set of even functions in L2(μ∗). Hence, ϒU−1
M g belongs to the domain of

D2
H∗ if g,λg ∈ L2(σ ). Moreover, for v = U−1

M g we have

WH∗D2
H∗ϒv = (WH∗D2

H∗W
−1
H∗)WH∗ϒv

(3.14)= x2 · g(x2)√
π

. (3.15)

On the other hand, (3.14) also yields

WH∗ϒ SMv = x2 · g(x2)√
π

. (3.16)
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The comparison of (3.15) and (3.16) now gives D2
H∗ϒU−1

M g = ϒSMU−1
M g, as de-

sired.

3.3 Wave equation for Krein strings

The vibration of the proper string with parameters [M,L] is governed by the follow-
ing formal hyperbolic Cauchy problem:

utt + SMu = 0, u(ξ,0) = u0(ξ), ut (ξ,0) = 0, u′(0−, t) = 0, (3.17)

where u0 is the initial displacement of the string, its initial velocity is equal to zero,
and the Neumann boundary condition u′(0−, t) = 0 indicates that its left end is
“loose”. In this paper, we will only study solutions to (3.17) given by the formula

u(ξ, t) = cos(t
√
SM)u0, u0 ∈ L2(m), (3.18)

where cos(t
√
SM) is defined via spectral theorem:

cos(t
√
SM)u0 = U−1

M

(
cos(t

√
λ)(UMu0)(λ)

)
.

Function u is understood as element in C(R,L2(m)) ∩ L∞(R,L2(m)) in the stan-
dard mixed-norm notation. Let us notice that assumption u0 ∈ domSM implies that
u is strong solution which means that it is twice strongly continuously differentiable
function of t in the topology of Hilbert space L2(m) and that it satisfies equation for
every t ≥ 0 and initial conditions for t = 0 (see [5], p. 225). The uniqueness of such
strong solution follows immediately from the self-adjointness of SM (see [5], Theo-
rem 6.2 on p. 229). Assumption u0 ∈ domSM for real-valued u0 guarantees that the
energy is finite since

E(t) = 1

2

∫
[0,L)

(u2
t + (SMu)u)dm

= 1

2

∫ ∞

0
λ(cos2(t

√
λ) + sin2(t

√
λ)) · (UMu0)

2dσ

= 1

2
‖√SMu0‖2

L2(m)
< ∞.

Thus, one can argue that real initial data u0 ∈ domSM give rise to solutions that make
physical sense. Since u is a linear operator of u0, we can assume that u0 is real when
studying the dynamics of u.

Using spectral theorem, formula (3.18) can be rewritten as follows. Let u be de-
fined by (3.18) and Ut be an evolution for the canonical system with the Hamiltonian
H∗ = diag(α,β) in which α and β are obtained by formulas (3.7) and (3.8). Then,

(
u(ξ,t)

0

)
= 1

2

(
(UtX)(τ) + (U−tX)(τ )

)
, (3.19)

where X(τ) =
(

u0(N
(−1)(τ ))

0

)
, ξ = N(−1)(τ ), τ ≥ 0.
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Proof of Theorem 1.7 A change of variables in Lebesgue-Stieltjes integral gives

TM(ξ) =
∫ τ

0

√
α(l)β(l)dl = TH∗(τ ), ξ = N(−1)(τ ), (3.20)

if the string [M,L] and the Hamiltonian H∗ are related as in Lemma 3.1. The proof
is now immediate from (3.19), (3.20), and Theorem 2.1. �

Remark 3.4 If the number LH(t + a) in (2.19) is an endpoint of indivisible interval,
it must be its left endpoint by definition. Hence, Theorem 2.1 and the formula for
operator ϒ show that ‖u(·, t)‖L2(m,{frt }) = 0, i.e., the wavefront as a point never

carries a positive L2(m)–norm of solution.

The Theorem 1.7 can be applied to many models. The vibration of the classical in-
finite Stieltjes string with beads of equal masses connected by massless wire exhibits
infinite speed of propagation (see, e.g., [79], p.25) and that example corresponds to
ρ = 0 and ms =∑∞

j=0 δ(ξ − j) where δ(ξ) denotes the unit point-mass at zero. The
formula (1.19) for the front of the wave confirms our intuition that the wave prop-
agates instantaneously through the intervals on which ρ = 0. In fact, it shows that
the presence of nontrivial ms on such an interval plays no role in that phenomenon.
For example, if ρ = 1 for ξ /∈ [α,β], 0 < α < β < ∞ and ρ = 0 on [α,β], then the
formula (1.19) yields

frt =
{
fr0 + t, t ≤ tcr,

β + t, t > tcr
, tcr = α − fr0

as along as fr0 < α. Observe that we have frtcr = α at the critical time tcr since LM

is left-continuous.
Recall that the measure σ = υ m + σs on R+ with the density υ and the singular

part σs belongs to the Szegő class Sz(R+) if (x + 1)−1 ∈ L1(σ ) and
∫
R+

logυ(x)√
x(x + 1)

dx > −∞.

A simple change of variables shows that σ ∈ Sz(R+) if and only if μ∗ ∈ Sz(R), where
μ∗ is taken from Lemma 3.2. In the Introduction, the class of strings for which the
spectral measure is Szegő was called Sz(Str) and it was characterized in Theorem
1.10. The following result gives its dynamical description and has Theorem 1.8 as a
corollary.

Theorem 3.5 Suppose [M,L] is a proper string. If there is u0 ∈ L2
c(m) such that

lim sup
t→+∞

‖u‖L2(m,��,a,t )
> 0, ��,a,t := [LM(t + a − �),LM(t + a)

]
, (3.21)

then [M,L] ∈ Sz(Str). Here, a = TM(fr0). Conversely, if [M,L] ∈ Sz(Str), then

lim inf
t→+∞ ‖u‖L2(m,��,a,t )

> 0 (3.22)
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for every u0 ∈ L2
c(m) not equal to zero identically and for every � > 0. Here, again,

a = TM(fr0).

Proof That follows from Corollary 2.13 and (3.19). �

Remark 3.6 Combined with the Theorem 3.7 below, we conclude that (3.22) can be
strengthened to

lim
t→+∞‖u‖L2(m,��,a,t )

> 0

for every � > 0.

The solution to (3.17) for the homogeneous string [M,L] = [dξ,∞] is given ex-
plicitly via d’Alembert’s formula:

V 0
t u0 = u0(ξ + t) + u0(ξ − t)

2
, (3.23)

where u0 is extended to R as even function. Note that V 0
t u0 = u0(ξ−t)

2 +o(1), t → ∞,
with o(1) in L2(R+). Hence, the evolution is equivalent to translation when t → +∞.
For general strings, we need to introduce the modified dynamics. Given y ∈ L2(R),
we let

Ṽ 0
t y : ξ �→ 1

2
χ�ac(m)(ξ) · ρ− 1

4 (ξ) · y(TM(ξ) − t), ξ ∈ [0,L). (3.24)

A change of variables gives ‖Ṽ 0
t y‖L2(m) ≤ ‖y‖L2(R). If σ ∈ Sz(R+) and σ = υ dx +

σs, then its Szegő function is defined by

Dσ (z) := Dμ∗(
√

z)√
π 4

√
z

, z ∈ C \R+,

where the measure μ∗, given by (3.11), is the spectral measure of Hamiltonian H∗.
Notice that |Dσ (λ)|2 = υ(λ) for a.e. λ > 0 in the sense of non-tangential boundary
values. In the case when [M,L] ∈ Sz(Str), we can obtain the asymptotics of u near
its wavefront. The following result implies Theorem 1.9 from the Introduction.

Theorem 3.7 Suppose [M,L] ∈ Sz(Str). Then, there is a map u0 �→ Gu0 from L2(m)

to L2(R), such that for every fixed positive a we have

lim
t→+∞‖u − Ṽ 0

t Gu0‖L2(m,[LM(t−a),LM(t+a)]) = 0. (3.25)

The function Gu0 satisfies ‖Gu0‖2
L2(R)

= 2‖u0,ac‖2
L2(m)

, where u0,ac is the orthogonal
projection of u0 to the absolutely continuous subspace Hac(SM) of SM . Moreover, if
u0 ∈ Hac(SM), then

lim
t→+∞‖u − Ṽ 0

t Gu0‖L2(m) = 0. (3.26)
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Proof We will prove that (3.25) and (3.26) hold with the following choice of the
function Gu0 :

Gu0(η) = 1√
π

∫
R+

Re(Dσ (α)eiη
√

α)gac(α)
4
√

α
dα, g := UMu0, gac := g · χ�ac(σ ) .

(3.27)
Fix a > 0 and choose b > a. Define H∗ by formulas (3.7), (3.8) and note that H∗ ∈
Sz(CS). Set X = ϒu0 and let, as above, ξ = N(−1)(τ ) for τ ≥ 0. Formula (3.19) and
Theorem 2.19 give

(
u(ξ, t)

0

)
= 1

2

(
(UtX)(τ) + (U−tX)(τ )

)

= 1

2
H− 1

2∗,n(τ )(U0
t YX,+ + U0−t YX,−)(TH∗(τ )) + o(1), (3.28)

as t → +∞, with o(1) in L2(H∗,�b,t ), where

H− 1
2∗,n(τ ) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

⎛
⎜⎝
(

β(τ)
α(τ)

) 1
4

0

0
(

α(τ)
β(τ)

) 1
4

⎞
⎟⎠ , τ : β(τ)α(τ) > 0,

0, τ : β(τ)α(τ) = 0,

is the matrix from (2.68), and f = WH∗X, fac = f · χ�ac(μ∗), WH0YX,+ = facDμ∗ ,
WH0YX,− = facDμ∗ . Applying (2.74), we obtain

1

2
(U0

t YX,+ + U0−t YX,−)(τ ) = 1

2
√

2

(
ĥ+(τ − t)

(
1
−i

)
+ ȟ−(τ − t)

(
1
i

))
+ o(1),

as t → +∞, with o(1) in L2(H0) and h+ = facDμ∗ , h− = facDμ∗ . In other words,
we have

1

2
(U0

t YX,+ + U0−t YX,−)(τ ) =
(

Af (τ − t)

0

)
+ o(1), t → +∞,

where o(1) is in L2(H0) and

Af (η) = 1

2
√

π

∫
R

fac(x)Re(Dμ∗(x)eixη) dx, η ∈R.

The formula (3.28) implies

(
u(ξ, t)

0

)
= H− 1

2∗,n(τ )

(
Af (TH∗(τ ) − t)

0

)
+H− 1

2∗,n(τ )R1,t (TH∗(τ )) + R2,t (τ ),

(3.29)
where ‖R1,t‖L2(H0)

+ ‖R2,t‖L2(H,�b,t )
→ 0 as t → +∞. Note that considering

ξ ∈ �ac(m) for which ρ(ξ) > 0 is the same as considering those τ ≥ 0 for which
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detH∗(τ ) = α(τ)β(τ) > 0. Moreover, for such ξ and τ we have

ρ− 1
4 (ξ) =

(
α(τ)

β(τ)

) 1
4

, TM(ξ) = TH∗(τ ).

So, one can rewrite relation (3.29) in the form

(
u(ξ, t) − χ�ac(m)(ξ)ρ− 1

4 (ξ)Af (TM(ξ) − t)

0

)
= H− 1

2∗,n(τ )R1,t (TH∗(τ )) + R2,t (τ ),

or in the form

ϒ
(
u(·, t) − Ṽ 0

t y
)
(τ ) = H− 1

2∗,n(τ )R1,t (TH∗(τ )) + R2,t (τ ),

with y = 2Af . Since b > a, the mapping ϒ sends L2(m, [LM(t − a),LM(t + a)])
into a subset of L2(H,�b,t ). Noting that

‖H− 1
2∗,n · (R1,t ◦ TH∗) + R2,t‖L2(H,�b,t )

≤ ‖R1,t‖L2(H0)
+ ‖R2,t‖L2(H,�b,t )

→ 0,

t → +∞,

we see that (3.25) holds with Gu0 = y = 2Af . If we put g = UMu0, then g and f

are related to each other by f (x) = g(x2)/
√

π according to (3.14). By construction,
the function f is even, and Dμ∗(−x) = Dμ∗(x) almost everywhere on R since μ∗ is
even. After changing variables x2 = α, we obtain

Gu0(η) = 1√
π

∫
R

fac(x)Re(Dμ∗(x)eixη) dx

= 1√
π

∫
R+

gac(α)Re(Dσ (α)ei
√

αη)
4
√

α
dα,

as in (3.27). We also have

‖Gu0‖2
L2(R)

= 4‖Af ‖2
L2(R)

= 2‖fac‖2
L2(μ∗) = 2‖PacX‖2

L2(H)

= 2‖u0,ac‖2
L2(m)

= 2‖gac‖2
L2(σ )

,

where in the second identity we have used the formula

Af (η) = 1

2
√

π

∫
R

fac(x)Re(Dμ∗(x)eixη) dx = 1

2
√

π

∫
R

fac(x)Dμ∗(x)eixη dx,

in which the integrals are understood in the L2(R)-sense. Finally, Corollary 2.23
implies (3.26). �
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3.4 Examples

In this subsection, we explain how the general results can be applied to two examples
considered in the Introduction.

Example 1.11: strings for which ρ = 1. Consider the case when L = ∞ and ρ = 1.
For the associated measure m, we get

dm= dξ + dms, (3.30)

where ms is any singular measure. If ms = 0, then the solution u is given by (3.23).
The models described by our choice of M are numerous, e.g., think about the beads
with masses {mj } placed at points {ξj }, ξ0 < ξ1 < · · · connected by the string with a
uniform density equal to one.

One might want to know how the presence of “impurities” encoded by ms changes
the character of wave propagation. The general results from the previous subsection
can be reformulated as follows. From Theorem 1.7, we immediately get

Proposition 3.8 If u0 ∈ L2
c(m) is nonzero, then frt = fr0 + t .

Clearly, the front propagates with the same linear speed regardless of the nature of
ms. For M that satisfy ρ = 1, it was established (see [7]), that

ms(R+) < ∞ ⇐⇒ σ ∈ Sz(R+). (3.31)

In the next two statements, we describe how the dynamics of u depends on ms.

Proposition 3.9 If ‖u0‖L2(m) > 0, fr0 < ∞, and ms(R+) = ∞, then

lim
t→∞‖u‖L2(m,[frt−a,frt ]) = 0

for every fixed a > 0. Conversely, if there is u0 that satisfies ‖u0‖L2(m) > 0, fr0 < ∞,
and

lim sup
t→∞

‖u‖L2(m,[frt−a,frt ]) > 0

for some fixed a > 0, then ms(R+) < ∞.

Proof That follows from the Theorem 3.5 and (3.31). �

The next result shows that the condition ms(R+) < ∞ guarantees that part of the
wave propagates like a traveling wave in (3.23). In that theorem, Pac denotes the
orthogonal projection to Hac(SM).
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Proposition 3.10 In the case when ms(R+) < ∞, we have

lim
t→+∞‖u(·, t)‖L2(ms,[t−a,t+a]) = 0, (3.32)

lim
t→+∞‖u(·, t) − Gu0(· − t)‖L2[t−a,t+a] = 0,

for some Gu0 ∈ L2(R) and all a > 0. Moreover, ‖Gu0‖L2(R) > 0 if and only if
Pacu0 �= 0. If u0 is not identically equal to zero and has compact support, then
Pacu0 �= 0.

Proof These results are contained in Theorem 3.5, Theorem 3.7, and (3.31). �

The statements made in Example 1.11 in Introduction now follow.

Example 1.12: strings made of two types of material. For another example, let us
consider a string m = ρ dξ on R+ with no singular part whose density ρ takes two
positive values: a and b. Specifically,

ρ(τ) =
{

a, τ ∈ E,

b, τ ∈ R+ \ E,
(3.33)

for some Lebesgue-measurable set E ⊆ R+. We interpret such strings as those made
from two types of material. Despite the relative simplicity, the model when ρ takes
only two positive values can have a nontrivial spectrum, e.g., a spectrum with gap
structure if ρ is periodic (see also [16] for analysis of related problems on the graphs).

In Example 1.12 of Introduction, we claimed

Proposition 3.11 Suppose a �= b. We have σ ∈ Sz(R+) if and only if either
|{ξ : ρ(ξ) = a}| < ∞ or |{ξ : ρ(ξ) = b}| < ∞.

Proof We will apply Theorem 1.10 with properly chosen {ηn}. Define ηn by

ηn =
∫ n

0

√
ρ(ξ) dξ.

Thus, ξn = n, n = 0,1, . . .. Since ρ takes values a and b, we always have condition

0 < C1 < ηn+1 − ηn < C2, n = 0,1,2, . . .

satisfied. For each n ≥ 0, we have

ρ(τ) =
{

a, τ ∈ En,

b, τ ∈ Fn,
(3.34)
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where |En| = δn, |Fn| = 1 − δn, and En ⊆ [n,n + 1), Fn ⊆ [n,n + 1). Then,

2
∫ n+2

n

ρ(τ) dτ = 2a(δn + δn+1) + 2b(2 − δn − δn+1)

= 4b + 2(a − b)(δn + δn+1)

and

(∫ n+2

n

√
ρ(τ) dτ

)2

= (2
√

b + (
√

a − √
b)(δn + δn+1))

2

= 4b + 4
√

b(
√

a − √
b)(δn + δn+1)

+ (
√

a − √
b)2(δn + δn+1)

2.

If we denote

An = 2
∫ n+2

n

ρ(τ) dτ −
(∫ n+2

n

√
ρ(τ) dτ

)2

, n ≥ 0,

then the straightforward calculation shows

An = 2(a − b)(δn + δn+1)

− (4
√

b(
√

a − √
b)(δn + δn+1) + (

√
a − √

b)2(δn + δn+1)
2)

= (
√

a − √
b)2(2 − δn − δn+1)(δn + δn+1).

Then, the string satisfies conditions in the left-hand side of (1.25) if and only if either
a = b or

∞∑
n=0

(2 − δn − δn+1)(δn + δn+1) < ∞. (3.35)

Next, if either

|E| =
∞∑

n=0

|En| =
∞∑

n=0

δn < ∞ (3.36)

or

|Ec| =
∞∑

n=0

|Fn| =
∞∑

n=0

(1 − δn) < ∞, (3.37)

then (3.35) converges. Conversely, the convergence of the series (3.35) implies that

lim
n→∞(2 − δn − δn+1)(δn + δn+1) = 0. (3.38)
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Since δn ∈ [0,1] for each n, one can not have δl + δl+1 < ε and 2 − (δk + δk+1) < ε

simultaneously if |k − l| = 1 and ε < 1
2 . Hence, (3.38) gives that either limn→∞ δn =

0 or limn→∞(1 − δn) = 0. In the former case, (3.35) is equivalent to (3.36) and in the
latter case, it is equivalent to (3.37). �

Remark 3.12 Taking b = 0 in (3.34), one gets a string made of one type of material
which can be distributed with “gaps” over R+. The application of Theorem 1.10 with
ηn = n, n = 0,1, . . . yields the similar result. Namely, σ ∈ Sz(R+) if and only if
|{ξ : ρ(ξ) = 0}| < ∞.

Indeed, in that case condition (1.25) reads (recall that ξn = LM(n) and F =
{ξ : ρ(ξ) = 0})

∞∑
n=0

(
2
√

a(ξn+2 − ξn) − 4
)

< ∞. (3.39)

Since

n = √
a

∫ ξn

0
χEdξ = √

a(ξn − |[0, ξn] ∩ F |),

one has
√

a|[0, ξn] ∩ F | = √
aξn − n so the sum in (3.39) converges if and only if∑∞

n=0 |[ξn, ξn+2]∩F | < ∞. Since limn→∞ ξn = +∞, the last condition is equivalent
to |F | < ∞. Notice that if |F | = ∞ in the last example, adding singular measure ms
can not place σ in Sz(R+). Indeed, inserting ms does not change the grid {ξn} but it
increases M(ξn+2) − M(ξn) in (1.25) making the total sum diverge.

4 Dirac operators

We start this section by recalling the definition of the one-dimensional Dirac operator.
Then, we make the connection to canonical systems and explain how the results from
the second section can be applied to prove the theorems stated in Sect. 1.2.

4.1 Dirac operators

Recall that the one-dimensional Dirac operator DQ on R+ is defined by

DQ : Z �→ JZ′ + QZ, J =
(

0 −1
1 0

)
, Q =

(
q1 q2
q2 −q1

)
. (4.1)

Here the functions q1, q2 are real and belong to L1
loc(R+). The “free” Dirac operator

with potential Q = 0 will be denoted by D0. The domain of DQ is given by

domDQ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Z ∈ L2(R+,C2) :
Z is locally absolutely continuous on R+,

JZ′ + QZ ∈ L2(R+,C2),

〈Z(0),
(

0
1

)
〉C2 = 0.

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

.
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With this domain, the operator DQ is a densely defined self-adjoint operator on
L2(R+,C2), see Sect. 8.6 in [61] or [12] for recent developments. Let � denote
the generalized eigenvector of DQ:

J� ′(τ, z) + Q�(τ, z) = z�(τ, z), �(0, z) =
(

1
0

)
, τ ≥ 0, z ∈C, (4.2)

where the derivative is taken with respect to τ . Then, there exists a unique Borel
measure μD on R+ such that the generalized Fourier transform

FQ : Z �→ 1√
π

∫
R+

〈Z(τ),�(τ, z̄)〉C2 dτ, z ∈C, (4.3)

densely defined on L2
c(R+,C2), can be extended to a unitary operator from

L2(R+,C2) to L2(μD). That measure is called the main spectral measure of DQ.
One can see that D0 and DH0 are the same operators acting on the same Hilbert

space L2(R+,C2) and giving rise to identical generalized eigenvectors, generalized
Fourier transforms, and main spectral measures (cf. (4.2), (4.3) and (2.5), (2.7)).

4.2 The reduction of Dirac operator to a canonical system and the Szegő
condition

The following result is well-known, see, e.g., Sect. 2.4 in [6].

Lemma 4.1 Let Q ∈ L1
loc(R+) be as in (4.1), and let the matrix-valued function N0

be the solution of the Cauchy problem

JN ′
0(τ ) + Q(τ)N0(τ ) = 0, τ ≥ 0, N0(0) =

(
1 0
0 1

)
. (4.4)

Denote by DH the self-adjoint operator on H corresponding to the canonical system
generated by the Hamiltonian H = N∗

0 N0. Then, the main spectral measures of the
operators DQ : L2(R+,C2) → L2(R+,C2) and DH : H → H coincide. In particu-
lar, the operators DQ and DH are unitary equivalent and the unitary equivalence is
given by the operator V : X �→ N0X, which is a unitary map from H to L2(R+,C2).
Moreover, we have WH = FQV .

An important property of the locally absolutely continuous Hamiltonian H =
N∗

0 N0 in the previous lemma is that it has unit determinant everywhere on R+.
Indeed, the Wronskian in problem (4.4) is constant so detN0(τ ) = detN0(0) = 1.
Hence,

detH(τ ) = 1, TH(τ ) = τ, LH(η) = η τ, η ∈ R+, (4.5)

for the corresponding functions TH and LH introduced in (2.18). The identity
detN0(τ ) = 1 has other important implications. First, in the polar decomposition
N0 = O|N0| the matrix |N0| satisfies

|N0| =
√

N∗
0 N0 = H

1
2 , det |N0| = detH

1
2 = (detH)

1
2 = 1
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and the rotation matrix O is defined uniquely and is locally absolutely continuous.
Second, the space H coincides with L2(H) defined in (2.2). Moreover, if function
X is compactly supported, then V X is also compactly supported and their supports
coincide.

The spectral measures μD of the Dirac operators define a proper subset of all
Poisson-finite measures on the real line that generate the canonical systems as dis-
cussed in the second section. Some of them belong to the Szegő class. Thanks to the
characterization (2.25), we have the following proposition (see Corollary 1.4 in [8]):

Proposition 4.2 The condition N∗
0 N0 ∈ Sz(CS) is necessary and sufficient for the

spectral measure μD of the Dirac operator to satisfy μD ∈ Sz(R).

Checking that N∗
0 N0 ∈ Sz(CS) is not always easy. However, in many cases, the

application of our proposition is straightforward.

Proposition 4.3 Suppose that the potential Q with entries in L1
loc(R+) has the form

Q =
(

q 0
0 −q

)
or Q =

(
0 q

q 0

)
. (4.6)

Then, for the spectral measure μD of the corresponding Dirac operator DQ we have

μD ∈ Sz(R) ⇐⇒ N∗
0 N0 ∈ Sz(CS)

⇐⇒
∑
n≥0

(∫ n+2

n

h(τ) dτ

∫ n+2

n

dτ

h(τ)
− 4

)
< ∞, (4.7)

where h(τ) = e2
∫ τ

0 q(s) ds , τ ≥ n.

Proof The first equivalence has already been discussed and we need to show the
second one. For the potentials Q of the form (4.6), define g(τ) = ∫ τ

0 q(s) ds. Then,
solving the problem (4.4) to find N0 is easy. That gives

N0(τ ) =
(

coshg(τ) sinhg(τ)

sinhg(τ) coshg(τ)

)
or N0(τ ) =

(
e−g(τ) 0

0 eg(τ)

)
,

respectively. Therefore, for H = N∗
0 N0, we have

H(τ ) =
(

cosh 2g(τ) sinh 2g(τ)

sinh 2g(τ) cosh 2g(τ)

)
or H(τ ) =

(
e−2g(τ) 0

0 e2g(τ)

)
.

In both cases detH = 1 on R+, and the straightforward calculation yields

det
∫ n+2

n

H(τ ) dτ =
∫ n+2

n

e2g(τ) dτ

∫ n+2

n

e−2g(τ) dτ

=
∫ n+2

n

h(τ) dτ

∫ n+2

n

1

h(τ)
dτ.

So, H ∈ Sz(CS) if and only if (4.7) holds. The result follows. �
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Remark 4.4 Propositions 4.2 and 4.3 imply Theorem 1.3.

4.3 The evolution for Dirac equation and Møller wave (modified wave) operators

The self-adjoint operator DQ defines a unitary evolution eitDQ . Lemma 4.1 above
gives the connection between eitDQ and evolution eitDH for canonical systems.

Lemma 4.5 If H = N∗
0 N0, then eitDQ = V eitDHV −1 for all t ∈R.

For every Z in L2(R+,C2) = L2(H0) we again define the front as

fr[Z] = inf{τ ≥ 0 : Z(s) = 0 for almost every s > τ }.

Notice that all elements of N0 are real-valued so Z has real components if and only
if X = V −1Z has real components.

Proposition 4.6 For every real Z ∈ L2
c(R+,C2) and every t ∈R, we have

fr[eitDQZ] = |t | + fr[Z].

Proof That follows from Theorem 2.1 and formula (4.5). �

Remark 4.7 For an arbitrary Z ∈ L2
c(R+,C2), we can write each of its components

as a sum of real and imaginary parts. Then, Proposition 4.6 gives fr[eitDQZ] ≤ |t | +
fr[Z] for all t ∈R.

We will also need the following proposition.

Proposition 4.8 Let μ be the spectral measure of the Dirac operator DQ. Suppose
μ /∈ Sz(R). Then, for every Z ∈ L2(R+,C2), we have

lim
t→±∞‖eitDQZ‖L2(C2,[|t |−b,|t |+b]) = 0

for every b > 0.

Proof That follows from Corollary 2.11 and formula (4.5). �

Proof of Theorem 1.1 Take a nonzero function Y ∈ L2(R+,C2). Set

ZY,+ = W+(DQ,D0, γ )Y = lim
t→+∞ e−itDQMγ eitD0Y,

and notice that ‖ZY,+‖L2(R+,C2) = ‖Y‖L2(R+,C2) > 0. That yields

lim
t→+∞‖Mγ eitD0Y − eitDQZY,+‖L2(R+,C2) = 0. (4.8)
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Formula (2.73) for Y =
(

Y1
Y2

)
can be recast as

eitD0

(
Y1
Y2

)
= 1

2

(
Y1(τ − t) + Y1(τ + t)

−i(Y1(τ − t) − Y1(τ + t))

)

+ 1

2

(
i(Y2(τ − t) − Y2(τ + t))

Y2(τ − t) + Y2(τ + t)

)
, τ ∈R+, (4.9)

where Y1 ∈ L2(R+) is extended to the whole real line R as an even function and Y2
is extended as odd function. That gives

lim inf
t→+∞ ‖eitD0Y‖L2(C2,[t−b,t+b]) > 0

for large enough b. From (4.8), one gets lim inft→+∞ ‖eitDQZY,+‖L2(C2,[t−b,t+b]) >

0. Now we have μ ∈ Sz(R) by Proposition 4.8. The case when t → −∞ can be
handled similarly. �

Remark 4.9 Notice that we have used the existence of limt→+∞ e−itDQMγ eitD0Y

for just one nonzero element Y ∈ L2(R+,C2) in the proof of Theorem 1.1.

Proof of Theorem 1.2 Assume that the main spectral measure μD of DQ is in the
Szegő class. By Lemma 4.1, μD coincides with the spectral measure of the Hamilto-
nian H = N∗

0 N0 generated by the solution of equation JN ′
0 + QN0 = 0, N0(0) =(

1 0
0 1

)
. Taking into account (4.5), Theorem 2.22 tells us that for some function

γ0 : R+ → T and for every Y ∈ L2(H0) = L2(R+,C2), the limits

lim
t→+∞ e−itDHMγ0H− 1

2 eitDH0 Y, lim
t→−∞ e−itDHMγ 0

H− 1
2 eitDH0 Y

exist in the norm of L2(H). Since DH0 = D0, that implies existence of the limit

lim
t→+∞V e−itDHMγ0H− 1

2 eitDH0 Y = lim
t→+∞ e−itDQV Mγ0H− 1

2 eitD0Y

in L2(R+,C2). Note that (N0(τ )H− 1
2 (τ ))∗(N0(τ )H− 1

2 (τ )) is the identity matrix for
each τ ∈ R+. Since

det(N0(τ )H− 1
2 (τ )) = 1, τ ∈R+,

it follows that the operator Y �→ VH− 1
2 Y on L2(R+,C2) coincides with the multi-

plication operator by a 2 × 2 matrix-valued function of the form

�ϕ(τ) =
(

cosϕ(τ) sinϕ(τ)

− sinϕ(τ) cosϕ(τ)

)
, ϕ(τ ) ∈ [0,2π).

We have

�ϕ

(
1
−i

)
=
(

cosϕ − i sinϕ

− sinϕ − i cosϕ

)
= e−iϕ

(
1
−i

)
.



362 R. Bessonov, S. Denisov

Formula (4.9) shows that when t → +∞, for every Y ∈ L2(R+,C2) we have

eitD0

(
Y1
Y2

)
= Y1(τ − t)

2

(
1
−i

)
+ iY2(τ − t)

2

(
1
−i

)
+ o(1),

where o(1) is with respect to L2(R+,C2)–norm. Therefore,

e−itDQV Mγ0H− 1
2 eitD0Y = e−itDQMγ0e

−iϕ eitD0Y + o(1), t → +∞
and the limit

W+(DQ,D0, γ )Y = lim
t→+∞ e−itDQMγ eitD0Y

exists in L2(R+,C2) for all Y ∈ L2(R+,C2) if we take γ = γ0e
−iϕ . The existence

of the wave operator W+(DQ,D0, γ ) follows. Arguing similarly, one can prove the
existence of W−(DQ,D0, γ ) with the modification to the dynamics given by Mγ .
Moreover, the proof shows that

RanW±(DQ,D0, γ ) = V (RanW(DH,DH0 , γ )) = F−1
Q WH(Hac(DH))

= F−1
Q (L2(μac)) = Hac(DQ),

where μac = w dx is the absolutely continuous part of the measure μ and μ = μD .
In other words, the wave operators W±(DQ,D0, γ ) are complete. It is also clear
from the proof that our construction gives γ = 1 in the case where Q is anti-diagonal
(q1 = 0). �

Proof of Theorem 1.5 Given Lemma 4.5, Theorem 1.5 is a direct consequence of The-
orem 2.24 and Theorem 2.26. �

Proof of Theorem 1.6 Given Lemma 4.5, Theorem 1.6 follows from Theorem 2.24.
�

4.4 Wiegner-von Neumann potentials

In this subsection, we prove Theorem 1.4. Let us recall its statement for convenience:

Suppose that a potential Q ∈ L1
loc(R+) has the form (4.6), with q = sin τα

τβ on
[τ0,+∞) for some τ0 > 0 and α,β ∈ R. Then, Q ∈ Sz(Dir) if and only (α,β) ∈ A,
where

A = {α ≤ 0, β − α >
1

2
} ∪ {α ∈ (0,1), β >

1

2
} ∪ {α ≥ 1, α + β >

3

2
}

is the open set depicted on Fig. 1.

We will need a variant of Korey’s estimate from [49]. Recall that we use notation
〈f 〉I = 1

|I |
∫
I
f (x) dx.
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Lemma 4.10 Suppose I = [a, b] and measurable function f : I → R satisfies

〈ef 〉I · 〈e−f 〉I = 1 + ε, ε ∈ [0,1]. (4.10)

Then,

〈|f − 〈f 〉I |〉I ≤ c
√

ε, (4.11)

for a universal constant c.

Proof In [49], formula (3.7), Korey shows that

〈ef 〉I · exp (−〈f 〉I ) = 1 + ε′, ε′ ∈ [0,1],
implies 〈|f − mI (f )|〉 ≤ C

√
ε′, where mI (f ) denotes a median of f over I . By

Jensen’s inequality, exp (−〈f 〉I ) ≤ 〈e−f 〉I . Therefore, (4.10) implies

〈|f − mI (f )|〉 ≤ C
√

ε.

Now, for every c′ ∈ R, we have

〈|f − 〈f 〉I |〉I ≤ 〈∣∣f − c′∣∣〉I + |c′ − 〈f 〉I | ≤ 2〈∣∣f − c′∣∣〉I .
Taking c′ = mI (f ) finishes our proof. �

For integer n ≥ 0, we let In = [n,n + 2]. Given real-valued q ∈ L1
loc(R+), denote

gn(τ) = 2
∫ τ

n
q(s) ds.

Proposition 4.11 If limn→+∞ ‖gn‖L∞(In) = 0, then

∑
n≥0

(∫
In

egn dτ

∫
In

e−gn dτ − 4

)
< ∞ ⇐⇒

∑
n≥0

∫
In

|gn − 〈gn〉In |2 dτ < +∞.

(4.12)

Proof Set g̃n = gn − 〈gn〉In and notice that

〈egn〉In · 〈e−gn〉In = 〈eg̃n〉In · 〈e−g̃n〉In .

Then, since limn→∞ ‖g̃n‖L∞(In) = 0, we use Taylor expansion to get

∫
In

e±g̃n dτ = 2 ±
∫

In

g̃n dτ + 1

2

∫
In

g̃2
n dτ + O

(∫
In

|̃gn|3 dτ

)
,

as n → +∞. It follows that
∫

In

eg̃n dτ

∫
In

e−g̃n dτ = 4 + 2
∫

In

g̃2
n(τ ) dτ + o

(∫
In

g̃2
n(τ ) dτ

)
,

which proves the required claim. �
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Proof of Theorem 1.4 Recall Proposition 4.3, Theorems 1.1 and 1.2. To prove our re-
sult, we only need to establish the range of parameters α and β for which the condi-
tion

∑
n≥0

(∫
In

egn dτ

∫
In

e−gn dτ − 4

)
< ∞ (4.13)

is satisfied, where gn is defined right before the Proposition 4.11. For an integer
n ≥ max(1, τ0) and γ = (α + β − 1)/α, we have

αgn(x)

2
= α

∫ x

n

sin τα

τβ
dτ =
∫ xα

nα

siny

yγ
dy

= −cosy

yγ

∣∣∣∣
xα

nα

− γ
siny

yγ+1

∣∣∣∣
xα

nα

− γ (γ + 1)

∫ xα

nα

siny

yγ+2
dy. (4.14)

Let us consider several cases.

Case α ≥ 1, α + β > 1. In this case γ > 0 and we are in the setting of Proposition
4.11. Note that

sup
x∈In

∣∣∣∣∣−γ
siny

yγ+1

∣∣∣∣
xα

nα

− γ (γ + 1)

∫ xα

nα

siny

yγ+2
dy

∣∣∣∣∣= O

(
1

nα(γ+1)

)
∈ �2(N).

Thus, we only need to control the sum of dispersions

∑
n≥1

〈∣∣∣∣cosxα

xαγ
−
〈cosxα

xαγ

〉
In

∣∣∣∣
2〉

In

=
∑
n≥1

(〈∣∣∣∣cosxα

xαγ

∣∣∣∣
2〉

In

−
〈cosxα

xαγ

〉2
In

)
. (4.15)

Set η = αγ + α − 1, and note that η ≥ γ > 0. Similarly to (4.14), we have

∫
In

cos(xα)

xαγ
dx = 1

α

(
sin(n + 2)α

(n + 2)η
− sinnα

nη

)
+ O(n−η−α)

and n−η−α ∈ �2(N). So, the question reduces to the convergence of the series

∑
n≥1

(
2α2
∫

In

cos2 xα

x2αγ
dx −
(

sin(n + 2)α

(n + 2)η
− sinnα

nη

)2
)

. (4.16)

Notice first that α ≥ 1, α + β > 3
2 implies 2αγ > 1 and 2η > 1. We get convergence

in that situation and (4.13) holds.

We claim that for α > 1, 1 < α + β ≤ 3
2 , the series diverges and (4.13) does not

hold. Indeed, in that case, one has

∫
In

cos2 xα

x2αγ
dx ∼ n−2αγ , n−2η = o(n−2αγ ), n → ∞,
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and we get the claim because 2αγ ≤ 1.

It is only left to consider α = 1 and 0 < β ≤ 1
2 . In that case, γ = β , and

cosx

xγ
−
〈cosx

xγ

〉
In

= n−β(cosx − 〈cosx〉In) + O(n−β−1).

Since 〈(cosx − 〈cosx〉In)
2〉In ∼ 1 and β ≤ 1

2 , the series (4.15) diverges.

To summarize, if α ≥ 1 and α + β > 1, then (4.13) holds if and only if α + β > 3
2 .

Case α ≥ 1, α + β ≤ 1. We will show that (4.13) fails for this range of parameters.
Suppose, on the contrary, that (4.13) holds. Then, estimate (4.11) gives

∑
n≥1

(∫
In

∣∣gn − 〈gn〉In

∣∣ dx

)2

< ∞. (4.17)

Recall that γ = (α + β − 1)/α ≤ 0. Integration by parts gives

αgn(x)

2
= α

∫ x

n

sin τα

τβ
dτ = n−αγ cosnα − x−αγ cosxα + O(n−α(γ+1)).

and

α

2
〈gn〉In = n−αγ cosnα + O(n−α(γ+1)+1).

Hence, uniformly in x ∈ In, we have

α

2

∣∣gn(x) − 〈gn〉In

∣∣= x−αγ | cosxα| + O(n−α(γ+1)+1).

Since
∫

In

x−αγ | cosxα|dx + O(n−α(γ+1)+1) ≥ n−γα

(∫
In

| cosxα|dx + O(n−α+1)

)

and

inf
n

∫
In

| cosxα|dx ≥ C > 0 (4.18)

for every α ≥ 1, the terms in series (4.17) can be estimated from below by cn−2γα ≥
c > 0 for large n. So, (4.13) does not hold if α ≥ 1 and α + β ≤ 1.

Case α ∈ (0,1), β ≤ 1
2 . We are going to show that (4.13) fails for this range of pa-

rameters. Assume, as before, that (4.13) holds, so that the sum in (4.17) is finite.
Applying the mean-value theorem, we see that

∑
n≥1

(∫
In

|gn(x) − gn(xn)| dx

)2

< ∞
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for some points xn ∈ In. For each n ≥ 0, one can choose an interval �n ⊂ In of length
1
4 such that dist(xn,�n) ≥ 1

4 . Then, again by the mean-value theorem (this time – on
the interval �n), there exist points x̃n ∈ �n such that

∑
n≥1

|gn(̃xn) − gn(xn)|2 �
∑
n≥1

(∫
In

|gn(x) − gn(xn)| dx

)2

< ∞.

We see that

∑
n≥1

∣∣∣∣
∫ x̃n

xn

sin τα

τβ
dτ

∣∣∣∣
2

< ∞. (4.19)

Since sin τα − sinnα = O(nα−1) for τ ∈ In, we have

∣∣∣∣
∫ x̃n

xn

sin τα

τβ
dτ

∣∣∣∣≥ | sinnα| · Jn − O(nα−1Jn), Jn =
∣∣∣∣
∫ x̃n

xn

dτ

τβ

∣∣∣∣ .

Given that β ≤ 1
2 , we have Jn ∼ n−β because xn and x̃n are at least 1

4 -distance apart.
The sequence { 1

2π
nα} is uniformly distributed mod 1 (see, e.g., Section I.3 in [55]).

Therefore, there is N0 so that for every N > N0, we will have a bound

| sinnα| > 0.01

for at least N
2 integer numbers n ∈ [N,2N ]. Therefore, since α ∈ (0,1),

2N∑
n=N

∣∣∣| sinnα| · Jn − O(nα−1Jn)

∣∣∣2 � N1−2β.

Since β ≤ 1
2 , limN→∞ N1−2β is either equal to 1 or is infinite and we have a contra-

diction with (4.19). Therefore, (4.13) fails.

Case α ∈ (0,1), β > 1
2 . We have

∑
n≥1

∫
In

g2
n dx ≤ 4

∑
n≥1

∫
In

(∫ x

n

dτ

τβ

)2

dx ≤ 2
∑
n≥1

(∫
In

dτ

τβ

)2

dx ≤ 8
∑
n≥1

1

n2β
< ∞.

Hence, (4.13) is true for this range of parameters by Proposition 4.11.

Case α ≤ 0, β − α > 1
2 . For this range of parameters, we have

∑
n≥1

∫
In

g2
n dx �

∑
n≥1

1

n2(β−α)

due to the fact that siny is comparable to y when y ∈ [0,1]. Using Proposition 4.11,
we conclude that (4.13) holds if β − α > 1

2 .
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Case α ≤ 0, β − α ≤ 1
2 . We claim that (4.13) fails in that situation. Arguing as in the

case when α ∈ (0,1) and β ≤ 1
2 , we assume that (4.13) is true and obtain

∑
n≥1

|gn(̃xn) − gn(xn)|2 < ∞, (4.20)

for some points xn, x̃n ∈ In such that |x − x̃n| > 1/4. Then,

∑
n≥0

n2(α−β) �
∑
n≥0

(∫ x̃n

xn

τα−β dτ

)2

≤
∑
n≥0

∣∣∣∣
∫ x̃n

xn

sin τα

τβ
dτ

∣∣∣∣
2

< ∞

which leads to a contradiction. �

We end this section with one more example of an oscillating potential Q ∈
Sz(Dir). As we mentioned in Sect. 1.2 of the Introduction, a simplest “physical” in-
terpretation of the Dirac operator DQ is that it describes the one-dimensional particle
of unit mass moving in a field defined by a potential Q of the form

Q =
(

q1 q2
q2 −q1

)
, q1 = cos

(
2
∫ τ

0
q ds

)
, q2 = − sin

(
2
∫ τ

0
q ds

)
,

(4.21)
where q : R+ → R. It is natural to ask if there exist potentials Q ∈ Sz(Dir) that can
be written that way. Since q2

1 + q2
2 = 1 on R+, we cannot have Q ∈ Lp(R+) for any

p < ∞. In particular, the standard summability test (see the discussion after Theorem
1.3)

Q ∈
⋃

p∈[1,2]
Lp(R+) =⇒ Q ∈ Sz(Dir)

does not give any example of such a potential Q. However, Proposition 4.11 can be
used to construct such examples. Indeed, let us consider

q1(τ ) = cos
(π

2
(−1)[eτ ])= 0, q2(τ ) = − sin

(π
2

(−1)[eτ ]) , τ ∈R+,

where [eτ ] stands for the integer part of eτ . Due to high oscillation of q2, Proposition

4.11 applies and the corresponding potential Q =
(

q1 q2
q2 −q1

)
=
(

0 q2
q2 0

)
belongs to

Sz(Dir). Then, one can construct its small perturbation of the form (4.21) which
belongs to Sz(Dir) (the Theorem 1.3 can be used for that approximation argument).

Appendix

In this Appendix, we collect a few auxiliary results and prove some statements made
in the main text.
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A.1 Proof of Proposition 2.8

The modification of the proofs in [8] yields the statement. Alternatively, one can
argue as follows. First, we claim that (2.25) implies (2.26) for αn = λn with any
λ > 0. Indeed, if mλ and μλ denote Titchmarsh-Weyl function and spectral measure,
respectively, of canonical system with Hamiltonian H(λτ), then mλ(z) = m1(λ

−1z)

as follows from (1-5) in [8]. Now, it is enough to observe that μλ ∈ Sz(R) ⇐⇒ μ1 ∈
Sz(R).

Second, we claim that, given intervals I− ⊆ I , |I | = 1, and ε ∈ (0,1], the follow-
ing implication holds

det
∫

I

H(τ )dτ − 1 = ε ⇒ det
∫

I−
H(τ )dτ − |I−|2 � ε, (A.1)

for every non-negative Hamiltonian H that satisfies detH = 1 a.e. on I . Indeed, de-
note A = ∫

I− Hdτ and B = ∫
I+ Hdτ where I = I− ∪ I+. Then, we get (see, e.g.,

(A-1) in [8]):

detA ≥ |I−|2, detB ≥ |I+|2

and

det(A + B) = 1 + ε.

Minkowski inequality for determinants yields

det(A + B) ≥ (
√

detA + √
detB)2.

Denoting
√

detA = x and
√

detB = y, we get

x + y ≤ (1 + ε)
1
2 , |I−| + |I+| = 1, |I−| ≤ x, |I+| ≤ y.

That implies (draw the corresponding domains on the plane), that |I−| ≤ x ≤ |I−| +
Cε. Taking the square of the last bound yields the estimate on the right-hand side of
(A.1).

Now, if detH = 1 a.e., the statement in (2.26) holds by combining these two
claims. Indeed, suppose μ ∈ Sz(R+) and we are given sequence {αn}. Then, there
is λ such that every interval [αn,αn+2] is inside one of the intervals [λl, λ(l + 2)] or
[λ(l − 1), λ(l + 1)] for some l. Since the sum in (2.26) converges for {αl} = {λl}, we
can apply (A.1) (with dilated and translated interval I ) to get condition in the left-
hand side of (2.26) satisfied for {αn}. Conversely, if the sum in (2.26) converges for
some {αn}, then there is suitable λ such that each interval [λn,λ(n + 2)] is covered
by either [αl,αl+2] or [αl−1, αl+1] for some l. Thus, applying (A.1) again, we get
that the sum in (2.26) converges with {αn} = {λn} and μ ∈ Sz(R+). The case of gen-
eral H follows by making the change of variables in τ and using an approximation
argument. �
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A.2 Free evolution for canonical systems and Dirac operators

Recall that D0 = DH0 . We now show that the free evolution for these operators is, in
fact, equivalent to the shift on the real line and that relation is algebraic. To this end,
we work in terms of Dirac operator and perform two elementary unitary transforma-
tions

D̃0 = −Z−1
D0Z =

(−i∂τ 0
0 i∂τ

)
, Z = 1√

2

(
i −1
1 −i

)
.

Here, ∂τ stands for the differentiation operator. Operator D̃0, taken with suitable
boundary condition at 0: f1(0) = if2(0), is self-adjoint on the same Hilbert space(

f1
f2

)
∈ L2(R+,C2). If one further maps

(
f1
f2

)
�→ g(x) =

{
f1(x), x > 0,

if2(−x), x < 0,

then, D0 becomes unitary equivalent to −i∂x on L2(R) with et∂x g = g(x + t), which
is the standard shift operator.

A.3 A formula for exponential type

Lemma A.1 If entire function f has bounded type both in C+ and C−, then its expo-
nential type can be computed by the formula

type f = lim sup
y→+∞

log max(|f (iy)|, |f (−iy)|)
y

. (A.2)

Proof Let us apply Theorem 2 in Lecture 16 of [60]. It says that for every entire
function f of bounded type in C+ and C− we have

log |f (z)| = σ+y + o(|z|), y ≥ 0,

log |f (z)| = σ−y + o(|z|), y ≤ 0,

outside of a set of disks {z ∈ C : |z − aj | < rj } of finite view (the latter means
that
∑

j

rj
|aj | < ∞). Here σ± ∈ R and y = Im z. Take ε > 0 and denote σ =

max(σ+,−σ−). By the maximum principle for subharmonic functions, we have

log |f (z)| ≤ (σ + ε)|y| + o(|z|)
everywhere in C as z → ∞. Therefore, we have type f ≤ σ . On the other hand, the
set of disks of finite view cannot fill any half-axis, hence

σ+ = lim sup
y→+∞

log |f (iy)|
y

, −σ− = lim sup
y→−∞

log |f (iy)|
|y| ,

which proves the statement. �
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A.4 Rotation matrices

The following result in the linear algebra has been used in the main text.

Lemma A.2 For every real 2 × 2 matrix A with non-negative determinant, there is a
rotation matrix �ϕ of the form

�ϕ =
(

cosϕ sinϕ

− sinϕ cosϕ

)
, ϕ ∈ [0,2π),

such that �ϕA ≥ 0.

Proof This is immediate from the proof of the polar decomposition given in [31], p.
276. �

A.5 Robinson’s theorem

In the main text, we used the following variation of a result by Robinson [70], which
is based on ideas dating back to Ruelle’s work [72].

Lemma A.3 Suppose H is a Hilbert space, D is a densely defined self-adjoint opera-
tor, and P� denotes the orthogonal projector for D relative to a set � ⊆ R. If A is a
bounded operator on H and AP[−�,�] is compact for some � ≥ 0, then

lim
T→+∞

1

T

∫ T

0
‖AeitDP[−�,�]ψ‖2dt =

∑
j

‖APEj
P[−�,�]ψ‖2

for every ψ ∈ H , where PEj
denotes the orthogonal projection on the eigenspace

that corresponds to eigenvalue Ej and the sum is over all eigenvalues {Ej } of D.

Proof The proof is an application of Theorem 2 in [70] to operator DP[−�,�] with the
perturbation taken as AP[−�,�] where both DP[−�,�] and AP[−�,�] are considered
as operators acting on H . �
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57. Laptev, A., Naboko, S., Safronov, O.: A Szegő condition for a multidimensional Schrödinger operator.
J. Funct. Anal. 219(2), 285–305 (2005)

58. Lax, P., Phillips, R.: Scattering Theory, 2nd edn. Pure and Applied Mathematics, vol. 26. Academic
Press, Boston (1989)

59. Lesch, M., Malamud, M.: On the deficiency indices and self-adjointness of symmetric Hamiltonian
systems. J. Differ. Equ. 189(2), 556–615 (2003)
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76. Simon, B.: Szegő’s Theorem and Its Descendants: Spectral Theory for L2 Perturbations of Orthogonal

Polynomials. M. B. Porter Lectures. Princeton University Press, Princeton (2011)
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