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Abstract We study the Cauchy problem for the compressible Euler equa-
tions in two spatial dimensions under any physical barotropic equation of state
except that of a Chaplygin gas. We prove that the well-known phenomenon
of shock formation in simple plane wave solutions, starting from smooth ini-
tial data, is stable under perturbations of the initial data that break the plane
symmetry. Moreover, we provide a sharp asymptotic description of the singu-
larity formation. The new feature of our work is that the perturbed solutions
are allowed to have small but non-zero vorticity, even at the location of the
shock. Thus, our results provide the first constructive description of the vor-
ticity near a singularity formed from compression. Specifically, the vorticity
remains uniformly bounded, while the vorticity divided by the density exhibits
even more regular behavior: the ratio remains uniformly Lipschitz relative
to the standard Cartesian coordinates. To control the vorticity, we rely on a
coalition of new geometric and analytic insights that complement the ones
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used by Christodoulou in his groundbreaking, sharp proof of shock forma-
tion in vorticity-free regions. In particular, we rely on a new formulation of
the compressible Euler equations (derived in a companion article) exhibiting
remarkable structures. To derive estimates, we construct an eikonal function
adapted to the acoustic characteristics (which correspond to sound wave prop-
agation) and a related set of geometric coordinates and differential operators.
Thanks to the remarkable structure of the equations, the same set of coordi-
nates and differential operators can be used to analyze the vorticity, whose
characteristics are transversal to the acoustic characteristics. In particular, our
work provides the first constructive description of shock formation without
symmetry assumptions in a system with multiple speeds.

Mathematics Subject Classification Primary 351L.67; Secondary 35L05 -
35Q31 - 76N10
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1 Introduction

In this article, we study the Cauchy problem for the compressible Euler equa-
tions in two spatial dimensions. The unknowns are the velocity v:Rx ¥ — R?
and the density o : R x ¥ — [0, 00). Here X := R x T is the space mani-
fold, where T is the standard torus, that is, [0, 1] with the endpoints identified
and equipped with a standard smooth orientation. We fix a constant o > 0,
corresponding to a constant background density. Under a barotropic equation
of state (i.e., the pressure p is a given function of p) and in terms of the loga-
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Shock formation in solutions 3

rithmic density p := In <§), the equations take' the following form relative
0

to the usual Cartesian coordinates,> (i = 1, 2):

Bp = —09,v7, (1.1a)
Bv' = —c28"9,p, (1.1b)

where B = 9, + v®9, is the material derivative vectorfield [see (2.6)], §'¢ is
the standard Kronecker delta, and c; = c;(p) is the speed of sound [see (2.3)],
which depends on the equation of state and is assumed to satisfy>

es(p=0) = 1. (1.2)

Our main result, which we state precisely in Theorem 15.1, is a proof of
stable shock formation for an open set of data, where the main new feature is
that the vorticity @ := d;v> — dv! is allowed to be non-zero at the shock.

Theorem 1.1 (Main Theorem: Rough Version) For any physical barotropic
equation of state except that of a Chaplygin gas,* there exists an open set of
regular data on the union of a portion of Xg := {0} x X and a portion of an
outgoing acoustic null hypersurface, with elements close to the data of a subset
of simple plane wave solutions, that leads to stable finite-time shock formation.
The shock formation is characterized by the vanishing of the inverse foliation
density W of a family of nearly flat outgoing acoustic null (characteristic)
hypersurfaces P,, which are level sets of an eikonal function u, that is, a
solution to the eikonal equation (g_l)“ﬂaauaﬁu = 0. Here, g = g(p,v)
is the acoustical metric, and it drives the propagation of sound waves (see
Definition2.3); see Fig.1 on p. 8. At the shock, the first partial derivatives
of the velocity and density with respect to the Cartesian coordinates blow
up, while the velocity and the density remain bounded, a phenomenon that
is sometimes referred to as “wave breaking” in the literature. In contrast,
w 91v% — dv!

exp(p)  exp(p)
vanishing at the shock for some of our solutions (a fact that we further explain in

the specific vorticity §2 = , which is provably non-

1 Throughout, if V is a vectorfield and f is a function, then Vf := V%9, f denotes the
derivative of f in the direction V. Lowercase Latin indices correspond to the Cartesian spatial
coordinates and lowercase Greek indices correspond to the Cartesian spacetime coordinates.
We also use Einstein’s summation convention.

2 Throughout, {x%}4—0,1,2 are the usual Cartesian coordinates with corresponding partial
L a
derivative vectorfields dy := Pyl We also set 7 := x9 and dr 1= 9.
X

3 Aswe explain in Sect. 2, (1.2) can always be achieved by a change of variables.
4 The equation of state of a Chaplygin gasis p = p(0) = Co— %, where Cp € Rand Cy > 0.
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4 J. Luk, J. Speck

Remark1.5), remains uniformly Lipschitz relative to the Cartesian coordinates,
all the way up to the shock. Moreover, the dynamics are “well-described” by
the irrotational Euler equations.

It is mainly for technical convenience that we work with the spatial mani-
fold £ = R x T; because the shock formation is local in nature,> we could
derive similar results in the case of the spatial manifold R%. The main advan-
tage of assuming ¥ = R x T is that compactly supported (with respect to
the Cartesian spatial coordinate x') simple plane wave solutions have finite
energy. In contrast, we heavily rely on the assumption of having only two
spatial dimensions. The case of three spatial dimensions requires substantial
additional arguments and will be handled in a forthcoming paper. In particu-
lar, in three spatial dimensions, one needs a crucial new technical ingredient:
elliptic estimates along constant-time hypersurfaces to control the top-order
derivatives of the specific vorticity; see the discussion in [18].

Previous shock formation results for fluids were based on the assumption
that the fluid is irrotational (that is, vorticity-free), at least in a neighborhood
of the shock.® In the irrotational case, the compressible Euler equations are
equivalent to a single scalar quasilinear wave equation for a fluid potential ®;
this is a big simplification compared to the structure of the compressible Euler
equations with vorticity.

In the context of singularity formation for evolution partial differential
equations, our theorem appears to be the first shock formation result in
more than one spatial dimension that involves a system of quasilinear wave
equations coupled to another evolution equation exhibiting a different char-
acteristic speed. More precisely, in the presence of vorticity, the barotropic
compressible Euler equations feature two kinds of characteristics: acoustic
null hypersurfaces (corresponding to the propagation of sound waves) and
the integral curves of the material derivative vectorfield (corresponding to the
transporting of vorticity); see Fig. 1 on p.11. We hope that the techniques intro-
duced here will be relevant for other problems featuring multiple characteristic
speeds.

1.1 History of the problem

The study of shock formation for the compressible Euler equations has a long
history tracing back to the foundational work of Riemann. Specifically, in

5 Roughly, due to finite speed of propagation, the shock formation dynamics can be localized
to a compact region and analyzed using the framework that we establish in this article.

6 A vorticity-free region near the shock can be achieved, for instance, in the setting of small
compactly supported data on the spatial manifold R3 by exploiting the fact that the characteristic
speed for the vorticity is slower than the sound speed. See also the discussion in Sect. 1.1.
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Shock formation in solutions 5

the one-space-dimensional case, Riemann introduced the Riemann invariants
[20] and used them to prove that many initially smooth solutions form shocks
in finite time. In the wake of Riemann’s work, many related blowup results
for hyperbolic systems in one spatial dimension have been obtained; see, for
example, the works of Lax [15], John [12], and Liu [17], as well as the surveys
[5,10].

In two or more spatial dimensions, the problem becomes considerably
harder. For the compressible Euler equations in three spatial dimensions,
Sideris [21] was first to exhibit an open set of small and regular initial data for
which the corresponding solutions cease to be C'! in finite time. His proof relied
on a convexity assumption on the equation of state, though it was not restricted
to the irrotational case and allowed for non-trivial (dynamic) entropy, that is,
the equation of state was not barotropic. However, his approach was based on
a contradiction argument and did not provide any information on the nature of
the breakdown or identify the actual time of blowup. Subsequently, Alinhac
proved a blowup result for the two-space-dimensional barotropic compressible
Euler equations in radial symmetry [1]. While restricted to radial initial data,
his result gave a precise estimate of the blowup-time (at least as the size of the
data tends to 0).

Alinhac later proved [2—4] breakthrough shock formation results in more
than one spatial dimension (without any symmetry assumptions) for a large
class of quasilinear wave equations that fail to satisfy Klainerman’s null con-
dition [13]. For a set of “non-degenerate” small compactly supported smooth
data, his work yielded a precise description of the solution up to the first
singular time, and it in particular tied the formation of the singularity to the
intersection of the characteristics. However, Alinhac’s approach to energy esti-
mates relied on a Nash—Moser iteration scheme (to avoid derivative loss) that
featured a free boundary, and the iteration scheme relied in a fundamental way
on his non-degeneracy assumption on the initial data. We note in connection to
our present work that while Alinhac did not explicitly study fluid mechanics,
his works provided all of the main insights needed to extend his results to the
isentropic, irrotational compressible Euler equations.

In a monumental work in 2007, Christodoulou [6] studied shock forma-
tion for the wave equations of isentropic, irrotational (special) relativistic fluid
mechanics. He proved that an open set of small compactly supported’ ini-
tial data give rise to shock formation, and he gave a precise description of
a portion of the boundary of the maximal classical development of the data,
including a portion containing the “first singularity.” His result holds for all

7 By “compactly supported,” we mean that the initial perturbation away from a non-vacuum
constant state was compactly supported in space.
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6 J. Luk, J. Speck

equations of state except for the one® whose corresponding wave equation is
verified by timelike minimal graphs in Minkowski spacetime. Compared to
Alinhac’s framework, Christodoulou’s was fully geometric, allowing him to
show that singularity formation is exactly characterized by the vanishing of
the inverse foliation density p of the characteristic hypersurfaces. Moreover,
Christodoulou’s approach did not rely on a Nash—Moser iteration scheme.
Consequently, his work applied to an open neighborhood of solutions whose
data are small, compactly supported perturbations of the non-vacuum constant
fluid states. In particular, for data that are small as measured by a high-order
Sobolev norm, he showed that shocks are the only possible singularities (at
least outside the causal future of a compact set). We again mention that he also
exhibited an open condition on the data guaranteeing that a shock will form in
finite time.’

The geometric framework introduced in [6] has proven to be useful for
studying shock formation in other settings. Most relevant to our current work
is the work of Christodoulou—Miao [8], which used the insights of [6] to
study shock formation for small and compactly supported perturbations of
constant state solutions to the non-relativistic compressible Euler equations.
In particular, for isentropic, irrotational initial data, the work [8] yielded a
precise description of the singularity formation detected by Sideris [21] in his
proof of blowup by contradiction. We also refer the readerto [7,9,11,19,22] for
other recent developments on shock formation for quasilinear wave equations.

While the fluid shock formation results in [1,6, 8] were proved in isentropic,
irrotational regions of spacetime, the approach used there also applies to ini-
tial data with non-trivial entropy and non-vanishing vorticity which satisfy
appropriate assumptions on their (compact) support. The reason is that for
such initial data, one can exploit that entropy and vorticity travel slower than
sound waves; this guarantees that in the acoustic wave zone, where the shock
forms, the entropy is constant and the vorticity vanishes. This allows one to
use the potential formulation of the compressible Euler equations near the
singularity. However, prior to Theorem 1.1, there were no constructive shock
formation results for the compressible Euler equations in which the vorticity
is non-vanishing at the first shock singularity. To prove shock formation with
non-zero vorticity, we must control the coupling between vorticity and the
sound waves all the way up to the singularity; achieving such control is the
main new contribution of the present paper.

8 The exceptional wave equation satisfies the null condition and therefore, Lindblad [16] was
able to show that it enjoys small-data global existence.

9 Given Christodoulou’s result that shocks are the only possible singularities, there remains the
possibility that non-trivial global solutions arising from small data might exist.
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Shock formation in solutions 7

1.2 New ideas for the proof

To prove our main theorem, we use the full strength of the technology devel-
oped in the works of Christodoulou [6] and Speck—Holzegel-Luk—Wong [23].
The latter work extends Christodoulou’s framework to yield shock formation
results for (non-symmetric) perturbations of simple plane wave solutions to a
large class of quasilinear wave equations verifying a genuine nonlinearity-type
assumption.'? The data in [23] were assumed to satisfy smallness assump-
tions ensuring that the solution is a perturbation of a simple plane wave. In the
present article, we make similar assumptions on the data, and we also assume
that the initial vorticity is relatively small. Roughly speaking, the data that we
study can be thought of as small perturbations of data corresponding to a class
of simple plane symmetric solutions (with one vanishing Riemann invariant)
such that the non-vanishing Riemann invariant is much smaller than its spatial
derivative. The perturbed solutions have approximate plane symmetry, as is
depicted in Fig. 1 on p.8. We refer the reader to Sect. 7 for details on the data; in
particular, see Remark 7.2 for a concise summary of our size assumptions on
the data. In this subsection, we will simply highlight a few key new high-level
ideas that we use to control the solution up to the shock in the presence of
vorticity:

(1) We reformulate the compressible Euler equations as a system of coupled
wave and transport equations with remarkable geometric features, includ-
ing surprisingly good null structures.!! These null structures are preserved
under commutations with well-constructed geometric vectorfields that are
adapted to the acoustic characteristics P, and the covariant wave operator
[l of the acoustical metric g; see Proposition2.4, Lemma 2.12, and [18].
More precisely, in studying the “wave part” of the system, we consider the
unknowns to be the one-dimensional Riemann invariants R4 and R,
which are functions of p and v! determined by the equation of state (see
Definition 2.6 and Remark 2.7 for clarification on our use of the terminol-
ogy “Riemann invariants”), as well as the Cartesian velocity component
v2; R4y and R (_) are convenient for tracking smallness in the estimates
since we will study solutions that are perturbations of “simple plane wave
solutions” in which R4y = R4 (t, x) and R(_) = v*> = 0.

(2) We prove that the transport part of the system (i.e., the evolution equa-
tion for the specific vorticity £2) “interacts well” with the wave part of
the system. In particular, we show that one can commute the geometric
vectorfields mentioned above through appropriately weighted versions of

10 Roughly speaking, the assumption is that various nonlinear terms do not satisfy the null
condition.

L Y [18], we referred to this as the “strong null condition.”
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8 J. Luk, J. Speck

Ug and the material derivative vectorfield B (which is the principal part
of the transport equation for £2), generating only controllable commutator
terms.

(3) We show that £2 remains uniformly Lipschitz with respect to the Cartesian
coordinates all the way up to the formation of the first shock, which is a
much stronger estimate than what follows from simply viewing £2 as first
derivatives of v’ divided by o.

(4) We prove that §2 is one degree more differentiable with respect to the
geometric vectorfields than one naively expects, thus crucially avoiding
an apparent loss of derivatives in the new formulation of the equations.

(5) Using the above ideas, we show that the derivatives of all solution variables
with respect to the geometric vectorfields remain uniformly bounded, all
the way up to the shock, except possibly at the very high derivative levels.
As in previous works, the possible blowup of high-order geometric ener-
gies (which would correspond to a high-frequency catastrophe rather than
a shock) introduces severe technical difficulties into the analysis since to
close the proof, one must simultaneously derive non-singular estimates for
the solution’s low-level geometric derivatives. Then, using the paradigm
developed by Christodoulou in [6], one can deduce the blowup of the first-
order Cartesian coordinate partial derivatives of the velocity and density'?
by proving that the geometric vectorfields degenerate with respect to the
Cartesian coordinates as the inverse foliation density p of the wave char-
acteristics vanishes. We stress that ultimately, the blowup mechanism can
be traced to the nonlinear terms in the expression [1,R (4 on the left-hand
side of the wave Eq. (2.22); see the next paragraph for further clarification
of this point.

Our reformulation of the compressible Euler equations was derived in [18]
and applies in two or three spatial dimensions; see Proposition2.4 for the
case of two spatial dimensions. In the 2D case, the new formulation can be
modeled by the following wave-transport system in the scalar unknowns W
(which models'? v’ and p) and w (which models the specific vorticity, defined
above as 2 = exp%):

Dg(\p)\lf = 811), (1.33.)
orw = 0. (1.3b)

12 More precisely, we show that maxy—0,1,2 [0xR(4)| blows up. The blowup of the first-
order Cartesian coordinate partial derivatives of the velocity and density follows as a simple
consequence of this estimate and a few others; see Footnote 48 on p.114.

13 Recall thatin practice, we view the Riemann invariants R (4) and v to be the unknowns when

studying the wave part of the system, rather than the triple p, v!, v2. However, this distinction
is not important for the present discussion.
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Shock formation in solutions 9

In (1.3a), g = g(W) is a Lorentzian metric whose Cartesian components gqs
are smooth functions of W, [, (y) is the covariant wave operator14 of g(V),
and dw schematically denotes first Cartesian coordinate partial derivatives
of w. In our study of the compressible Euler equations, g is the acoustical
metric (see Definition2.3), which drives the propagation of sound waves. In
Cartesian coordinates, the expression [g )W contains (quasilinear) princi-
pal terms of the schematic form f (¥)32W and semilinear terms of the form
f(W)(dW)?2. The precise nonlinear structure of both types of nonlinearities
is important for our analysis. We stress that the semilinear terms f (W) (3 W)?
contain the main Riccati-type terms that drive the formation of a singularity in
dW;i.e., under appropriate structural assumptions on the Cartesian component
functions gug(V), there are shock-driving terms that fail to satisfy the null con-
dition, and they are hidden in the covariant wave operator term Uggy) V. We
also stress that in deriving estimates, one should not Taylor expand the nonlin-
earities since dW can become very large near the shock; i.e., the “remainder
terms” in the expansion could blow up. Equation (1.3b) models the transport-
ing of specific vorticity. In writing down (1.3a)—(1.3b), we have omitted the
quadratic inhomogeneous terms from Proposition 2.4, all of which have a good
nonlinear null structure and remain negligible, all the way up the shock. The
presence of this null structure, which is available thanks to the special form
of the equations stated in Proposition 2.4 and Lemma 2.12, is fundamental for
our proof; see Remark 2.5.

Previous shock formation results in more than one spatial dimension, which
we reviewed in Sect. 1.1, applied to quasilinear wave equations. In contrast, in
our model system (1.3a)—(1.3b), we need to handle an extra transport equation
and the additional inhomogeneous term dw in the wave equation. In the previ-
ous works, a crucial insight was to use geometric vectorfields that are adapted
to the characteristics of the wave operator and that, in directions transversal
to the characteristics (and not in the tangential directions!), are appropriately
dynamically degenerate (with respect to the Cartesian coordinate vectorfields)
as the shock is approached. It is therefore important when dealing with the
coupled system to ensure that the derivatives of the specific vorticity with
respect to the same geometric vectorfields can be controlled. To achieve this,
we rely on the fact that the transport operator is a first-order differential oper-
ator. It turns out that for this reason, upon multiplying the transport operator
by the inverse foliation density p of the wave characteristics, one can com-
mute the transport equation with the geometric vectorfields and generate only
controllable error terms.

Next, we note that RHS (1.3a) involves a Cartesian derivative of w, which
is therefore singular with respect to the geometric vectorfields. However, the

14 Relative to arbitrary coordinates, [g f = maa («/ldetgl(g_l)"‘/3 a f).
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10 J. Luk, J. Speck

following crucial geometric fact is available in our formulation of the com-
pressible Euler equations: the transport equation has a strictly smaller speed
compared to the characteristic speed of the wave operator Ll,. For this reason,
in the actual problem under study, we can use the transport equation to express
the transversal (to the wave characteristics) derivatives of w in terms of the
non-degenerate tangential derivatives of w. This can be used to show, among
other things, that w is in fact uniformly Lipschitz up to the shock.

We now discuss the regularity of the solution variables. In the case of the
compressible Euler equations, vorticity can be viewed as first derivatives of
the velocity. Hence, in the context of the regularity of solutions to the model
problem, one might be tempted to think of dw as corresponding to the sec-
ond derivatives of W. However, this perspective is insufficient from the point
of view of regularity since energy estimates for the wave equation (without
commutation) yield control of only one derivative of W. Therefore, this per-
spective leads to an apparent loss of a derivative. However, since (1.3b) is
a homogeneous transport equation, one expects to be able to avoid the loss
of derivatives by using Eq. (1.3b) to estimate w—this is indeed obvious!? if
one takes Cartesian coordinate partial derivatives of Eq. (1.3b). What is less
obvious is that in fact, the loss of derivatives can also be avoided if one dif-
ferentiates the transport equation with the geometric vectorfields which, as it
turns out, depend on W. We note that while it is possible to carry out commu-
tations of the transport equation with geometric derivatives, one encounters
some singular terms at the top order that are tied to the degenerate top-order
behavior of W and the acoustic geometry; the singular term is the first one on
RHS (13.4a).

Finally, in Fig. 1, we depict the acoustic (wave) characteristics P!, the geo-
metric vectorfields {L, X , Y}, the integral curves of the transport operator (i.e.,
the material derivative vectorfield B) for the specific vorticity, and a region
where the inverse foliation density  of the acoustic characteristics has become
very small, signifying that a shock has almost formed. At this point, with the
picture, we are mainly aiming to emphasize the “multiple speed” nature of
the problem; we refer the reader to Sect. 2 for details regarding the geometric
constructions.

Remark 1.2 In Fig. 1, the “torus direction” runs into the page. See Fig.2 on
p.14 for further clarification on this point.

15 From this point of view, the model system is oversimplified in that one can control an
arbitrarily large number of Cartesian derivatives of w. In the compressible Euler wave-transport
system, since the transport operator B depends also on the Cartesian velocity components
(vl, vz), the regularity of (vl, v2) limits the number of derivatives of the specific vorticity that
one can control.
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Shock formation in solutions 11

Fig.1 Thedynamic vectorfield frame at two distinct points on a truncated acoustic characteristic
P! and the integral curves of the transport operator B for the specific vorticity

2 Geometric setup

In this section, we construct most of the geometric objects that we use to study
shock formation and exhibit their basic properties.

2.1 Notational conventions

The precise definitions of some of the concepts referred to here are provided
later in the article.

e Lowercase Greek spacetime indices «, B, etc. correspond to the Cartesian
spacetime coordinates defined in Sect. 2.3 and vary over 0, 1, 2. Lowercase
Latin spatial indices a, b, etc. correspond to the Cartesian spatial coordi-
nates and vary over 1, 2. All lowercase Greek indices are lowered and raised
with the acoustical metric g and its inverse g !, and not with the Minkowski
metric. We use Einstein’s summation convention in that repeated indices
are summed.

e - denotes the natural contraction between two tensors. For example, if € is a
spacetime one-form and V is a spacetime vectorfield, then & - V := &, V*.

e If& isan ¢, ,-tangent one-form (as defined in Sect.2.9), then & # denotes its
¢-dual vectorfield, where ¢ is the Riemannian metric induced on ¢; , by g.
Similarly, if & is a symmetric type ((2)) ¢, ,-tangent tensor, then £ denotes
the type (i) ¢, ,-tangent tensor formed by raising one index with ¢~! and
£ denotes the type ((2)) £ ,-tangent tensor formed by raising both indices

with g~ 1.
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12 J. Luk, J. Speck

e If V is an ¢; ,-tangent vectorfield, then V, denotes its g-dual one-form.

o If V and W are vectorfields, then Viy := VW, = gogV* wh.

e If £ is a one-form and V is a vectorfield, then &y := &, V*. We use similar
notation when contracting higher-order tensorfields against vectorfields.
For example, if & is a type () tensorfield and V and W are vectorfields,
then &y = £, VEWPE.

e Unless otherwise indicated, all quantities in our estimates that are not
explicitly under an integral are viewed as functions of the geometric coor-
dinates (z, u, ©) of Definition2.17. Unless otherwise indicated, integrands
have the functional dependence established below in Definition3.1.

e [O1, 02] = 01072 — 020 denotes the commutator of the operators Q1
and Q».

e A < B means that there exists C > 0 such that A < CB. A &~ B means
that A < Band B < A. A = O(B) means that |A| < |B|.

e The constants C and c are free to vary from line to line. These constants,
and implicit constants as well, are allowed to depend in an increasing, con-
tinuous fashion on the data-size parameters & and S; ! from Subsect. 7.1.
However, the constants can be chosen to be independent of the parameters
&, €, and ¢ whenever € and ¢ are sufficiently small relative to 1, small
relative to ! , and small relative to S*, and & is sufficiently small relative
to 1 (in the sense described in Sect.7.6).

e Constants C, are also allowed to vary from line to line, but unlike C and
¢, the C, are universal in that, as long as &, €, and ¢ are sufficiently small
relative to 1, they do not depend on &, ¢, &, §, or S; L

e A = O,(B) means that |A| < C,|B| with C, as above.

e For example, 5.2 = O(1), 2 + & + &2 = O,(1), & = O(¢), C4&2 =

O4(&), and C& = O(1). Some of these examples are non-optimal; e.g.,

we actually have &e = O, (¢).

-] and [-] respectively denote the standard floor and ceiling functions.

2.2 Caveats on citations

e Inciting [23], we sometimes adjust formulas to take into account the explicit
form of the Cartesian metric components g, and (g~ 1P stated in Defi-
nition 2.3.

e In [23], the metric components g,z were functions of a scalar function W,
as opposed to the array v (defined in Definition2.9). For this reason, we
must make minor adjustments to many of the formulas from [23] to account
for the fact that in the present article, W is an array. In all cases, our minor
adjustments can easily be verified by examining the corresponding proof
in [23].
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Shock formation in solutions 13

2.3 Formulation of the equations and the speed of sound

We consider the compressible Euler equations on the spacetime manifold

R x X, Y :=RxT, (2.1)

where the first factor of R in (2.1) corresponds to time and X corresponds to
space. We fix a standard Cartesian coordinate system {x®},—0.12 on R x X,
where x° € R is the time coordinate and (x', x?) € R x T are the spatial
coordinates. The coordinate'® x? corresponds to perturbations away from plane
symmetry. We denote the Cartesian coordinate partial derivative vectorfields
by 0y := axia' d» can be extended to a globally defined positively oriented
vectorfield on T even though x? is only locally defined. We often use the
notation 7 = x? and 9, = 9.

The compressible Euler equations are evolution equations for the velocity
v:Rx Y — R?andthe density o : Rx ¥ — [0, 00). We assume a (smooth)
barotropic equation of state

p = p(o), (2.2)

where p is the pressure. We define the speed of sound as follows:

dp

do (2.3)

Cy 1=

Physical equations of state are such thatc; > O when o > 0. We study solutions
with o > 0, which, under the above assumptions, ensures the hyperbolicity of
the system.

2.3.1 Vorticity and new state-space variables

In two spatial dimensions, the vorticity @ 1is the scalar function
w := d1v> — dpv'. We find it convenient to formulate the equations in terms
of the logarithmic density and the specific vorticity.

Definition 2.1 (New variables) Let 0 > 0 be the constant density fixed at the
beginning of the article. We define the logarithmic density p and the specific
vorticity §2 as follows:

0:=In (g) PP Uikl L 2.4)
o/ 0 exp p

16 Throughout the article, we blur the distinction between a point x% € Tand the corresponding
Cartesian coordinate function. The precise meaning of the symbol “x2” will be clear from
context.
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14 J. Luk, J. Speck

We often find it convenient to view ¢ [see (2.3)] to be a function of p:
cs = cs(p). Moreover, we set

d
¢y = cy(p) = %cs(p). (2.5)

2.3.2 Geometric tensorfields associated to the flow

Definition 2.2 (Material derivative vectorfield) We define the material
derivative vectorfield as follows relative to the Cartesian coordinates:

B = 93; + v%0,. (2.6)

Definition 2.3 (The acoustical metric and its inverse) We define the acoustical

metric g and the inverse acoustical metric'’ g~! relative to the Cartesian

coordinates as follows:

2
gi=—dt@dt+c;?) (dx* —v'dt) @ (dx* —v'dr),  (27a)
a=1
2
gl =-BR®B+cY 3,0 . (2.7b)
a=1

2.3.3 Statement of the geometric form of the equations

In the next proposition, we recall the formulation of the compressible Euler
equations derived in [18]. In deriving estimates, we will use the proposition
as well as Lemma 2.12, in which we show that the Riemann invariants obey
wave equations similar to (2.8a) and (2.8b).

Proposition 2.4 (The geometric wave-transport formulation of the com-
pressible Euler equations) Let U, denote the covariant wave operator (see
Footnote 14) of the acoustic metric g defined by (2.7a) and let L > 0 be as
defined below in (2.25). In 2D, classical solutions to the compressible Euler
equations (1.1a)—(1.1b) verify the following equations, where the Cartesian
components v, (i = 1,2), are viewed as scalar functions under covariant
differentiation:'3

uOgv" = —[ial(exp p)c; (104 2) + 2[ial(exp p) 2 (1Bv*) + n2', (2.8)

17 One can easily check that the tensor g_l defined by (2.7b) is the inverse of the tensor g
defined by (2.7a). That is, (gfl ) g =10 ﬂ"‘, where § ﬁ”‘ is the standard Kronecker delta.

18 Here, [i j]is the fully anti-symmetric symbol normalized by [12] = 1.
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Shock formation in solutions 15

ud,p = p2, (2.8b)
uBR = 0. (2.8¢)

In (2.82)—(2.8¢), 2! and 2 are the null forms relative to g, defined by
9= —(g7Hd,pdp0", (2.92)
2= —2¢;'cl(gT NP dupdpp + 2 {10 B2v? — v'd1v?} . (2.9b)

Discussion of proof Proposition2.4 was derived in [18], up to the following
three remarks: i) Here we multiplied the equations by the weight © > 0
defined in (2.25). ii) In [18], the equations were derived in 3D, in which case
the specific vorticity is a vectorfield £2¢ := (curlv)’/exp(p), (i = 1,2, 3).
In 3D, the analog of (2.8c) is transport equations for the components £2'
that feature the “vorticity stretching” inhomogeneous term £2¢9,v. This term
completely vanishes in the present context since in 2D, we have v> = 0,
930! = 0, and the vectorfield £2 is proportional to (31v% — 9,v1)03. Hence,
in this article, we view £2 to be the scalar function from (2.4). iii) In [18],
an additional term —cs_lc; (g~ hHep Bapaﬂvi appeared in the term 2' [see
(2.92)—(2.9b)] and the coefficient of the first product in 2 [see (2.92)—(2.9b)]
was —3 instead of —2. The discrepancy arises because relative to Carte-

sian coordinates, |detg| = c;é in 3D while | detg| = cs_4 in 2D; since

O f = \/Ilegl Ot (./|detg|(g_l)“/38ﬂf) this difference affects the coeffi-
cients of the semilinear terms. This is a minor point in view of Remark 2.5.
O

Remark 2.5 (Null forms) Itis critically important that 2’ and 2 are null forms
relative to g. Due to their special nonlinear structure, 1.2 and p.2 remain
uniformly small, all the way up to the shock. Thus, they do not interfere with the
singularity formation mechanisms, which are driven by the quadratic terms that
occur when one expands [J gvi and [, p relative to the Cartesian coordinates.
In the context of the present article, their special structure is captured by the
identity (2.82). In contrast, a general quadratic term pw(dv, ap) - (dv, dp) could
become large near the expected singularity and in principle could prevent the
shock formation or create a worse singularity. We refer readers to [18] for
further discussion of these issues.

2.4 Constant state background solutions, Riemann invariants, and the
array of wave variables

We will study perturbations of the following constant state solution to (2.8a)—
(2.8¢):

(p,v!, v, 2) = (0,0,0,0). (2.10)
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16 J. Luk, J. Speck

Note that a more general constant state (p, vl v?, 2) = (0, ', 92, 0), where
the v’ are constants, can be brought into the form (2.10) via a Galilean trans-
formation. Let

s =cs(p=0) (2.11)

denote the speed of sound (2.3) evaluated at the background (2.10). To simplify
various formulas, we assume!® that

G =1. (2.12)

Definition 2.6 (Riemann invariants) Let F be the solution to the ODE
d
%F(p) = ¢s(p), F(p=0)=0. (2.13)
We define R (+) as follows:

Rz = vl + F(p). (2.14)

Remark 2.7 (On the use of the terminology “Riemann invariants”) For plane
symmetric solutions, R+ are precisely the Riemann invariants. Away from
plane symmetry, R+, are no longer constant along characteristic curves, but
we will slightly abuse terminology by continuing to refer to R (+) as the Rie-
mann invariants.

Note that
p=F o1 sRm —Re-)p. v =3 (R +Ro}. (@215

where F~! is the inverse function of F. Note also that F ~! is well-defined and
smooth in a neighborhood of 0, in view of (2.12) and (2.13). We furthermore
note that the background solution (2.10) takes the form

(R4, R—y, v2, 2) = (0,0,0,0). (2.16)

19 We can always ensure the condition (2.12) by making the following changes of variables:

1

Ok . 1= 6t g:= E?g, Cs = —.

LY
i

These changes of variables leave the expressions (2.7a)—(2.7b) and the compressible Euler
equations (1.1a)—(1.1b) invariant and are such that the desired normalization ¢y(p = 0) = 1
holds.
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Shock formation in solutions 17

Remark 2.8 In the rest of the article, we will silently use the fact that v! and
p are smooth functions of R (4.

Definition 2.9 (The array v of wave variables) We define the array2’ T as
follows:

= (Yo, Vi, ¥)) := (R(+), Ry, vz) . (2.17)

2.5 The metric components and their derivatives with respect to the
solution

We often view the Cartesian metric components gqg to be (known) scalar
functions of W: gyg = gup (V). This is possible in view of (2.7a) and (2.15).
Using (2.7a) and (2.12), we have the following decomposition:

8up(W) = map + g(S’"“”)(qJ) mep = diag(—1,1,1), (2.18)

where m is the Minkowski metric and gé‘;mall)(\_l}) is a smooth function of ¥
(whose precise form is often not important for our analysis) such that

“’"“l”(\p 0) = 0. (2.19)

Definition 2.10 (\if—derivatives of gap) Fora, p=0,1,2and: =0,1,2, we
define
0

Gly(D) = ™ —gap (1),

Gup = Gap(¥) := (Ga,g(\ff), Gé,ﬁ(\f}), Giﬁ(\i)) : (2.20)

For each fixed 1 € {0, 1,2}, we think of {Gfxﬂ}a,lgzo,l,z, as the Cartesian

components of a spacetime tensorfield. Similarly, we think of { éaﬁ o, 6=0,1,2
as the Cartesian components of an array-valued spacetime tensorfield.

Definition 2.11 (Operators involving \TJ) Let Uy, Uy, V be vectorfields. We
define

N

2
VI = (VP VUL V), Gy, o VI i= Y GLUTULY VY,
1=0
(2.21)

20 Throughout, we view ¥ to be an array of scalar functions; we will not attribute any tensorial
structure to the labeling index 1 of W, besides simple contractions, denoted by ¢, corresponding
to the chain rule; see Definition2.11.
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18 J. Luk, J. Speck

We use similar notation with other differential operators in place of vectorfield
differentiation. For example, Gy, y, ¢ AY = lezo Gixﬂ Uy Uf AV, (where
A is defined in Definition 2.30).

2.6 The wave equations verified by the Riemann invariants

We will use the following wave equations when we derive estimates for R (4.

Lemma 2.12 (The wave equations verified by the Riemann invariants) The
Riemann invariants R+ verify the following covariant wave equations:

HOeR(+) = —[lal(exp p)c2 (1, £2) + 2[1al(exp p) 2 (LBv?) + o
(2.22)

where Q; are the null forms

Dy = (g7 )9, 00p0" F ¢\ (g7) P upgp £ 2¢, {10! D0 — Br0' 010} .
(2.23)

Proof Since F'(p) = ¢;(p), we have ,[F(p)] = ¢s0gp+cl (=), pdpp.
The lemma follows from straightforward computations based on this identity,
(2.8a)—(2.8b), and Definition 2.6. O

2.7 The eikonal function and related constructions

To control the solution up to the shock, we will crucially rely on an eikonal
function for the acoustical metric.

Definition 2.13 (Eikonal function) The eikonal function u solves the follow-
ing eikonal equation initial value problem:

(e )P ouudgu =0, du>0, ulg, =ul—o=1-—x'. (224

We have adapted u|x, to the approximate plane symmetry of the solutions that
we will study.

Definition 2.14 (Inverse foliation density) The inverse foliation density L is:

-1

= - 2.25
N e Dy aarogu (229

1/u measures the density of the level sets of u relative to the constant-time
hypersurfaces ;. For the data that we will consider, we have u|x, ~ 1. When
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Shock formation in solutions 19

Fig.2 The spacetime region and various subsets. The (unlabeled and uncolored) flat front and
back surfaces should be identified

u vanishes, the level sets of u intersect and, as it turns out, maxXy=0,1,2 |9 |
and maxy—o,1,2 [0 R (4)], blow up.
We now let

Uo € (0, 1] (2.26)

be a parameter, fixed until Theorem 15.1. We will study the solution in a
spacetime region of eikonal function width Uy.

Definition 2.15 (Subsets of spacetime) For 0 < t' and 0 < u < Uy, we define
(see Fig.2):

Sy o={t,x", x) eRxRxT|t =1}, (2.27a)
S4 o=, x ) eRXRx T |1 =1, 0<ut,x',x?) <u'}, (2.27b)
Pyi={t,x",x>) e Rx Rx T |u(t,x", x> =ul, (2.27¢)

Plo={t,x ) eRxRXT|0<r<¢, ult,x',x?) =u'}, (227d)

brw i =PLNEY = {(t,x', x> e RxRx T |r=r, u(t,x", x> =u'},
(2.27¢)

My = Upero.P! N{(t,x", x) eRxRxT|0<t <t} (227

We refer to the ¥, and X} as “constant time slices,” the P, and P} as

“null hyperplanes,” “null hypersurfaces,” “characteristics,” or “acoustic char-

99 ¢
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20 J. Luk, J. Speck

acteristics,” and the ¢, , as “tori.” Note that M, , is “open-at-the-top” by
construction.
We now construct a local coordinate function on the tori ¢; .

Definition 2.16 (Geometric torus coordinate) We define the geometric torus
coordinate”! ¥ to be the solution to the following transport equation:

(g™ qudgy =0, s, = x2. (2.28)

Definition 2.17 (Geometric coordinates and partial derivatives) We refer to
(t,u, V) as the geometric coordinates, where ¢ is the Cartesian time coor-
dinate. We denote the corresponding geometric coordinate partial derivative

a 0 0
vectorfields2? byi{—, —,0:=—1t.
dt du a0

Definition 2.18 (Change of variables map) We define Y : [0, T') x [0, Up] x
T - Mruy,, Y, ud) = (t, x!, x2), to be the change of variables map
from geometric to Cartesian coordinates.

2.8 Important vectorfields, the rescaled frame, and the non-rescaled
frame

We start by defining the (negative) gradient vectorfield associated to the eikonal
function:

LiGeg = —(87 )" Ogut. (2.29)
It is easy to see that L(Geo) 1S future-directed,? and g-null, that is, that

8(L(Geo)s L(Geo)) = gaﬂL‘("Geo)LfGeo) =0. (2.30)

Moreover, L(Geo) 1s geodesic: QL(Gw)L(Gw) = 0, where & denotes the Levi—
Civita connection of g. Since the one-form dyu is co-normal to P,,, it follows
that L (Geo) 1s g-orthogonal to P,. Hence, the P, have null normals, which is
why they are known as null hypersurfaces.

21 Throughout the article, we blur the distinction between a point ¥ € {;; and the corre-
sponding coordinate function . The precise meaning of the symbol “¥” will be clear from
context.

2 09is positively oriented and globally defined even though ¢ is only locally defined along
Liu-

23 Here and throughout, a vectorfield V is defined to be “future-directed” if its Cartesian
component vO0is positive.
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Shock formation in solutions 21

Our analysis will show that the Cartesian components of LG,y blow up
when the shock forms. For this reason, we work with a rescaled version of
L (Geoy that we denote by L. Our proof reveals that the Cartesian components
of L remain near those of L(rjqr) := 0; + 01, all the way up to the shock.

Definition 2.19 (Rescaled null vectorfield) We define
L := U»L(Geo)- (2.31)
Note that L is g-null since L (G0 is. We also note that LY = 0 by (2.28).

Definition 2.20 (X and X ). We define X to be the unique vectorfield that is
3;-tangent, g-orthogonal to the ¢; ,, and normalized by

g(L,X)=—1 (2.32)

We define

v

X = pX. (2.33)
We use the following two vectorfield frames in our analysis.

Definition 2.21 (Two frames) We define the following two frames (see2*
Fig. 1):

{L, X, ®} (Rescaled frame), {L, X, ®} (Non-rescaled frame). (2.34)

Lemma 2.22 (Basic properties of X, X, L, and B) The following identities
hold:

9

Lu=0Lt=1"=1, Xu=1 Xtr=Xx"=0, (2.35)
gX.X)=1, gX.X)=p), L. X)=-1, gL, X)=—pu

(2.36)
Moreover, relative to the geometric coordinates, we have
L=2 =2 g2 0 (2.37)
TS T ou du ’ '

where E = £O and &, is a scalar function.

24 Here we note that the vectorfield © is parallel to the vectorfield Y depicted in Fig. 1.
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22 J. Luk, J. Speck

The vectorfield B [see (2.6)] is future-directed, g-orthogonal to ¥;, and is
normalized by

g(B,B) = —1. (2.38)
In addition, relative to Cartesian coordinates, we have (forv =0, 1, 2):

BY = —(g~Hov. (2.39)
Moreover, we have

B=L+X. (2.40)

Finally, the following identities® hold relative to the Cartesian coordinates
(forv=0,1,2):

X,=-L,—-8" X'=—-L"— (g Ho. (2.41)
Proof The identity (2.39) follows trivially from (2.7b). The remaining state-

ments in the lemmas were proved in [23, Lemma 2.1], where the vectorfield
“B” was denoted by “N”. O

2.9 Projection tensorfields, é( Frame), and projected Lie derivatives

Definition 2.23 (Projection tensorfields) We define the X; projection tensor-
field*® IT and the ¢, ,, projection tensorfield I relative to Cartesian coordinates
as follows:

ot:=st+B,B* =5/ —86°L" —50x*, (2.42a)
MM =681+ X, L* + L,(L* + X"
=81 —80LH 4+ L, X" (2.42b)

In (2.42a)—(2.42b), 8,/ is the standard Kronecker delta, and the second equal-
ities follow from (2.39)—(2.41).

Definition 2.24 (Projections of tensorfields) Given any type (") spacetime
tensorfield &, we define its X; projection I1¢ and its ¢; , projection JI& as
follows:

25 Throughout 8, is the standard Kronecker delta.
26 1n (2.42a), we have corrected a sign error that occurred in [23, Definition 2.8].
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e n Mm v Vn v o
@& = gt g PO T g 5 (2.432)
(Mg)glllf;m = ]7['1,1”1' ... ]7[}%;’" ]7[‘)‘;1 ... Mvinéé’tll'ﬁl:m (2.43b)

We say that a spacetime tensorfield & is X;-tangent (respectively ¢, ,-tangent)
if [1¢ = & (respectively if 1§ = &). Alternatively, we say that & is a X, tensor
(respectively ¢; , tensor).

Definition 2.25 (¢;, projection notation) If & is a spacetime tensor, then
£ =1JL.

If £ is a symmetric type (g) spacetime tensor and V is a spacetime vector-
field, then &, := J1(§y), where &y is the spacetime one-form with Cartesian
components &,, V%, (v =0, 1, 2).

Throughout, Ly & denotes the Lie derivative of the tensorfield £ with respect
to the vectorfield V. We often use the Lie bracket notation [V, W] := Ly W
when V and W are vectorfields.

Definition 2.26 (X;- and ¢, ,-projected Lie derivatives) If & is a tensorfield
and V is a vectorfield, we define the X;-projected Lie derivative £y,& and the
£; y-projected Lie derivative £y & as follows:

Lyt :=TLyE, Ly :==TLyE. (2.44)

Definition 2.27 (Components of G relative to the non-rescaled frame) We
define

é(Frame) = {éLL» Grx.Gxx. G .Gy . @} (2.45)

where G o is defined in (2.20).

Our convention is that derivatives of é( Frame) form a new array con-
sisting of the differentiated components. For example, £; G (Frame) =

(LG LGy, 1@}, where L(Grr) = {L(G))). LG,
LG} LGy ) = {£0(FD. LG £1(FD] . ete.

2.10 First and second fundamental forms, covariant differential
operators, and the geometric torus differential

Definition 2.28 (First fundamental forms) Let I1 and Il be as in Defini-
tion 2.25. We define the first fundamental form g of X; and the first fundamental
form ¢ of ¢, , as follows:
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24 J. Luk, J. Speck

g :=1Ig, 4 :=Ng. (2.46)

We define the inverse first fundamental forms by raising the indices with
g~!:
gD = (g7 T g e T = (7D (™) P dup.
(2.47)

g is the Riemannian metric on %, induced by g while ¢ is the Riemannian
metricon ¢; , induced by g. Simple calculations imply that (g_l)’w‘ 8,, = Jifly

and (gfl);wzgm) = VIUM'

Remark 2.29 Because the ¢; , are one-dimensional manifolds, it follows that
symmetric type (g) {; 4-tangent tensorfields & satisfy & = (try§)g, where
tryé = ¢~ ! - £. This basic fact simplifies some of our formulas compared to
the case of higher space dimensions. In the remainder of the article, we often
use this fact without explicitly mentioning it.

Definition 2.30 (Differential operators associated to the metrics)

e Z denotes the Levi—Civita connection of the acoustical metric g.

e ¥ denotes the Levi—Civita connection of g.

o If £ is an {;,-tangent one-form, then dif§é is the scalar function
diws =g~ - VE.

e Similarly, if V isan ¢; ,-tangent vectorfield, thendiy V := ¢~ 1YV, where
Vj is the one-form g-dual to V.

e If & is a symmetric type (g) £; ,-tangent tensorfield, then diy& is the ¢; ;-
tangent one-form di¥& := g~! - W&, where the two contraction indices in
Y& correspond to the operator ¥ and the first index of .

o A := g~ Y2 denotes the covariant Laplacian corresponding to g.

Definition 2.31 (Geometric torus differential) If f is a scalar function on ¢; ,,
thend f := Vf =P f, where Z f is the gradient one-form associated to f.

Definition 2.32 (Second fundamental forms) We define the second fundamen-
tal form k of X, and the null second fundamental form x of ¢; ,, as follows:

1 1
k= EQB& X = §¢Lg. (2.48)

2.11 Pointwise norms

We always measure the magnitude of ¢; , tensors using &.
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Definition 2.33 (Pointwise norms) For any type (') £, , tensor &),'", we

define

81 i= it B (T - (gl T T (0.49)

2.12 Quantities associated to the metrics

Definition 2.34 (The metric component v) We define the function v > 0 by
v? = g(0,0) = ¢(0, 0). (2.50)

Lemma 2.35 [23, Corollary 2.6; The geometric volume form factors of g and
g1 The following identities are verified by g and g:

|detg| = u?v?, detg| vy = wo?, (2.51)

where detg is taken relative to the geometric coordinates (t, u, ¥) and detg| 50
- t

is taken relative to the geometric coordinates (u, ) induced on Z,U 0,

2.13 Commutation vectorfields

To derive estimates for the solution’s higher derivatives, we commute the equa-
tions with the elements of {L, X , Y}, where Y is the ¢; ,-tangent vectorfield
given in the next definition. Although Y is parallel to ®, we use Y rather than
©® because commuting © through [, seems to produce error terms that are
uncontrollable in that they lose a derivative.

Definition 2.36 (The vectorfields Y riar) and Y) Let Il be as in (2.42b). We
define the Cartesian components of the X;-tangent vectorfields ¥ (r;q) and Y
as follows (i = 1, 2):

Yirtar) = 8 Y= Y (g = T (2.52)

Definition 2.37 (Commutation vectorfields) We define the commutation set
% and the P, -tangent commutation set & as follows:

% :={L,X,Y}, P = {L,Y)}. (2.53)
The Cartesian spatial components of L, X, and Y deviate from their flat

values by a small amount that we denote by LéSmall)’ XéSmall)’ and Y(iSmall)'
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Definition 2.38 (Perturbed part of various vectorfields) For i = 1,2, we
define the following scalar functions:

Ll(Small) =L"—é,

X(smainy = X' + 81,

Y(’Small) =Y -4, (2.54)
where 83 is the standard Kronecker delta.
Lemma 2.39 (Identity connecting LéSmall)’ XéSmall)’ and v') We have

Xismaity = —Lismany + V" (2.55)

Proof (2.55) follows from (2.41), (2.54), and the identity (g~ = —v [see
(2.6) and (2.7b)]. O

Lemma 2.40 [23, Lemma 2.8; Decomposition of Y(r4r)] We have
Yipan =Y + X', Y{smary = —y X", (2.56)
where the scalar function®’ y verifies
y = 8WY(Fian, X) = gabY(aFla,)Xb =g X" = cs_zX(ZSma”). (2.57)
2.14 Deformation tensors and basic vectorfield commutator properties
Definition 2.41 (Deformation tensor of a vectorfield V) If V is a spacetime

vectorfield, then its deformation tensor (V)7 (relative to g) is the symmetric
type (g) tensorfield

(V)ﬂaﬂ = LVgo{ﬂ =9, V/g + 9,3 Va, (2.58)

where the second equality follows from the torsion-free property of Z.

Lemma 2.42 (Basic vectorfield commutator properties) The vectorfields
[L,X][L,Y], and[X, Y] are{; ,-tangent, and the following identities hold:

V1 (X)) (L) (V) v _ (V)
(L, X]=""#] = J,f;(, [L,Y]=""#7, [X,Y] = J,f)v(.
(2.59)

27 The function denoted by “y” here was denoted by “p” in [23]. Moreover, in the last term in
Eq. (2.57), we have corrected a sign error that occurred in [23, Equation (2.55)].
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In addition, we have
[WB. L] = —(LwL + Pt
[uB. Y] = —(YiL + u" ] + . (2.60)

Furthermore, if Z € %, then

L8="D% L4 =—Df" 2.61)

Finally, if V is an £; ,-tangent vectorfield, then
[L,V]and [}2, V1are £, — tangent. (2.62)

Proof All statements were proved in [23, Lemma 2.9] and [23, Lemma 2.18]
except for (2.60), which is a straightforward consequence of (2.40) and (2.59).
O

Lemma 2.43 [23, Lemma 2.10; L, X, Y commute with ] If V € {L, X, Y}
and f is a scalar function, then

Lydf =dVf. (2.63)

2.15 Transport equations for the eikonal function quantities

The next lemma provides transport the equations that, in conjunction with
(2.75a), we use to estimate the eikonal function quantities L, L’(S mall)’ and
tryX below top order. For top-order estimates, we use the modified quantities
of Sect. 6.

Lemma 2.44 [23, Lemma 2.12; The transport equations verified by p and
Ll( Smal l)] The following transport equations hold:

1 = ~ = 1 - - - -
L},LZEGLLOX‘-IJ—E},LGLLOLIIJ—},LGL)(OL\I—’, (2.64)
, 1 - o , S # N . 1> N .
LLigpany = 5Grr @ (LX' = G o (LY) - dx' + 2Grp o0 @) - dx'.

(2.65)

2.16 Calculations connected to the failure of the null condition

Many important estimates are tied to the coefficients G L. In the next two
lemmas, we derive expressions for Gz and %G L1 ¢ XWV. This presence of the
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28 J. Luk, J. Speck

latter term on RHS (2.64) is tied to the failure of Klainerman’s null condition
[13] and thus one expects that the product must be non-zero for shocks to form;
this is explained in more detail in the survey article [11] in a slightly different
context.

Lemma 2.45 (Formula for G ;) Let Gfxﬁ be as in Definition2.10. Then we

have
G%L =— c +C_2X1
GILL =c, c +c_2X1
G2, =2c72(v* = L?) = 2¢;2 X2 (2.66)

Proof Viewing the gqp as functions of p, v!, and v?, we use (2.7a), Defini-
tions2.10 and 2.11, the fact that LY = 1, (2.41), and the identity L’ + X' = v’

[see (2.6) and (2.40)] to compute that fori = 1, 2, we have (%gaﬁ) LYLP =
7201 (L0)? = 2¢72LO0LT = 2¢72(v! — L) = 2¢72X". Next, we claim that
(3—pga/3) LYLP = —2¢;!cl. To see this, we note that since gugL*LP = 0,

it suffices to prove (aa—p(cfgalg)) LYLP = —2¢ycy. Since, among the com-

ponents {cf,go,ﬂ Ja,5=0,1,2, only Cfgoo = —c? depends on p [see (2.7a)], the
desired identity is a simple consequence of the fact that L = 1.In view of Def-
inition 2.9, the desired identities (2.66) now follow from these calculations and

) . N 9 _of 9 of
the chain rule identities 5 5 f =csm— Ry ~ TR and 575 f = dR(+) + RO

which follow easily from Definition2.6. O

Lemma 2.46 (Formula for 1G 11 o X W) For solutions to (1.1a)~(1.1b), we
have

B . > 1 © v
GrooX¥=—3ci e +1) {XR(+) - XR(_)}

| =

1
—Eucs_zXl [LR) + LRy} — ue; 2 X? Ly, (2.67)

Proof From the chain rule and the proof of Lemma 2.45, we deduce

1= .
5GL o XU = —(Xg g)LYLP
1 9 .1 9 .
=—|— LYLPXp+ =8, | — LYLP X2
) (apgaﬂ> p+ 5 ab (ava gaﬂ) v
= —c ' Xp+ e 28X X 0P, (2.68)
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where 8,5 denotes the Kronecker delta. Contracting (1.1b) against §;; X/ =
ué;j X J and using the identity B = L + X [see (2.40)], we deduce
Sap X XvP = —cz)v(p — U84 X Lv®. Multiplying this equation by c_2 nd
using the resultmg identity to substitute for the last product on RHS (2. 68) we
find that —GLL o XU = { s_l !+ 1} Xp — ey 28,5 X L. Next, using
(2.13) and (2.15), we deduce the identity Xp = L¢7! { XR4) — XR(_)}.

Using this identity to substitute for the factor Xp in the previous expression,
and using (2.15) to express Lv! = % {LR ) + LR}, we arrive at (2.67).
]

Note that for the equation of state p = Cyp — C; exp( -p) of a Chaplygin
gas, we have c_l *+1 = 0. For such a gas, the product 1G 1LoX ¥ does not

depend on the solutlon s X derivatives and therefore, our main shock formation
results do not apply.?

2.17 Deformation tensor expressions

In this subsection, we provide expressions for the frame components of the
deformation tensors of the commutation vectorfields. We start with the follow-
ing lemma, in which we decompose two tensorfields into singular and regular
pieces.

Lemma 2.47 [23, Lemma 2.13; Decompositions of some ¢; , tensorfields
into p~!-singular and w~'-regular pieces] Let  be the £ y-tangent one-form
defined by

(o :=8(ZoL,X) =n 'g(ZoL, X). (2.69)

Then with k the second fundamental form of X, defined in (2.48), we can
decompose ¥ and ( into W~ '-singular and W' -regular pieces as follows:

¢ = u—lc(Trans—\fJ) n C(Tan—\fi)’ ¥ = u—lk(Trans—\f/)_Fk(Tan—\f/)’
(2.70)

28 Even in the plane symmetric case, it is not known if shocks form in the Chaplygin gas
case. (It is, however, known that the Chaplygin gas does not form shocks for small data with
plane symmetry; see [17].) For the Chaplygin gas, only a very different type of singularity
(where in particular the density itself blows up) is known to form [14]. Moreover, in the case
of the Chaplygin gas without vorticity, the wave Eqs. (2.8a)—(2.8b) satisfy Klainerman’s null
condition. While it is not directly related to the solution regime that we study here, we also
point out that for an irrotational Chaplygin gas, small-data (that is, a small perturbation of
a non-vacuum constant state) global existence is known [16] when the data are given on the
Cauchy hypersurface R2. We also note (see [8, Section 2.2]) that the equation for the irrotational
Chaplygin gas is equivalent to the equation satisfied by the graph of a timelike minimal surface
in a flat ambient Lorentzian spacetime, which was treated in [16].
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where
C(Trans—\f/) = _% -)L o )?\_I}, k(Trans—‘f/) = %@ o )V(\_I}, (2.71a)
T (T SO -
C(Tan—\l—’) - §$X o LY — EGLX Qd\l] — EGXX Od\lj, (271b)
__, 1_) N 1_, > - 1 > O 5
k(T“” W) = EGOL\I’ — §$L QdV — Edqj ® $L
1—> < - 1 - O -

- EGX ® d\IJ - Edqj X GX . (2'710)

In (2.71c¢), @L é ql\il = 212:0 G; ® dV,, and similarly for the other terms
<

involving Q.

Lemma 2.48 [23, Lemma 2.18; The frame components of “)77] The following
identities are verified by the deformation tensors (see Definition2.41) of the
elements of % (see Definition2.37):

®rr =0, Prg, =2Xp, P, =-Xp, (2.72a)
(X)#L — —¢H _ ZC(Trans—\i') _ 2uC(Tan—‘Il)’ ()v()#;( =0, (2.72b)
(X)n; — _2utrgxg + 2k (Trans—WY) + 2uk (Tan—\IJ), (2.72¢)
(L)nLL =0, (L)n)?x =2Lu, (L)T[L)“( =—Lu, (2.73a)
(L)77"L =0, (L)#)? = du+ ZC(Trans—‘IJ) + ZHC(Tan—\_I})’ (2.73b)

Byt = 2tryxg, (2.73¢c)

Orpp =0, g =2vp,  On, o =-vyp, (2.74a)

1 - - - -
Wt = —tryx ¥, + E(Q; Y)o LWV + yGy o LW
1 hud - - - 1 - -
+§($L Y)odV —yGrx od¥ — EyGXX od¥, (2.74b)
- - 1 - -
WMt = utrgXYs + ydu + yGy o XW — F1yGxx o g

1 - - - - - -

—Eu(¢-Y)<>L\If + W@y - Y)odV + u(@y - Y)odW,
(2.74¢)

D = 2yt + 3G V) @ ¥+ g¥ S G 1) — G o LT

+)’@L é¢‘i’+)’¢‘f’§’¢L +)’@X é’d‘i"i‘)@‘i’ééx-
(2.74d)
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In (2.744d), @L é d\f! = 212:0 G, ® dV,, and similarly for the other terms
<&

involving Q.

2.18 Useful expressions for the null second fundamental form

Lemma 2.49 [23, Lemma 2.15; Identities involving x| Let x be the {; ,, tensor-
field defined in (2.48) and let v be the metric component from Definition?2.34.
We have the following identities:

_ 4 1 ., = -
tryX = 8ab g = {(¢L )®¢xb} +§g ! -Go LW, (2.75a)
Llnv = tryx. (2.75b)

2.19 Decompositions of differential operators

We start by decomposing pl] 2() relative to the rescaled frame. The factor of
u is important for our analysis.

Proposition 2.50 [23, Proposition 2.16; Frame decomposition of p[] 2(9) f1
Let f be a scalar function. Then pull 2(9) f can be expressed in either of the
following two forms:

“Dg(‘f’)f = —L(uLf +2Xf) + upAf — trgx)?f — utrgk Lf — 2uct - df,

(2.76a)
= —(uL +2X)(Lf) + A f — tyxX f — (LWLf +2pl* - df
+2(d* ) - df. (2.76b)

Lemma 2.51 (Expression for 9, in terms of geometric vectorfields) We have

ga0Y* 8aiY?
0, =L — LHX ———1Y, 0;,= XHX —— Y.
t (8a0L™) X + (ngYCYd> i (8ai X)X + (gchCYd

(2.77)

Proof We expand 0; = o;X + [3;Y for scalars «; and f3;. Taking the
g-inner product of each side with respect to X, we obtain
o = g(X,8) = gapX8" = gqi X®. Similarly, B;gcaYY? = g4 Y*. Using
these identities to substitute for «; and [3;, we conclude the second identity in
(2.77). The identity for 9; follows similarly with the help of (2.41). O

We now express the products on RHSs (2.8a) and (2.22) involving 9,2 in
terms of P,-tangent geometric derivatives of £2.
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Corollary 2.52 (Decomposition of the specific vorticity derivatives
in Egs. (2.8a) and (2.22)) We have the following identity for the first prod-
uct on RHSs (2.8a) and (2.22):

—[ial(exp p)c (13, $2) = lialu(exp p)c2(gap X)L $2

b
— [ia]u(exp p)c? ( ) Y.  (2.78)

8ed chd

Proof We first use the formula (2.77) to express the factor 9,2 on LHS (2.78)
in terms of X £2 and Y £2. We then use (2.8c) and (2.40) to replace X £2 with
—LS2. O

2.20 Arrays of fundamental unknowns and schematic notation

In Lemma 2.56, we show that many scalar functions and tensorfields that we
have introduced depend on just a handful of more fundamental functions and
tensorfields. This simplifies various aspects of our analysis. Before proceeding,
we introduce some convenient shorthand notation that we use throughout the
rest of the paper.

Definition 2.53 (Shorthand notation for the uriknowns) We define the follow-
ing arrays 'y and vy of scalar functions, where W is as in Definition2.9:

(3 71 2 (4 1 2
Y= <‘I” L (smairy: L(Small)) ; Y= <‘1” =1 Lisman) L(Small)) :
(2.79)

Remark 2.54 (Schematic functional dependence) Throughout,

(1), @), - - -, §am)) schematically denotes an expression (often tensorial and
involving contractions) that depends smoothly on the ¢, ,-tangent tensorfields
§1),§0), .-, &m). In general, we have £(0) # 0. We sometimes use the nota-
tion dx := (dx', dx?) in our schematic depictions.

Remark 2.55 (The meaning of the symbol P) Throughout, P schematically
denotes a differential operator that is tangent to the P,, such as L, Y, or ¢. For
example, Pf might denote  f or Lf. We use such notation when the details
of P are not important.
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Lemma 2.56 (Schematic structure of various tensorfields) We have the fol-
lowing schematic relations for scalar functions:

gap (&N, (@D, dop, (87N, Gl TS LY, X, Y, 0 = £(y),
(2.80a)

G, Glx, Gxx =1(y),
(2.80b)

(Small)
8o s Yismaity X (smaiy> Y = FOV)Y,

(2.80c¢)

* =1(y).
(2.80d)

Moreover, we have the following schematic relations for £, ,-tangent tensor-

fields:

4.6, Gx . G = f(y. d3), Y =f(y. ¢~ 1, d¥),
(2.81a)
Z'(Tan—\il)7k(7"an—\fl) = f(y, d¥) P, &(Trans—\fl)’ k(Tmns—@) = f(y, d¥) XV,
(2.81b)
X = f(y. d%) Py, tryx = f(y. ¢~ d¥) Py.
(2.81c)

Finally, the w-multiplied null forms 2!, 2, and gi [see (2.92)—(2.9b) and
(2.23)] have the following structure:

w2, 12, u2y = f(y, XV, PU)PU. (2.82)

Proof Except for (2.82) and the simple relation ¢; = f(y), the desired rela-
tions were proved as [23, Lemma 2.19]. The identity (2.82) for the terms

S_l /(g_l)“ﬂ dypdgp and — (g~ lyap Bapalgv are 51mple consequences of the
identity g7 = ~-L®L - L®X — X®L—|— YﬂybY®Y(whlch 1s easy
to verify) and the other schematic relations prov1ded by the lemma. To handle
the remaining term 91v!9v2 — 9,v!91v2, we use (2.77) to write 91 and 9, in
terms of X and Y. In view of the antisymmetry of the expression in v! and v?,
we see that the terms proportional to (Xv') Xv? cancel. Multiplying by p and
using the other schematic relations provided by the lemma, we conclude that
the quadratic term under consideration is of the form RHS (2.82). O
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2.21 Geometric decompositions involving Y

The following two lemmas are easy consequences of the one-dimensional
nature of the ¢, ,; we omit the simple proofs.

Lemma 2.57 (Formula for g—l in terms of Y) Let Y be the {; ,-tangent
vectorfield from Definition 2.36. We have the following identity:

B 1
-~ g(Y,Y)

' Y®Y. (2.83)

Lemma 2.58 (£§in terms of tryé) We have the following identity, valid for
symmetric type ((2)) L., tensorfields &:

& try&Y, ® V5. (2.84)

s Y)
The next lemma complements the previous two.

Lemma 2.59 (Aand ¥Z2in terms of Y derivatives) If f is a scalar function, then

1 1
AfZWYYf—m{Ylng(Y, }YY, (2.852)
1 1
= (YY), ®@Y,————— (Y Ing(Y,V)} (Y)Y, ® V,.
Wf {g(Y,Y)}Z( f) b Q Yy 2{g(Y,Y)}2{ ng( P )}( f) b ® Yy

(2.85b)

Proof Using (2.83) we deduce Af = ﬁyyf — g(Y—{Y)(WYY) df.
Since ¥yY is ¢;,-tangent, there exists a scalar function M such that
MY = ¥yY. Taking the inner product of this identity with Y, we obtain
Mg(Y,Y) = ¢(VyY.Y) = 5¥Wy {#(Y.Y)} = 3Y {g(¥., V)}. Solving for M
and substituting into the above identity for A f, we conclude (2.85a).
Equation (2.85b) then follows from (2.85a) and the identity (2.84) with

2
E§=yr. O
3 Length, area, and volume forms, and energy-null flux identities
In this section, we first define geometric integration forms and corresponding
integrals. We then construct energies and null fluxes, exhibit their basic coer-

cive properties, and derive the fundamental energy-null flux identities that we
use to derive a priori L?-type estimates.
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3.1 Geometric length, area, and volume forms and related integrals

We define our geometric integrals in terms of length, area, and volume forms
that remain non-degenerate relative to the geometric coordinates throughout
the evolution (i.e., all the way up to the shock).

Definition 3.1 (Geometric forms and related integrals) With v as in Defini-
tion 2.34, we define the length form dAy on ¢, ,, the area form dz on X}, the
area form d@w on 73;, and the volume form dw on M; , as follows (relative
to the geometric coordinates):

dAy = dNy(t,u, V) :=v(t, u, %) dv,

do =do(t,u',?) = dAgy(t, u', 9)du',

do =dw (', u,9) = dAg(t', u, 9)dt’,

do =do ', u',¥) == dN\g(t',u', 9)du'dt’. (3.1)

Most of the integrals that we encounter are with respect to the above forms.
For example, f&u fdNg = [y p ft,u,9)v(t, u,9)dd and
Jpo AT = [ o [yer & u, @) v(t',u, #)d¥dr’. 1t is understood that
unless we explicitly indicate otherwise, all integrals are defined with respect
to the forms of Definition3.1.

3.2 The definitions of the energies and null fluxes

Definition 3.2 (Energies and null fluxes) In terms of the geometric forms
of Definition3.1, we define the energy functional E("¥)[.] and null flux
functional F(Wave)[.] as follows:

EWavO 1w (z, u)
1 o o 1
= / {5(1+2u)u(L‘I’)2+2u(L‘I’)X‘I/+2(XlI')2+z(l+2u)uId‘l’lz} dw,
i
(3.2a)

FOVave) () 7, u) ::/ {1+ W@ + 1 lg¥ P} d.  (3.2b)
P

We define the energy functional E¢Vo")[.] and null flux functional F(Vr)[.]
as follows:

EVOrO[Q](t, u) = f

w2’dw, FYQru) = | 2%dm.
=

P
(3.3)
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3.3 The main energy-null flux identities for wave and transport
equations

See Fig.2 on p.14 for a picture of the regions of integration that we use when
deriving energy estimates.

3.3.1 Energy-null flux identities for the wave equations

Proposition 3.3 [23, Proposition 3.5; Fundamental energy-null flux identity
for the wave equation] For solutions f to ulJ 2(9) f = T, we have the following
identity:

EYCOLL1 ) + FYCOLL1 w) = EVCOLF10, w) + FYILf1, 0)
- / {a+2mwn +2% £} 5o
Miu

+ / D[ fldew. (3.4)
M
Furthermore, with 74 := max{z, 0} and z— := max{—z, 0}, we have
1 5
DB ==Ll df P+ Y DPlf], (3.5)
i=1
where®®
(T)(B(l)[f] — (Lf)2 {*%Lu‘l’ XH* %Htrgx _ trgk(Tranxf\I/) _ utrgk(Tan—\I/)} ,
(3.62)
Dy f1 1= ~LHE ) firgx + 2l T 4 2y oD |
(3.6b)
D11 = wld P {;“”* + 2 2L = S g TP mrgw'"@)} ,
(3.6¢)
D)1 = LG - { (1 =2+ 2T 120 Tor=D],
(3.6d)
DP[f1:= =2X @ ) - {du+20T7 =9 4 2 Tor=9}
(3.6¢)

29 The symbol “T” in (3.5) and (3.62)—(3.6¢) signifies that the energy-null flux identity (3.4)
can be derived with the help of the multiplier vectorfield 7 := (1 4+ 2p)L + 2X, as is shown
by the proof of [23, Proposition 3.5].
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3.3.2 Energy-null flux identities for transport equations

Lemma 3.4 [23, Lemma 4.3; Spacetime divergence formula] Let ¢ be a

spacetime vectorfield. Let w ¢ = —u f1L — 4L — /L)v( + u_ g be
its decomposition relative to the rescaled frame, where 71 = %L,

Iy = FKe, and f = ¢ Then

Wy I = —L(w 71) — L(Z3) — X(_71)
+difp(u ) — utgf 71 — tyx . (3.7)

Proposition 3.5 (Energy-null flux identity for the specific vorticity) For scalar
functions §2 verifying uBS2 = §, we have the following identity:

E(Vort)[ﬂ](t, u) + ]F(VO”)[,Q](t, u) = E(VU”)[_Q](O, u) + F(Vort)[g](t’ 0)
+2 RFdo

+/ {Lu+ ptgg } 2% do.
My

(3.8)

Proof We define J = 22B = Q2L + £2%X and note that J; = —£72,
Jx = Jo = 0. Thus, using Lemma 3.4 and the transport equation uB 2 = §,
we compute that pZ,J% = (Lu)R2? + utrgf 2% + 202F. Next, using

the identities L = % and X = 3% — E [see (2.37)] and the relations
Jp = —02% Jx = Jo = 0 mentioned above, we compute the follow-
ing decomposition: J = J’% + J”% + J90O, where J! = 2 and
J4 = pfl.Qz. Next, we note the following formula, which follows from

the standard identity for the divergence of a vectorfield expressed relative to
the geometric coordinate frame and from the formula (2.51), which implies
that |detg|!'/? = pu (where the determinant is taken relative to the geo-
metric coordinates): pv%,J% = % (uv]’) + % (puJd*) + % (ou(”)).
Integrating this identity over M, , with respect to dddu’dt’ and refer-
ring to Definition3.1, we obtain fM; . ({Lu + p.trgk} 2+ 293) do =
Jimo im0 Syer {37 (w02%) + 30 (v42%) + 55 (wvJ®)} dddu'dr’. From
this identity, definition (3.3), Fubini’s theorem, and the identity
[ser % (1vJ®) d¥ = 0, we conclude the desired identity (3.8). o

3.4 Additional integration by parts identities

We record the following lemma.

@ Springer



38 J. Luk, J. Speck

Lemma 3.6 [23, Lemma 3.6; Identities connected to integration by parts] The
following identities hold for scalar functions f:

3
a_/ fdxng {Lf +tyxf} dAy,
I Jeg i

KA fdrg = / {Xf + %trg@yff} d)g. (3.9)
et,u

ou Jy,,

In addition, the following integration by parts identity holds for scalar
functions V and 1 (see Sect. 5.2 regarding the vectorfield operator notation):

/ 1+ 20X W)L ZN =) yndo
Mo
:/M (1 4+ 20X W)Y ZV =) Lndo
- /E 1+ 2Ry 2= e do
+/ (1 + 20X W)Y ZV = do
i
—I—/ Errorl[,@ka;quJ;n]dw—l—/ Errorz[ﬁf,fv‘il\ll;n]dw
Ml,u E;l
—/ Error,[ 2V =1 1] dw, (3.10)
%5
where
Error; [ 2V ='W ] := 2(Lw (X W) (¥ 2V ="w)n
+(1 4 2WLX W) (r ="
+(1 + 20XV g2V ="
(1 + 2w (X W)tryx (Y 2N =1

F2(Y (X W) (2N ="w)Ln
+(1 + 2w (Y X W) (2 =" Ly

1 y -
+50+ 2w (X W)ty V(2N =)L

F2ALY WX W)(ZY ="
F2(Y (LX) (2 ="
F2(Y W (X W)X (2 ="
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HLW X W)ty V(2N =")n
+(1 4 2w LY X W) (2N =)
+(1 42w (X W) (Y trgy) (2 ="wm
+(1 42w (Y X W) tryx (2N =1w)n

+%(1 + 2 (LX W)ty V(2N = w)m
+(1 + 2w (X W) (dip V(2 N=lwn
+%(1 + 2 (X W) trgxtry V(2N =1,
(3.11a)
Error,[ 2 =1wim] = —2(Y i (X w) (2 ="w)n
—(1 42w (Y XW)(ZN:=luyn

—%(1+2u)()u(\ll)trg(y)7f(%]v;§1\1’)n_ (3.11b)

4 The commutator of the covariant wave operator and a commutator
vectorfield

In the next proposition, we provide expressions for the commutator terms
[HDg((p), Z].

Proposition 4.1 (The structure of the inhomogeneous terms in the commuted
wave equation) Let W be a scalar function, let Z € Z (see Definition2.37),
and set trg(z)rr = (g_l)“ﬁ(z)naﬂ. Then3©

1

1
+Z(u0, W) + Etrg(z)yf(u[l 2y Y)- 4.1)

In addition, the first term on RHS (4.1) can be decomposed as follows:

1
V7 {(Z)n“ﬁ@fg\b - Etrg(z)n@‘xlll}

= 5 panger V1 + A7 (]

(r—Danger (m—Cancel—1)

+ A (W + .7 (W]

w—Cancel—2) (mr—Less Dangerous)

(2) (2) (2)
+ <%/(JT Good) [W]+ Jif(qj) (W] + ‘%/(Low) [W], (4.2)

30 The proposition relies on the fact that (£ )pp = 0for Z € 2, as is shown by Lemma 2.48.
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K panger [ W1 := —(dif D) X W, (4.32)

1.
V4 ) .
‘%/( )Cancel 1)[\11] {EXtrg(Z)y;‘ — dw(z)#it( — lidl)(’(z)fz} LW

(4.3b)

%/(;Z)Camel [W]:= {—ﬁg(z)ﬁ + d#(Z)JTLj(} g, (4.3¢)

KoL) s Dangerous W] = lu(d try A7t) - 4, (4.3d)

HL oo V] = W) PV + (£, 1) X0, 43¢)
AP = ()7 PP + f()n PXW + £(2=y) P,

(4.3f)

&Zo)u))[‘l’ = £(2=ly, ¢~ 4%, X V) Py. (4.3g)

The RHSs of (4.3e)-(4.3g) are depicted schematically, where
T e {trg(z)z;z‘ D o Dy Ot <Z>¢#} P c {4 L,Y), and 2=y

schematically denotes terms Of the formy and Py (see Subsect.5.2 for addl—
tional descriptions of our schematic differential operator notation).

Proof The identities were proved in [23, Lemma 4.2 and Proposition 4.4],
except that we have used Lemmas 2.56 and 2.59 to obtain the schematic form
of RHSs (4.3e)-(4.3g). O

5 Norms and schematic notation for strings of commutation vectorfields

In this section, we define various norms and seminorms and introduce some
schematic notation for strings of commutation vectorfields.

5.1 Norms
Recall that we defined the norm |&]| of ¢, ,-tensors & in (2.49).
5.1.1 Lebesgue norms

Definition 5.1 (L2 and L™ norms) In terms of the geometric forms of Defi-
nition 3.1, we define the following norms for ¢; ,-tangent tensorfields:

1615, = [ 6PN Vel = [ 6P do
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1122 = /P &P dm, (5.12)

||-‘§||L00((z,,u) ‘= ess supyerl§|(t, u, ),

€11 oo sy := €88 SUP(yr 9)efo,u)xTlE|(E, U, D),

€| ooy 1= €88 SUP(r pyeqo. €1, 1, D). (5.1b)
Remark 5.2 (Subset norms) We occasionally use norms ||-[| 2(sy and [|- [ Loo(s),

where § is a subset of X}'. These norms are defined by replacing X;' with S in
(5.1a) and (5.1b).

5.1.2 Norms of arrays

We define the norms of the array é( Frame) from Definition 2.10 to be the sums
of the norms of their 1-indexed entries. For example,

[ +[Gux| +[Gax| + |6 | + |6 [ +]]. 62

where ‘éLL‘ = Zzzzo |GlLL

‘ = Zzzzo |$>l( ’

Loo (s’ and similarly for other norms and for other arrays.
t

5.2 Strings of commutation vectorfields and vectorfield seminorms

The following shorthand notation captures the important structural features of
various differential operators corresponding to repeated differentiation with
respect to the commutation vectorfields. The notation allows us to schemati-
cally depict identities and estimates.

Definition 5.3 (Strings of commutation vectorfields and vectorfield semi-
norms)

o ZN:M £ denotes an arbitrary string of N commutation vectorfields in 2
[see (2.53)] applied to f, where the string contains precisely’! M factors
of X. We also set 200 f .= /. Similarly, we write ZN:=M £ when the
string contains < M factors of X.

e 2N f denotes an arbitrary string of N commutation vectorfields in &
[see (2.53)] applied to f. Similarly, =" f schematically denotes a term
in which < N vectorfields in &7 have been applied to f. We note that

I Our notation here has a slightly different meaning compared to [23]. For example, in [23],
terms of the form 2°V:M f were allowed to contain < M factors of X. Our change in notation
is for convenience and does not play a big role in the analysis here.
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occasionally, we use the notation 2=! f to schematically denote terms
of the form ¢ f, but only in situations where the precise details of the
differential operator acting on f are not important.

e For N > 1, %FN M f denotes an arbitrary string of N commutation vector-
fields in Z applied to f, where the string contains precisely M factors of
X and at least one ‘P.-tangent factor. We also set Q’;O;O f := f.Similarly,
we write D%";N =M f when the string contains < M factors of X.

e For N > 1, Q’ﬂ;M f denotes an arbitrary string of N commutation vector-
fields in 2 applied to f, where the string contains precisely M factors of
X and ar least two factors of L or at least one factor of Y. Similarly, we

write %Z;EM f when the string contains < M factors of X.
e We analogously define strings of ¢, ,-projected Lie derivatives such as

25",
We also define seminorms constructed out of sums of strings of vectorfields:
o |ZNV:M f| denotes the magnitude of one of the 2°V*™ f as defined above
(there is no summation). Similarly, |2°V:=M £ ‘ denotes the magnitude of
one of the Z°V:=M f as defined above.
° |£"5N;Mf| is the sum over all terms of the form ‘Q"N/;Mf‘ with N/ < N.

o | 2=N:=M f|is the sum over all terms of the form ‘%N,;M,f‘ withN' < N
and M’ < M.

° ‘QP[I’N];MH is the sum over all terms of the form ’Q”N/§Mf) with 1 <
N < N.

o |ZWNE=M £l is the sum over all terms of the form ‘Q?N,;M,f‘ with 1
N <Nand M' < M.

e Quantities such as |2V f g NM ¢
defined analogously (without summation).

e Sums such as ‘@5Nf|’ |9[1,N]f" ‘ka[l,N];Mf , |%[1,N];§Mf ’

‘G@i[i,N];Mf‘, ‘%[i’N];EMf‘, ly=Ngp], ‘gu,zv]f‘, and ‘j([z,mf‘ are
defined analogously, e.g. ‘X[z’ﬂf‘ = |X)V(f‘ + |XXXf‘

e We use similar notation for other norms, such as
H Qﬁ[lwan“U(E;) = | 21N g ||L2(2;) and

| 2L e gy = M2 o

IA

F My

N; <M
, , , and ‘D@i*— f‘ are

Remark 5.4 (Ignore terms that do not make sense) We use the convention that

. . . 1:1 . .
terms involving nonsensical operators (such as 2, ") are to be ignored in our
estimates.
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Remark 5.5 (Operators decorated with * or xx) The symbols * and *x* in Def-
inition 5.3 highlight the presence of special structures in vectorfield operators,
which helps us track smallness in the estimates, at least near time 0.32 That
is, we typically display operators decorated with a * or ** when they lead to
quantities that are initially of small size O(¢€), where € is the data-size param-
eter defined in Sect.7. We note here that the quantities QiN ;My and Q’;ﬁ ;My
are always initially small, while N ;My might not be, the reason being that

Ly and its X derivatives are allowed to be large.

6 Modified quantities

In this section, we define “fully modified quantities”, which we use to avoid
losing a derivative in our top-order energy estimates for the eikonal function.
We also define “partially modified quantities”, which allow us to avoid some
top-order error integrals with uncontrollably large magnitudes. We then pro-
vide transport-type evolution equations for these quantities.

6.1 The key Ricci curvature component identity

The next lemma lies at the heart of the construction of the modified quantities.

Lemma 6.1 (The key identity verified by puRicy ;) Let Zowps be the Riemann
curvature>® of g and letRicypg := (g_l)")‘%a,(ﬁ » beits Ricci curvature. Assume
that the entries of\f! = (R4, R-), v?2) verify (2.8a) and (2.22). Then the
following identity holds for Ricp 1, := Ricyg LYLA:

I I R L ;
WRic;; = L {—GLL o XY — SprGo Ll - EuGLLoLlI!+p¢f <>-¢\11}

+2A, (6.1
where 2 has the following schematic structure:

A=y, ¢~ g, XU, PO)PU + uf(v) P2 + QF ()XY + pQf(y) PV.
6.2)

32 Our energy estimates allow for the possibility that at the high derivative levels, some “initially
small” quantities might blow up like é(minzlu )~ ? for some power P as the shock forms.

33 Our sign convention is g(@?]VW — 9‘2,UW, Z)=-%WU,V,W,Z),where U, V, W, and
Z are arbitrary spacetime vectors and .@Lz/ yWi=U? VE Py DpW.
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Furthermore, without assuming that Egs. (2.8a) and (2.22) hold, we have

) (L) Lo~ = o =
Ricy; = tryx + L —EtrgG OCLY 4+ G o -dV
vl

1= -
—EGLLOA\I’—F%, (63)
where B has the following schematic structure:

B =f(y, ¢ ", dx)(PT)Py. (6.4)

Sketch of proof The identities (6.1) and (6.3) were essentially proved in [23,
Lemma 6.1] using calculations along the lines of those in [6, Chapter §]. In
fact, the proof of (6.3) goes through without any substantial changes. The
only significant new feature in the present work is that RHS (6.1) depends
on the inhomogeneous terms on the right-hand sides of the wave Egs. (2.8a)
and (2.22), which were absent in the previous works. The inhomogeneous
terms appear because at the key point in the proof, one uses (2.76a), the wave
equations (2.8a) and (2.22), and Lemma 2.56 to express

1 - - 1 (= L .- 1 - .-
—SuGrro AV = —L {GLL o (WLW + 2X\IJ)} — StexGr o X
+f(y) - Inhom +f(y, ™', d%, XU, PO)PY, (6.5)

where Inhom denotes the inhomogeneous terms on RHSs (2.8a) and (2.22).
The first term on RHS (6.5) is incorporated into the perfect L derivative term on
the first line of RHS (6.1). It is straightforward to see that the term f(y) - Inhom
is of the form of RHS (6.2); for this, we use (2.82) to decompose the null
forms on RHSs (2.8a) and (2.22), Corollary 2.52 to decompose the products
on RHSs (2.8a) and (2.22) depending on 9,52, (2.40) to decompose B on
RHSs (2.8a) and (2.22), and Lemma 2 56.In a detalled proof (see [23, Lemma
6.1]), one finds that the term ——trngLL & XW¥ on RHS (6.5) is canceled by
another term and hence does not appear on RHS (6.1). This completes our
proof sketch. O

6.2 The definitions of the modified quantities and their transport
equations

6.2.1 Definitions of the modified quantities

Definition 6.2 (Modified versions of the derivatives of tryx) We define the
fully modified quantity (%N:Sl)% as follows:

@ Springer



Shock formation in solutions 45

N:<1

&0 = w2V Sy + 2N = (6.6a)

1 - 1 - - = -
X .= _GLL o XU — Eutl‘g$<> LY — E].J.GLL o LWV + HGL# o -dW.

(6.6b)
We define the partially modified quantity (‘%Nélgf as follows:
EDT = NSy B, (6.72)
#VF = —EtrgG o LZNE 4 G o dZNET. (67h)
We also define the following “0’ h_order” version of (6.7b):
~ 1 - - - # -
X = —EtrXQ; oLV 4+ G o -dV. (6.8)

6.2.2 Transport equations for the modified quantities

Pr0p0s1t10n 6.3 (The transport equation for the fully modified version of
% V= trgx) Assume that ¥ = (R4, R( ), v?) verifies the geometric wave

equation system (2.8a) and (2.22). Then & )5{ satisfies the following trans-
port equation:

L(%N;Sl)% _ (2L_H> ('@’#N;Sl)c% (6.9)
I

. ) L _
= ulL, 2= g — 2putrgx 2= rgx — (2TH> ZV=lx
+I[L, %(N;Sl]x_i_[u’ %(N§51]Ltrgx+[%N;Sl’Lu]trgX
- {«%N;SI (n(tryx)?) — 2utrngi<N;51trgX} — gNi=ly

where the term 2 on the last line of RHS (6.9) is the same term found in

(6.1)—~(6.2) and the operator QF*N;SI is the same every time it appears in
Eq. (6.9).

Discussion of proof Based Lemma 6.1, the argument given in the proof of [23
Proposition 6.2] goes through with only minor changes. O

Proposition 6.4 [23, Proposition 6.3; The transport equation for the partially

1 geN—1=1 ~ . .
modified version of g N-hi=l tryx/ (2% )% satisfies the following transport
equation:
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pN-Lisly ~ 1 o 1z gN-L=<
L@fll@fzzGLLoﬁgf*“9w+fﬂ”15%, (6.10)
where
aN—1;<1 . .
(% )y — _%N—l,gl% . %N—l,fl {(trgx)z}
1 vty = -1 L .
+ 512N L Gl o A+ SGL 2N TS Ao W
+ L, 2N 5=
L ZN R 4 L [TTR - 2N R e

B is defined in (6.4), (% "% is defined in (6.7b), X is defined in (6.8), and
the operator %(N_hﬁ is the same every time it appears in Egs. (6.10) and
(6.11).

6.3 A convenient identity

The next lemma shows that X tryx and Ap are equal up to simple error terms.
This will allow for a simplified approach to various estimates.

Lemma 6.5 [23, Lemma 11.4; Connection between X tryx and Ap] X tryx can
be expressed as follows, where the term A on RHS (6.12) is exact and £(-) is
schematic:

Xtgx = Ap+f(y. ¢ dD)PXU +(y, ¢~ d¥)PPU

. - 1 - (6.12)

+ 1y, XV, Py, ¢ ", dx)Py.
Discussion of the proof Lemma 6.5 can be proved by using the same argu-
ments used in [23, Lemma 11.4], except we express the term szé from [23,
Lemma 11.4] as f(y, dx) Py [which is featured on RHS (6.12)] by using
(2.85b) with f = x’ and Lemma 2.56. |

7 Assumptions on the data and bootstrap assumptions

In this section, we make assumptions on the data, that is, on various norms
of W and 2 along Eé and along a large potion of Py. On the basis of these
assumptions, in Sect. 7.2, we derive estimates for geometric quantities such as
p and Lé Small) along Eé and the same large potion of Py. Our assumptions
involve several size parameters, and in Sect. 7.6, we make assumptions on their
sizes; roughly, we require absolute smallness for one parameter, denoted by &,
and we make relative smallness assumptions involving the other parameters. In
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Sect. 7.7, we show that there exists an open set of nearly plane symmetric data
verifying the size assumptions. Finally, we state the bootstrap assumptions that
we will later use when deriving estimates.

7.1 Assumptions on the data of the fluid variables

7.1.1 The quantity that controls the blowup-time

We start by introducing the data-dependent number 8., which is of crucial
importance. For the solutions that we study, the time of first shock formation
will be a perturbation of 5 !.

Definition 7.1 (The quantity that controls the blowup-time) With

cp = %cs(p = 0) and z4 := max{z, 0}, we define

o 1 o
8, 1= = sup [(5; + 1)X7z(+)] . (7.1)
2 21 +
0
In the remainder of the article, we will assume that3*
¢ +1#£0, 5, > 0. (7.2)

7.1.2 Data-size assumptions for the fluid variables

Let & > 0, € > 0, and 5 > 0 be three parameters. See Sect.7.6 for our
assumptions on their sizes.

L? assumptions along 2(1):

H%[l,zl];gz@

L’ | 22212 sy < & (7.3)

L°° assumptions along Eé:

[R [ sty < & (o)

34 For any smooth barotropic equation of state except for that of the Chaplygin gas (see
Sect. 2.16), the condition s +1 # 0 musthold on some open interval of values of the background
density o.
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DT I PRI B
H * L=(Eh) * L=(Z)) ( )
R gy [0, [0S,
L®(%)) L®(%)) L>(%))
<13 o
| 7= QHLooo:g) =€
XU3R H <8 (T4c
H D oozt = (7.4¢)
2 . 25,1,
L* assumptions along P, ™ :
<21;<lyj . <21 ) o
| z=2=19 o) Ez Q”L2<7>§5¥1> <. (7.5)
21
L assumptions along Pg o
| z=19=19 ()’ 7= () <& (16)
o(p; L>( P,
L? assumptions along ¢ ,: We assume that for u € [0, 1], we have
[1,20];<1.], <20 °
| 2 O 12520 12, <& (7.7)

L? assumptions along ¢; o: We assume that for ¢ € [0, 25; 11, we have

H =201

Lz(ﬁt,o) ’ |<@§209 H L2(Kt,0) S é (78)

Remark 7.2 (A concise summary of the effect of the size assumptions) The
above size assumptions and those of Sect. 7.6 will allow us to prove that among

W, §2, and their relevant derivatives, the only relatively large (in all relevant

norms) quantities in our analysis are X!"31R, along $¥. Moreover, even
g 51
X [1’3]R(+) is small along 7755* . This division into small and large quantities

is fundamental for our analysis. Similar remarks apply to the size estimates
for the data of the eikonal function quantities that we prove in Sect.7.2.

7.2 Estimates for the data of the eikonal function quantities
In this subsection, we use the assumptions of Sect. 7.1 to derive estimates for

the data of the scalar functions u, L’(Sm all)’ 2i, and ©. We start with the
following lemma, which provides simple algebraic identities along X.
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Lemma 7.3 [23, Lemma 7.2; Algebraic identities along o] Let ® and E be
the £; ,-tangent vectorfields defined in Definition 2.17 and (2.37) respectively,
and recall that u|s, := 1 — x! [see (2.24)]. Then

1 . . . . . .
Mz = e Ll(Small)|Eo = (s — D&+, B'lgy =0, O'fg, = 6.
N
(7.9)

We now derive the main estimates of this subsection.

Lemma 7.4 (Estimates for the data of the eikonal function quantities) Under
the assumptions of Sect.7.1, the following estimates hold whenever & and €
are sufficiently small, where the constants C can depend on the parameter &
and the constants Cy do not depend on 8.

L? estimates along E(l):

[1,21;=27i 2
”‘Qi Ll(Small)‘ Lz(Eé) = C¢, (710)
av[1,21];<1 o
zU n e <ce, (7.11a)
v[0,2] v10,2] V7V v[0,2]
HLX Wl sy RO 0] ey - R ey - X0y = € (7.11b)
L™ estimates along E(l):
1 . o
HL(Small) Lm(Eé) < C‘ {(X+ €} , (7123)
L1271 o
H 11 L ($mait) Les) < C¢, (7.12b)
<11;272 o
Hff— L(Small) Loz < Cg, (7.12¢)
vI[1,3]71
[X03ILLG, 0 o (7.12d)
||LL— l”Loc():(l)) < CQ {&—F é} 3
(7.13a)
ae[1,11]; <1 o
Z uHLm(w < C¢,
(7.13b)
v10,2] v10,2] V7V v10,2]
HLX uHLO@(E(I))’ HX Lu”m@(xg)’ H LX”HLOO(Z&)’ X uHL“(Eé) =¢ (7.13¢c)
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Moreover, with ® as in Definition2.17 and & as in (2.37), we have

(© =)l =0, (7.14)
i|zg =0. (7.15)

&3]

. 25!
L estimates along Py " :

1 2 5
HL(Small) ”Loo<73§5*1> , ‘L(Small) H L°°<p§5I') < Ce, (7.16a)

[ — 1] 21\ < CE&. (7.16b)
()

Sketch of Proof (7.14) and (7.15) were stated in (7.9).

We only sketch the proofs of the remaining estimates because they have a
lengthy but standard component: commutator estimates, similar to those that
we derive in Lemma 8.11. To proceed, we first use (2.12) and the identities
(7.9) to obtain the following schematic relations along Zé:

LgSmall)|E(') =14+ Vi(¥), L%Sma11)|g(l) = Uz’ H|2(l) =1+ V().
(7.17)

We now note that (7.13a) follows from the third identity in (7.17) and (7.4a)—
(7.4b).

Next, we differentiate (7.17) repeatedly with respect to the X;-tangent vec-
torfields { X,Y } and use the assumptions of Sect. 7.1.2 and the standard Sobolev
calculus, thereby obtaining the desired estimates along ., except for those
estimates involving an L differentiation.

Next, we use (2.64), (2.65), and Lemma 2.56 to obtain the following
schematic relations® (which hold generally, not just along Eé):

> 2 g cA | 2 -
Lp =1V, Ligmany> Lismary) XV + £ W Ligmanys Lismany) PY,
(7.18)

; T ) -
LL(smairy =TV, Lismanys Lisman) PY- (7.19)

To prove (7.16a)—(7.16b), we set
g (1) = maxy, {|p — 1 1L g |L%Smam|}. From (7.17) and (7.6),

35 To obtain the schematic expression depicted on RHS (7.19) as a consequence of Eq. (2.65),
it is helpful to note, for example, that @f O (LW) - dx! = 212:0 G, LY ¢ HiLw,.
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we find that ¢(0) < Cé&. Using this bound, integrating (7.18)—(7. 19)
along the integral curves of L, and using (7.6) to bound the factors of PY
and XW on RHSs (7.18)—(7.19) in the norm | - ||Lo<>(7)(f)), we deduce that

q(t)y < Cé+Cé f —o [(q(s)) ds. From this bound and Gronwall’s inequality,

we conclude that g(¢) < Céfor0 <t < 25*_1, which yields the desired
bounds (7.16a)—(7.16b).

To derive the desired estimates for the derivatives of ., L ( Small)’ and L2 (Small)
inthe case that an L differentiation acts first, we repeatedly dlfferentlate (7 18)—
(7.19) with respect to the elements of {L, X, Y}. Also using (7.17), we can
algebraically express, along X!, the differentiated quantltles in terms of the
derivatives of ¥ with respect to the elements of {L, X,Y}. Also using the
assumptions of Sect.7.1.2 and the standard Sobolev calculus, we obtain the
desired estimates. It remains for us to explain how to derive the desired esti-
mates in the case that both L and {X, Y} differentiations occur and a {X, Y}
differentiation acts first. The main idea is to use commutator estimates of the
type proved below in Lemma 8.11 to commute the L differentiations so that
they act first, which allows us to control the quantities under consideration in
terms of quantities that have already been estimated. We stress that by (2.59),
all commutator terms involve at least one £ ,-tangent differentiation. For this
reason, it is straightforward to show that all commutator terms are O (&) small
in all relevant norms. O

7.3 Bootstrap assumptions for 73,,, the positivity of |1, and the
diffeomorphism property of T

We now state some basic bootstrap assumptions. We start by fixing a real
number T(gor) With

0 < T(Boor) < 2671, (BA T(Boor))

where 6* is defined in (7.1).
We assume that on the spacetime domain M T(Boor).Uo (s€€ (2.271)), we have

u> 0. (BA u > 0)
We also assume that

The change of variables mapY from Definition2.18  (BAY DIFFEO)

is a (global) ch! diffeomorphism from
[0, T(Boor)) x [0, Upl x T onto its image.
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7.4 Fundamental L°>° bootstrap assumptions

Our fundamental bootstrap assumptions for U and 2 are that the following
inequalities hold on Mz, vy:

where ¢ is a small positive bootstrap parameter whose smallness we describe
in Sect.7.6.

Loo(sy |7="a| Loz = & (BA(¥, 2) FUND)
t

7.5 Auxiliary L°° bootstrap assumptions

For convenience, we make the following auxiliary bootstrap assumptions. In
Proposition 8.13, we will derive strict improvements of them.

Auxiliary bootstrap assumptions for small quantities. We assume that the

following inequalities hold for (¢, u) € [0, T(oor)) * [0, Upl:

IR ”LOO(E,“) <&!/?

(AUXR(;) SMALL)
H 22 . <l
t
(AUX'R(;) SMALL)

Hgglz;gzvz < g2
Lz ~
(AUX(R(-), v*) SMALL)

Hgn ML=ty <¢e!/2, (AUXu SMALL)

2R e
Le(E)

LOO(E;‘)

<12
HL(Small) < &'?,

L>(2})
(AUXL/g, ., SMALL)

aelL1];<2 71 < 81/2’
H * (Small) Loo(sty —

(AUX'L! SMALL)

(Small)

=22 < l/2,
H (Small) || oo sy =

(AUX L2 SMALL)

(Small)
Hgglozﬂtrgx <¢&'/2. (AUXy SMALL)

L®(E))
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Auxiliary bootstrap assumptions for quantities that are allowed to be
large. We assume that for M = 1, 2, the following inequalities hold for
(tv u) € [Oa T(BOOI)) X [07 UO]

XMR | 12 (AUXR(s) LARGE
H e L>®(%) Loo(5) € ( (+) )
We assume that for M = 0,1, the following inequalities hold for
(t,u) € [0, T(goor)) x [0, Upl:
o 1~ 9
L]y = 3 XM O AR ]y, +
H K Loz — 2 LL +) Lo°(%g) *
(AUXLu LARGE)
] gy = [ gy #85 [X ORAR ] 42
Loo(s Loo(sl) * LL (+) L5k
(AUXp LARGE)
We assume that for M = 1,2, the following inequalities hold for
(tv u) € [07 T(BO(JZ)) X [07 UO]
vMyl 1/2
X L(S’"“”)”Loo(zu HX (Sma”)”LOO(E“ +e'l.
(AUXL(Sma”) LARGE)

7.6 Smallness assumptions

For the remainder of the article, when we say that “A is small relative to B,”
we mean that A > 0, that B > 0, and that there exists a continuous increasing
function®® £ : (0, c0) — (0, 00) such that A < f(B).

We make the following smallness assumptions.

e The data smallness parameter € from from Sect.7.1 and the bootstrap
parameter ¢ are small relative to 1 (i.e., small in an absolute sense, without
regard for the other parameters).

e ¢ and ¢ are small relative to 5~ !, where & is the data-size parameter from
Sect.7.1.

e ¢ and ¢ are small relative to the data-size parameter 8, from Definition7.1.

e The data-size parameter & from Sect. 7.1 is small relative to 1.

36 Although we do not specify their form, the functions f could always be chosen to be
polynomials with positive coefficients or exponentials of such polynomials.
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e We assume that3’

Mo
IA
™
A
Qo

(7.20)
e We assume that

e < & (7.21)
The first two assumptions will allow us to treat error terms of size &dk or
% as small quantities, where £ > 0 is an integer. The third assumption is
relevant because we only need to control the solution for times ¢ < 23; L
which is plenty of time for us to show that a shock forms; hence, in many
estimates, we will consider factors of ¢ as being bounded by the “constant” C =
2(9); ! The assumptions (7.20)—(7.21) are convenient for closing our bootstrap
argument. The smallness assumption on & allows us to control the size of some
key structural coefficients in our estimates [see, for example, RHS (14.3)]
and ensures that the solution remains in the regime of hyperbolicity of the
equations.

7.7 The existence of data satisfying the size assumptions

In this subsection, we show that there exists an open set of data satisfying the
size the assumptions of Sects.7.1 and 7.6. By “open,” we mean open relative
to the topologies corresponding to the norms used in Sect.7.1. By Cauchy
stability,3® it is enough to exhibit smooth “simple plane symmetric data” that
are compactly supported in Eé (which can be identified here with the unit x!
interval [0, 1]) and that satisfy the size assumptions. For such data, the solution
isa simplg plane symmetric solution, meaning that R ;) = R)(t, x!) and
Ry =v"=0.

Remark 7.5 (Strictly non-zero specific vorticity along Eé and Pg 5! ) Once we
have exhibited the simple plane symmetric data, it is straightforward to see that
we can perturb it (in two spatial dimensions) along ¥ (where the perturbation
has large spatial support) so that in the corresponding solution, the specific

- . 28,1 .
vorticity §2 is everywhere non-zero along 2(1) and P, %" For example, starting
from a simple plane symmetric solution with initial data of the type described
in the previous paragraph (in particular, the simple plane symmetric data are

37 In the proof of our main theorem, we will set ¢ = C’&, where C’ > 1 is chosen to be
sufficiently large and € is assumed to be sufficiently small. This is compatible with (7.20)—
(7.21).

38 Here we mean the continuous dependence of the solution on the data.
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supported in Eé), we could perturb its data along X by leaving R(4)|x,
unchanged while setting v2(0, x!, x2) = —K(p(?\xl), where ¢ is a nontrivial
even bump function that is supported in [—1, 1], positive on (—1, 1), and
decreasing on [0, 1), and k and A are positive real parameters. Note for these
data, the initial vorticity is w (0, xl, x2) = 0 vz(O, x x2) — v, x!, x2) =
—kA@’(Ax1). In particular, for k and A chosen small, the initial vorticity has
large spatial support and small amplitude. Thus, the specific vorticity of the
perturbed data is positive for (x',x2) € (0,A™1) x T. The point is that for
k and A chosen small enough, by finite speed of propagation, these perturbed

initial data along ¥q launch a solution that exists classically in a region that is
. . . . - 28,1
large enough to induce strictly positive but small specific vorticity along P, * ;

this is because the specific vorticity obeys the transport equation B2 = 0,

and for the data/solutions under consideration, the transport operator B is
. 281 . .
a small perturbation of 9, and 7305* is a small perturbation of the flat plane

{(z, x', x?) € [0, 26;1)XRX']I‘| l—x!4r = 0}. In particular, the data induced

along Pg o by the perturbed (approximately plane symmetric) solution obey
the smallness assumptions that we use to prove our main theorem. Moreover,
our main results imply that B remains a small perturbation of 9, all the way
up to the first shock. Hence, for the same reasons described above, the strictly
£_1

5*

positive specific vorticity along Pg
location of the first shock singularity.

is transported all the way up to the

The results that we present in this subsection are standard. Thus, for brevity,
we do not provide complete proofs. Readers can consult the work [7] in spheri-
cal symmetry (in three spatial dimensions) for relevant discussion’® regarding
the setup that we use here. In plane symmetry, in terms of the Riemann invari-
ants (2.14), the compressible Euler equations (1.1a)—(1.1b) are equivalent to
the system

LRy =0, LR =0, (7.22)

whereL = ulL,L := 0, —i—(v1 +c5)01,and L := 0, —i—(v1 —cy)01. Moreover, L
coincides with the vectorfield defined in Definition 2.19. It is straightforward to
show that L = L+2X and X = —c,d1, where X coincides with the vectorfield
defined in Definition 2.20. Hence, we have L = uL 4+ 2pX = puL + 2X.In
addition, by (7.9), we have X |5, = —d;.

The desired initial data can be constructed with respect to the Cartesian coor-
dinate x! simply by setting Rols 1= 0 and, for any non-trivial seed function

39 Note however that in three spatial dimensions in spherical symmetry, radial weights enter
into the analysis, which is different from the plane symmetric case considered here.
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f(x") supported in =}, by setting R(+)|2(1) = Af(x"), where A > O is a
real parameter. By taking A sufficiently small, we can make ”R(H H Loeo(zh
0

as small as we want. That is, we can make the parameter & on RHS (7.4a)
as small as we want, consistent with the smallness of & relative to 1 that
we demanded in Sect.7.6. As we now outline, it is easy to see that the
remaining size assumptions stated in Sects. 7.1 and 7.6 hold since, as we will
describe, € = 0 for the data under consideration. First, since R(_)|y 1= 0,
we deduce from the first evolution equation in (7.22) that R~y = 0. Hence,
R = v2 = £ = 0 for the solutions under consideration, consistent with
having € = 0 in (7.3)—(7.8). Next, we note that our support assumption on the
data implies that the solution completely vanishes along Py, which is also con-
sistent with having € = 0 in the data assumptions along Py and along ¢; ¢ that
we made in Sect. 7.1.2. Next, we note that in plane symmetry, the vectorfield Y
from Definition 2.36 is equal to d, and thus any string of vectorfield derivatives
applied R4 that involves at least one Y factor yields 0. It therefore remains
for us to discuss the size of the L and X derivatives of Ry, along ¥} and
along £ ,. Using the simple commutation relation [L, X] =0, valid in plane
symmetry, we deduce from (7.22) that LM! X MZR(+) =0if M; > 1, and sim-
ilarly for any permutation of the vectorfields LM! XMz consistent with having
€ = 01in (7.3), (7.4b), and (7.7). We have therefore shown that for the data
under consideration, all of the size assumptions stated in Sect.7.1 that explic-
itly involve € in fact hold with € = 0. It remains for us to discuss X [1’3]R(+).

If we simply set § = )‘X[1’31R(+) ”LOO(E]), then (7.4c) holds by definition.
0

Finally, we stress that the relative size assumptions of Sect.7.6 involving €
trivially hold since &€ = 0.

8 Preliminary pointwise estimates

In this section, we derive preliminary pointwise estimates for the simplest error
terms that appear in the commuted equations. In the remainder of the article,
we schematically express many equations and inequalities by stating them in
terms of the arrays y and 'y from Definition 2.53. We also remind the reader that
we often use the abbreviations introduced Sect.5.2 to schematically indicate
the structure of various differential operators.

8.1 Differential operator comparison estimates

In this subsection, we provide quantitative comparison estimates relating var-
ious differential operators on ¢; ,,.
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Lemma 8.1 (The norm of ¢, ,-tangent tensors can be measured via Y contrac-
tions) If &4, ...a, 1S a type (2) £; u-tangent tensor with n > 1, then the following
estimates hold on Mr,,. vy:

&l = {14+ 0y(&) + O} IEyy ..yl (8.1)

The same result holds if |Eyy...y| is replaced with |&y .|, |Eyy.|, etc., where Ey.
is the type (nﬂl) tensor with components Y&y, o,...q,, and similarly for &yy.,
etc.

Proof (8.1) is easy to derive relative to Cartesian coordinates by using the
decomposition (¢~ 1)V = #Y’ Y/ [see (2.83)] and the estimate |Y| =
1 + Oy(&) + O(e'/?), which follows from the identity |Y|? = g YY"’ =
(Bab g )OS+ Y ) 05+ YL, 1)) the schematic relation g{mall)
f(\f’)\ll [see (2.18)—(2.19)], the schematic relation Y(“Sma”) = f(\IJ)L%SmaH) +
f(W)v? [see Lemma 2.39 and the identity (2.57)], the bootstrap assumptions
of Sects.7.4 and 7.5, and the smallness assumptions of Sect.7.6. |

Lemma 8.2 (Controlling Wderivatives in terms of Y derivatives) The following
comparison estimates for scalar functions f hold on Mz, vy:

dfl < (14 Cya+ Ce'?) Y S,
(V2] < (14 Cob+ Ce ) AV )] + Ce' 2 1d £]. (8.2)

Proof The first inequality in (8.2) follows directly from Lemma 8.1. To prove
the second, we first use Lemma 8.1, the identity

Yoy f=Y -d(Yf)~VyY -df, andtheestimate | Y| =140, (&)+O (/%) noted
in the proof of Lemma 8.1 to deduce |X72f| < (14 Cy& + Ce'/?) |X7§Yf| <
(L4 Cybe+ Ce'2) [d(Y )l + (1 + Cy& + Ce'/?) | Wy Y| d f|. Next, we use
Lemma 8.1 and the identity Vi, = ¥y (¢(Y, Y)) = Y (gapY*Y?) to deduce
VY| S eV Y. )| S [Ptyy| S [Y(gapY?Y?)|. Since Lemma 2.56
implies gq, Y¢Y? = f(y), the bootstrap assumptions of Sects. 7.4 and 7.5 and
the smallness assumptions of Sect.7.6 yield |Y(ga;,Y“ Yb)| < vyl < el

Combining the above estimates, we conclude the desired estimate for |X72 f |
O

Lemma 8.3 (Controlling £y and Wderivatives in terms of £y derivatives) Let
Eqy o, be a type (2) £ y-tangent tensorfield with n > 1, and let V be an

£; y-tangent vectorfield. Then the following estimates hold on My, vy:
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\Lve| SIVILyE| + 1€ Ly V] + 1YY IENV]

SIVIEvE| + &I Ly V] + e V], (8.3a)
V&l < |LyE| + 1Yyl IE]
< |eyvE| + &gl (8.3b)

Proof To prove (8.3a), we use the schematic Lie derivative identity

LyE =Vyé+ > &- ¥V and Lemma 8.1 to deduce

Mvé ‘ <|V| ’Wyé ! + |&| |X7YV‘. Next, we note that the torsion-free property

of ¥ implies that ¥y V = £yV + ¥y Y. Hence, using Lemma 8.1 and the

estimates ’WYY ‘ < 1Yy| < €!/2 shown in the proof of Lemma 8.2, we find

that [Wy V| S £y VIHIVIIVY | S [y VIHIVIFy Y[ S [£e VIHIY VIV S

£y V] + 2V, Similarly, |[Wy&| S |[£y&] +1YVIIE] S |£v8] + 6251

The desired estimate (8.3a) now follows from combining the above estimates.
The estimate (8.3b) follows from first using Lemma 8.1 to deduce

Vel < Wﬁ! and then arguing as above. O

8.2 Basic facts and estimates that we use silently when deriving
estimates

In the rest of the paper, we silently use the following basic facts and estimates.

(1) Allof the estimates that we derive hold on the bootstrap region Mz, Up-
Moreover, in deriving estimates, we rely on the data-size and bootstrap
assumptions of Sects.7.1-7.5 and the smallness assumptions of Sect.7.6.

(2) We freely use the parameter assumptions (7.20)—(7.21).

3) All quantltles that we estimate can be controlled in terms of

= (¥, n—1, L(Small)’ (Small)} and £2.

“4) We typically use the Leibniz rule for the operators £, and ¥ when deriving
pointwise estimates for the £, and ¥ derivatives of tensor products of the
schematic form ]_[;":1 v;, where the v; are scalar functions or ¢; ,-tangent
tensors. Our derivative counts are such that all v; except at most one are
uniformly bounded in L* on Mz, v,- Thus, our pointwise estimates
often explicitly feature (on the right-hand sides) only one factor with many
derivatives on it, multiplied by a constant that uniformly bounds the other
factors. In some estimates, the right-hand sides also gain a smallness factor,
such as ¢!/2, generated by the remaining vls.

(5) The operators 42% commute through f (see Lemma 2.43).

(6) For scalar functions f, we have
[YfI = 1L+ O0sWMIIdf] = {1+ Oy(&) + Oy} |df|; these esti-
mates follow from (8.9) and the bootstrap assumptions. Hence, for scalar
functions f, we sometimes schematically depict d f as (1 + O,(y)) Pf
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or (1 4+ O4(v)) Q’ﬁ;o f, or alternatively as Pf or Qﬂ};o f when the factor
1+ O, (v) is not important. Also using Lemmas 2.56 and 2.59, we see that
we can depict A f by f(2=ly) Qﬂg 21:0 f (or Q’;[i 21:0 f when the factor
f(& fly) is not important). Furthermore, Lemma 2.56 and the proofs of
Lemmas 2.59 and 8.3 imply that for type (2) £; 4-tangent tensorfields &, we
can schematically depict W& by f(22=ly, ¢~1, d}?)ﬁ;é (or ¢§;’;‘ when
the factor f(22=!y, =1, dx) is not important).

(7) All constants “C” and implicit constants are allowed to depend on the data-
size parameters § and 5;1. In contrast, the constants “C,” can be chosen to
be independent of 8 and 8; I See Sect.2.1 for a precise description of the
ways in which we allow constants to depend on the various parameters.

8.3 Pointwise estimates for the Cartesian coordinates and the Cartesian
components of some vectorfields

Lemma 8.4 (Pointwise estimates for x’ and the Cartesian components of sev-
eral vectorfields) Assume that 1 < N < 20 and that 0 < M < min{N, 2},
and let V € {L,X,Y}. Let xi = xi(t,u,®) denote the Cartesian spatial
coordinate function and let =%, ) = x'(0, u, ®). Then the following
pointwise estimates hold fori =1, 2:

Vil s+, (842)
)g[l,N];MVi‘ < ‘o@p[l,N];sMY‘ ’ (8.4b)
)%[I,N];Mvi‘ < ‘%[I’N];SMY‘ . (8.4¢)

Similarly, if 1 < N <20and 0 < M < min{N, 1}, then
X S 1+ 1, (8.52)
ILNI:M yi < &w[l,N];EMX , (8.5b)
%[I,N];M)“(i < %[I,N]:SMZ , (8.5¢)
FUNEM i < (ﬁ%xigl)' (8.5d)

* Y

Moreover, if 1l <N <20and 0 < M < min{N, 2}, then*?

40 n the case i = 2 at fixed (u, ¥), LHS (8.6a) is to be interpreted as the net Euclidean distance
traveled by the curve s — x%(s, u, ¥) in the flat universal covering space R of T over the time
interval s € [0, 7].
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x =% <1, (8.6a)
‘dx" <1+, (8.6b)

o Gl LNE=(M=1)4

I,LNI;M Y
‘dg[ LM i < (thﬁ’N];SMy 21, (8.6¢)

where (M — 1)1 := max{M — 1, 0}.

Proof See Sect. 8.2 for some comments on the analysis. Lemma 2.56 implies
that V! = f(y). The estimates of the lemma therefore follow easily from the
bootstrap assumptions, except for the estimates (8.6a)—(8.6¢). To obtain (8. 6a)
we first argue as above to deduce ‘Lx ‘ = |L'| = |f(y)] < 1. Since L = az’
we can integrate along the integral curves of L starting from time O to deduce,
via the fundamental theorem of calculus, that
t
x'(t,u, 9) = x' (0, u, ) +/ Lx' (s, u, 9) ds. (8.7)
s=0
Taking the absolute value of (8.7) and using the estimate |in } < 1 to bound
the time integral by < ¢t < 1, we conclude (8.6a). To derive (8.6b), we use
(8.2) with f = x' to deduce |dx'| < |Yx'| = |Y| = |f(y)| S 1+ || as
desired. The proof of (8.6¢) is similar and we omit the details. |

8.4 Pointwise estimates for various ¢, ,-tensorfields
Lemma 8.5 (Crude pointwise estimates for the Lie derivatives of ¢ and g~ !)

Assume that 1 < N < 20 and 0 < M < min{N, 2}. Then the following
pointwise estimates hold:

LN <(M—1
NiM | | ghim —1‘ < |(Z =y (8.82)
~ I\ ZILNE=M,, ’
[ILLN];=(M—-1)+
; N;M — Z, Y
M| e (gﬁ,m;w _> , (8.8b)
* Y
where (M — 1)4 := max{M — 1, 0}.
Moreover, if 0 < N < 19and 0 < M < min{N, 2}, then
[LN+1<(M=1)+
N:M NiM_# N:M Z, Y
‘ﬁg X|s | £y : ‘QP tng’ S (;ﬁ,N#—l];EMY _)’
*
(8.8¢)
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Proof See Sect. 8.2 for some comments on the analysis. Lemma 2.56 yields
¢ = (v, dx). The desired estimates for ¢g;M ¢ and ﬁgé M ¢ thus follow from

Lemma 8.4 and the bootstrap assumptions. The desired estimates for ¢gj M ¢!
and ﬁﬁ; M ¢~ then follow from the second identity in (2.61) and the estimates
for ¢1§{ M ¢ and £ f g The estimates for ﬁg Xs ﬂN My and ZNM tryx
follow from the estlmates for ¢N LM ¢ and ¢N +h M Usince x ~ £p g [see
(2.48)] and tryx, x* ~ ¢~ - Lpg-. O

Lemma 8.6 (Pointwise estimates for the Lie derivatives of some deformation
tensor components) The following estimates hold:

Y|{—11=Clyl. (8.9)

Moreover, if 0 < N < 19 and 0 < M < min{N, 2}, then we have

FUNE=M=D
‘ﬁN MW)#L‘ < 1 | 21, (8.10)
o@p[ N1 <M,Y
where (M — 1) := max{M — 1, 0}.
In addition, if 0 < N < 19and 0 < M < min{N, 1}, then we have
o [I,N+1];<M
N M (X)# : 7 Z Y
\ﬁfg ( )fh‘ S ‘&”“’N“LEM“\I" + (gﬁ,wm;sm) , (8.11a)
Y
and
[I,N+1];=M
N:M(Y)_# [N+ <M+13 Z, 2%
‘% ( >¢X)5‘gg; + <§§N+1;§MY—) , (8.11b)

andif 1 <N <19and0 < M <min{N — 1, 1}, then

N M (X) g NiM(v) gt | < | gl LN+1L=MA1, FlLN+IE=M,,
Lo HL|s (2T Hy| S |2 v, )|
: Y
(8.11¢)
Moreover, if 0 < N < 19 and 0 < M < min{N, 2}, then we have
N:M(L) NiM(Y) Ll NE=(M= 1)+.Y
V jf‘ ‘ﬁ 7f| g[l JN+1]; <MY . (8.12)
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Finally, if0 < N <19and 0 < M < min{N, 1}, then we have

NiM(X) LN+ <M+1g g ILNE=M=Ds

; NAL <M+ Sk

)ﬁf 77‘ S ‘Q‘O = lll‘ + QF[I’NH];SMY =1|, (8.13a)
*

andif 1 <N <19and 0 < M <min{N — 1, 1}, then we have

(LN <(M—1),
Lo Y. 8.13b)
Y

N:M (X) [LN+1<M+13,
‘ﬁﬁ 72‘| S ‘3‘1 YIT I pivesm
%

Proof See Sect. 8.2 for some comments on the analysis. Inequality (8.9) fol-
lows from the proof of Lemma 8.1.

To prove (8.10), we first note that by Lemma 2.56 and (2.74b), we have
& )sz = f(y, ¢!, dX) Py. We now apply ﬁ%’;M to the previous relation. We
bound the derivatives of ¢ ~! and X with Lemmas 8.4 and 8.5. Also using the
bootstrap assumptions, we conclude the desired result.

The proofs of the remaining estimates are similar and are based on the obser-
vation that by Lemma 2.56, (2.74c), (2.72b), (2.73c¢), (2.74d), and (2.72c), we

have "%, = fQ, ¢!, ¢2>Pv+f(%ﬁg‘1, d%, XU)y+f(y, gD, Ot =
fly, ¢~ dX) PV + f(y, ¢~ d)X U + ¢~ ldu, Dt = £y, g1, d3) P,
W = f(y. ¢71. d¥) Py, and O = f(y, ¢~ g¥) Py + f(y, )X ¥. O

8.5 Multi-indices and commutator estimates
8.5.1 Definitions and preliminary identities

Definition 8.7 (Notation for repeated differentiation) We recall the commu-
tation sets 2 and &2 from Definition 2.37. We label the three vectorfields in
% as follows: Z(l) =L, Z(z) =17, Z(3) = X Note that &2 = {Z(l), Z(z)}.
We define the following vectorfield operators:

o If I = (t1,t2,...,ty) 1s a multi-index of order |i| = N with
l, 1, ...,y € {1,2,3}, then .= Z)Z,) -+ Z(y) denotes the cor-
responding N'"-order differential operator. We write 2V rather than 2/
when we are not concerned with the structure of 7/, and we sometimes omit
the superscript when N = 1.

. Y o th

° S1m11ar1yj Ly = ﬁ‘zw ¢Z(L2) e ¢Z<w ) (‘16.:notes an N —orQer
£; ,—projected Lie derivative operator (see Definition 2.26), and we write
ﬂf\z/p when we are not concerned with the structure of 1.
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o If I = (t1,t2,...,tN), then i] —|-72 — [ means that 71 = (Ukys Uy + s byy)
and I = (U, s Upyas - - -5 tky)> Where 1 <m < N and ky, k2, ..., ky is
a permutation 9f 1,2,..., N.

e Sumssuchas Iy + 1 +---+ iM = I have an analogous meaning.
e P,—tangent operators such as 22/ are defined analogously, except in this

case we have (1,12, ...,ty € {1,2}. We Write 2N rather than 22! when
we are not concerned with the structure of 7, and we sometimes omit the
superscript when N = 1.

Definition 8.8 (Sets of commutation 2 multi-indices) We define Z M 10 be
the set of 2°-multi-indices I such that i) |I | = N,iil) & I contains at least one

factor belonging to & = {L, Y}, and iii) & I contains precisely M factors of
X. .

We define Z''=™ in the same way, except we replace iii) with iii)”: 2 !
contains no more than M factors of X.

Lemma 8.9 [23, Lemma 5.1; Preliminary identities for commuting Z € 2
with Y] For each % -multi-index I and each integer n > 1, the following
commutator identity, correct up to constant factors on the RHS, holds for all
type ( ) £;.,-tangent tensorfields & :

(V. £, )¢
|| )
=YY @ - ks,

K=l [qeddg=I Absent whenK =1
|I,|>1 for 1<a<K

(8.14a)

Moreover, for each % -multi-index I , the following commutator identity, cor-
rect up to constant factors on the RHS, holds for all symmetric type (g)
£; u-tangent tensorfields & :

(div. £y J¢
I ﬁ
Y @ e S o s v g,
intio=1 K=l fiqoqfp, =1 _“’—’

- Absent whenij=K=1
|I,1>1 for 1<a<K

(8.14b)

Finally, for each Z -multi-index I, the following commutator identities,
correct up to constant factors on the RHS, hold for all scalar functions f:
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) |7 . . .
V2 21 =Y S @Ol ds T vl pazon p,
K21 figoyTg =i —

. Absent when K =1
|I,|>1 for 1<a<K

B} (8.15a)
A 211
|| B
=2 > X @K L g g (7 p T ),
Rt i]+m+ik+1:i Absentwhenij=K=1
[Ta|=1 for 1<a<k
(8.15b)

In (8.14a)—(8.15b), we have omitted all tensorial contractions to condense the
presentation.

Lemma 8.10 [23, Lemma5.2; Preliminary Lie derivative commutation identi-
ties] LetT = (t1,t2, ..., tN) bean N -order % -multi-index, let f be a scalar
function, and let & be a type ( ) £ y-tangent tensorﬁeld withm +n > 1. Let

i1,1i2,...,1iN beanypermutationof1,?2, ..., NandletI = (Ligs ins oo s Liy)-
Then, up to omitted constant factors on the RHS, we have

i_ I _ il (Z(,k ))_# . iz
[27-2"| = D £y 7y a2 r (8.16a)
h+D+u +u,=1
Ziy LX) Ziy ) elX Y ). Z ) #Ziy,)

7 7 y
(2 )= > Ly, 455 (8.16D)
Ii +iz+lk1 +ky =I ” Z“kl )
Zig LX) Zoy ) &lX.Y ) Zy ) # 20y,

In (8.162)~(8.16b), I} + Ir + 1, +tx, = I means that I = (s, thy - - -+ k)
and Iy = (ks toyins - - LkN) where ki, ka, ..., ky is a permutation of
1,2,..., N. In particular, |11| + |12| =N-2.

8.5.2 Commutator estimates

We now provide the main estimates of Sect. 8.5.

Lemma 8.11 (Commutator estimates) Assume that 1 < N < 20 and 0 <
M < min{N, 2}. Let I be a multi-index belonging to the set IN+1 M from
Definition 8.8 and let I’ be any permutation of 1. Then the following commu-

tator estimates hold.:
[1,[N/21]:<(M—1)
(g [N/2] +>“g[1N]<M}

i Vi
zf=-Z f‘g S IL TN/ =14
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n )%g,m;s(M—mf‘

Absent if M=0

_ [LNL<(M—-1)4
N
where (M — 1)1 := max{M — 1, 0}.
Moreover, if 1 < N <19and 0 < M < min{N, 2}, then
[ S EARE
[I,N+1]l;<(M—1)4
[LIN/211: <M ff Y
+| 2 f( ),
ok 1,N+1]; My
(8.18a)

‘[4& QPN;M]f‘ < ’QP[I,N—H];ng’

[1 N+1l;<(M—=1)4 )‘

[LIN/21; <M Y
+|2 (5 !
f Qp[l N+1]; <MY

(8.18b)

Finally, if§ is an £; ,,-tangent one-form or a type ((2)) L u-tangent tensorfield,
1<N<19,0<M<min{N,2},and I € ZNM then

1,N+1];<(M—1
Mg 4 |gghmmg| ﬂifﬁ N*f <(M "y
: ALN+1];< ’
fZ*[ +1] v

(8.19a)
LN+ <(M—1)4
N M [1 N—1l;<M <[N/21;<M Lo Y
‘[W Ly ]5‘ 5‘ + ‘ﬁ:z 5‘ ’(%F[I,N+1];SM,Y )‘
(8.19b)
LN+ <(M—=1)
. N <M 1, NJ <M <[N/21:<M Y
‘[dl)(’» ﬁfg ]S’ ¢ S‘ ‘¢ g‘ ’(f[l N+1]; <M‘Y )‘
(8.19¢)

Proof See Sect. 8.2 for some comments on the analysis.
Proof of (8.17): We will bound the products 4',1‘ Zt)) J,fz(l 5 - dZ"2f on

RHS (8. 16a) on a case by case basis. Let M’ be the number of factors

of X 1n < 12 Note that M’ < M in view of the summation constraint
11 + 12 + ity ey = I on RHS (8.16a).
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Case i) M' = M and || € [IN/2], N — 1]. Clearly ‘dffizf) <
‘Qi“”<MfLTbbmmd¢}@Wfﬁg - where |11] € [0, L(V — 1)/2]1.
lkl

we note that since M’ = M, it must be that ﬁfg} comprises only P, -tangent
vectorfield factors and that (Z(tk, )s Z(Lkz)) = (L, Y). Hence, from (8.10), we

1,[N/21];0
ff[ [N/211; v
[1 [N/21]; OY
ticular, the product under consideration is bounded by the first product on
RHS (8.17).
Case ii): M' = M and |qu| € [0, |[N/2] — 1]. A slight modification of the
argument from Case 1) yields that ‘ ¢I‘ (Z(‘k2>)¢z( | A4 sz ‘ is bounded by
ky

the last product on RHS (8.17).
We note that we have now proved inequality (8.17) in the case M = 0, and

it holds without the second term on the RHS [as is stated in (8.17)].
Caseiii): 1 <M <2, M <M — 1, and |f2| € [LN/2], N — 1]. Clearly
‘d.ﬁ%f‘ < ‘D%‘fk[i’N];fM_lf‘. Since |f1| e [0, [(N —1)/2]], we can bound

have ¢11( (‘k2>) . In par-

N-1)/2
Z@k ) )¢<L( )/ J(Y)jlt#’ <

¢[1 (Z(‘kz))y,tz in the norm || - [|z(g#) by < 1 with the help of the point-
wise estlrnates of Lemma 8.6 and the bootstrap assumptions. It follows that

¢2y(z(‘k ))J,tZ(L ) ¢fc‘”i2f is bounded by the second term on RHS (8.17).

Caseiv): 1 <M <2, M' <M —1,|h] € [0, [N/2] —1],and 1 < N < 4.
Since N is small, the same arguments given in Case iii) apply.

Casev):1 <M <2 M <M-—1, |12| € [0, LN/2J—1] and5 < N < 20.
Clearly ‘¢f'fhf‘ ‘ff“ LN/2]l =M= 1f‘ To bound ﬁll (Z(‘kz))y;tz , we start

with the sub-case in which either Z(, ) = X or Z(tk ) = X. In view of
the summation constraint 11 + 12 + ey + oy, = I we see that it suffices
to bound ‘ﬁg}l =M= I(X)ﬁ) and ’ﬁgﬁl =M= I(Y)J,t*;‘. Since N > 5 and |11| €

[[N/2], N—1],we hqve |f 1| > 3. Thus, since M < 2, atleast 2 vectorfield fac-

tors in the operator 4/,"0;1';51” " mustbe P, -tangent. In particular, ¢|I1\ =M-1_
l'éil;SM_l. We can therefore use (8.11c) with M — 1 in the role of M to deduce
I <M—1(% I <M—1 Qp[l,N];EM—ly
1 =M—=1(X)_# 1E=M—=1(y)_# *k
‘ﬁgz; ( )jh" )ﬁfﬁ ( ),&‘ < ﬁ[l,N];sMY - }|. It follows that
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‘ﬁll Zi, ))¢Z<Lk ) -dZ b f ' is bounded by the last product on RHS (8.17)

as desired. In the remaining sub-case, we have (Z(lkl)’ Zy,) ) = (L,Y).

~

Thus, using (8.10), we see that ﬁg(z“kz))yli'zlk )
%[J,Nfl];SM 1
%([I,N];SMY

by the last product on RHS (8.17).

<N—-1;,<M
g <

. It follows that 1s bounded

I (Zay) I
e Y

Proof of (8.18a) and (8.18b): These estimates can be proved by combining
arguments similar to the ones we used to prove (8.17) with the commutation
identities (8.15a)—(8.15b), the estimates (8.8a) and (8.8b), and Lemma 8.2; we
omit the details.

Proofof (8.19a), (8.19b) and (8.19¢): The proofs of these estimates are similar
to the proof of (8.17) and are based on the commutation identities (8.14a)—
(8.14b) and (8.16b), the estimates (8.8a) and (8.8b), and Lemma 8.3. We omit
the details, noting only that the right-hand side of (8.19a) involves one more
derivative of 'y and y compared to the estimate (8.17); the reason is that we
use the estimate (8.3a) when bounding the terms on RHS (8.16b), which leads

. . Za
to the presence of one additional derivative on ( ("2))7,1'# . m|

Corollary8.12 If 1 < N < 20, 0 < M < min{N,2}, and
W e (R, R(—), v?}, then

‘D@PN—leA\I;‘ < ‘zk[i,N—H];SM\I,‘ n

I,N];<(M—1
"@% NI :V, "y . (820)
Ze Ny

Proof See Sect.8.2 for some comments on the analysis. We start by
decomposing ZVN M AW = AZN-EMy 4 [N-LM X1 Lemma 8.3
implies that |A2Z¥ 1M w| is < the first term on RHS (8.20). To deduce
‘[QPN—I;M, A]IIJ‘ < RHS (8.20), we use the commutator estimate (8.18b)
with f = W and N — 1 in the role of N and the bootstrap assumptions. O

8.6 Transport inequalities and strict improvements of the auxiliary
bootstrap assumptions

In the next proposition, we use the previous estimates to derive transport

inequalities for the eikonal function quantities and strict improvements of the
auxiliary bootstrap assumptions of Sect.7.5
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Proposition 8.13 (Transport inequalities and strict improvements of the aux-
iliary bootstrap assumptions) The following estimates hold.

Transport inequalities for the eikonal function quantities.

e Transport inequalities for . The following pointwise estimate holds:
Lyl < ‘,f»’f\ff’. (8.21a)
Moreover, for 1 < N <20and 0 < M < min{N — 1, 1}, we have

1,N]; <M
%k[* 1< X
1,N]; <M
ka[ i< v

(8.21b)

—+

’

‘L%N;Mu

N;M I,N+1];<M+17,
ZVM L] < | Z V=M

e Transport inequalities for Lé Small) and tryX. For 0 < N <20 and 0 <
M < min{N, 2}, we have

N;Myi N;M i
LZ Ll(Small) z LLZ(Small)
LN EMgx I\ VUM Ly

[LNL=(M-1)+
[1LN+1];<M g, P Y
S “%‘ lp‘ + (c@p[l,N]KM _> : (8.22)
* Y
Absent when N=0
L™ estimates for U and the eikonal function quantities.
e L°° estimates for 0. The following estimates hold for M = 1, 2:
HR(+) ”LOO():}‘) <&+ Cs, (8.23a)
[1.12]; <2
| 2! Rt Hmm < Ce, (8.23b)
v M v M
X R HLOO():(’;) = HX R HLOO():,") +Ce, (8:23¢)
Hfsuézm_) H [ z=12=2,2 H < Ce. (8.23d)
L>(2}) L>(2})
o L% estimates for \1. The following estimates hold for M = 0, 1:
K] gy = [57]
Loo(ziy Lo(zY)
5 %M {60 xR | + Ce,
+ 0, LLATY () Loo(t)
(8.24a)
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HL}”(MHH _! HXM {GO XR }” +Oe)

Loz 2 LL (+) L5l ’
(8.24b)
” gIL1Es] H < Ce. (8.24¢)

L (%))
Moreover, we have

(8.25)

e — 1||LOO<POT(BM,)) < Ce.

o L™ estimates for L! (Small) and . The following estimates hold for M =

1,2:
L < Cy&+C 8.26a
” (Smalh) || oo 1) sx+Ce, ( )
gltiE=2y1 < Ce, (8.26b)
H (Small) Lo(z)
p=1h=2y2 < Ce, 8.26¢
H (Small) Lo(zl) ( )
XM < H)“(MLl H Ce, (8.26d
H (Small) | oo gy = (Smal) | oo s +Ce, ( )
<10;<2 H | <10;<2 #” gp<10:<2, H <Ce.
H¢ Loz’ £z Lz’ Xl ooy =
(8.27)
L estimates for S2.
The following estimates hold:
H ffflz;fz.QH <Ce (8.28)
Lo(Zf)

Proof See Sect. 8.2 for some comments on the analysis. Throughout this proof,
we refer to the data-size assumptions of Sect. 7.1, the estimates of Lemma 7.4,
and the assumption (7.20) as the “conditions on the data.”

Proof of (8.28): The bootstrap assumptions imply HWSIZ.QHLOO(Z“) < g,

t
which is a special case of (8.28). To prove (8.28) for H Q"SIQ;ISZHLOO(V),
t

we use (2.40) and (2.8c) to deduce the identity X2 = —uLS$2. Apply-
ing 2=!! to both sides and using the bootstrap assumptions, we deduce
H,@<11X.§2“Lw(2u < e. Next, for 2 < K < 12, we repeatedly use the

@ Springer



70 J. Luk, J. Speck

commutator estimate (8.17) (see Remark 5.4) and the bootstrap assumptions
to deduce

‘EXEK”.Q‘ < )@“v’f—”)m’ + ‘QEK_I.Q‘ . (8.29)

We have already shown that the first term on RHS (8.29) is < ¢, while the
bootstrap assumptions imply that the second term is < &. We have thus shown
that we can permute the vectorfield factors in 2= X2 up to O(e) errors,
which yields the desired bound || p=1nln ||LOO(EM) < ¢. To prove (8.28) for
t
|Zz=1%22 HLOO(ZM), we apply Z=19X to the equation X2 = —uL£2 and use
t

< ¢ and the bootstrap assump-

)N

the already proven bound H =122l H Loo(su
t

tions to deduce |“@§10XXQHLOO(2") < ¢. Using this bound, the estimate
t

H F=1z=ln H Lo () < g, the commutator estimate (8.17), and the bootstrap
1

assumptions, we can use an argument similar to the one given just below (8.29)
in order to arbitrarily permute the vectorfield factors in Z=19X X £2 up to O(¢)
errors. This yields (8.28).

Proof of (8.21a) and (8.21b): The estimate (8.21a) follows ea§ily from tlge
bootstrap assumptions and the evolution equation Ly = f (y))V( v+ f(y)PVY,
which in turn follows from (2.64) and Lemma 2.56. B

We now prove (8.21b). We show only how to obtain the estimates for

‘L,,%N M u‘ since the estimates for ‘ff;N M Lu‘ are simpler in that they

do not involve commutator estimates. To proceed, for I < N < 20 and
0 <M <min{N — 1, 1}, we commute the evolution equation from the previ-

ous paragraph with %N;M to deduce the schematic identity
LENMy = (L, 2V Mt 28 o X T+t PE) . 830)

To bound the second term on RHS (8.30) by < RHS (8.21b), we use the
bootstrap assumptions. To derive ‘[L, %N;M]u‘ < RHS (8.21b) , we use the
commutator estimate (8.17) with f = p and the bootstrap assumptions.

Proof of (8.22) for LD%‘”N;MLisma”) and QPN;MLLQS’nall): From (2.65) and

Lemma 2.56, we have LLiSmall) = f(v, g*l , d)?)Pli’. For0 < N <20 and

0 < M < min{N, 2}, we commute this equation with 2’ N:M 4 obtain

LLNMLL Gy = (L 2V MLy + 2V ey, g™ gy PO
(8.31)
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To bound the second term on RHS (8.31) by < RHS (8.22), we use
(8.6b)—(8.6¢), (8.8a2)—(8.8b), and the bootstrap assumptions. To deduce that

i, 2V M]L(Sma”)‘ < RHS (8.22), we use (8.17) with f = Lig . and the
bootstrap assumptions.

Proof of (8.22) for LZ’N =" Mryx and 27N ~1M Liryx: We apply L to (2.75a)
and use the schematic identity £, ¢ ~! = f(y, ¢!, dx) Py (see (2.61), (2.73¢),
and Lemma 2.56) to deduce Ltryx = f(y, ¢~ dX)PLy + lLo.t., where
Lot = {f(,@fly, £l M)flf)} Py. Applying ZN=1M (o this iden-
tity and using Lemmas 8.4 and 8.5 and the bootstrap assumptions, we find
that |2V Ly | < Y2 |20V L, 0| + RHS (8.22), where the
operator %NH;M acting on L( Small) contains a factor of L. Arguing as in our
proof of the bound for the commutator term on RHS (8.31), we commute the
factor of L so that it acts last, thereby obtaining Zgzl ‘QﬁNH;ML“

(Small) <
2 N:M
D a=1 ‘Lg L smann

ous paragraph that Z =1 ‘Lff N:M L‘(’Smal ) ‘ < RHS (8.22), which completes

our proof of the estimate (8.22) for | ZN—1:M Ltrgx‘. Using the commutator
estimate (8.17) with f = tryx, (8.8¢), and the bootstrap assumptions, we com-
mute the factor of L so that it acts last, which yields the same estimate for
‘LQPN—I;Mtrgx‘.

Proof of an intermediate estimate: As an intermediate step, we now show that

(Small)

) + RHS (8.22). Moreover, we showed in the previ-

1,11];0
2
1<
] 11]1 IggSma”) (tou,9) < e (8.32)
< <
z= L(Small)

We set g(t,u,¥) := LHS (8.32). Since L = %, we can use (8.21b)—
(8.22) and the bootstrap assumptions and integrate as in (8.7) to deduce

qg(t,u,9) <q@O,u,v)+ Cfstzoq(s, u,)ds + Ce, where Ce comes from
the terms ‘0@1[1’12];51 \TJ‘ on RHSs (8.21b) and (8.22), which are < e. The con-
ditions on the data imply that ¢ (0, u, ) < Ce. Hence, Gronwall’s inequality

and our assumption t < T(Boor) < 25;1 yield g(t,u, ) S ¢ exp(CS;l) Se
as desired.

Proof of (8.23a)—(8.23d): Using (2.76a), (2.40), Corollary 2.52, Lemma 2. 56
the identity (2.85a), and the schematic relation Ly = f (y)P\IJ + f (y)X V7
(which follows from (2.64) and Lemma 2.56), we write the wave equations
(2.8a) and (2.22) verified by ¥ € {R(4), R(-), v} in the following schematic
form:
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LXV =1y, ¢~" d%, 2= 0 220 £y, ¢ 71 g%, 2510 Py
+i(y, 250 2510, (8.33)
We now show that*!

LEPIIRw| < | 2P R e, (8.34)

To derive (8.34), we first apply .9&[2’“];1 to (8.33). Using the boot-
strap assumptions and the already proven estimates (8 28) and (8.32) [to
bound the derivatives of the terms L(Sm all) and L(S all) found in the

factor Py on RHS (8.33)], we deduce ‘D%";[Z“];1RHS(8.33)”LW(Z“) <
e. To finish the proof of (8.34), we must bound the commutatort term

‘[L %[2,11];1’ %[2,11];1”5(\1,‘ To this end, we use the commutator estimate

(8.17)with f = XW,2<N <1l,andM =1, and the bootstrap assumptions,
which yield the estimate ‘[L%[z’m;l, QF (2,11 L]X\Il‘ )f[l A <1X1D)

‘ .9,’;5 AL ¥ ‘ + ¢, where we bounded the last factor on RHS (8.17) as follows:

1,11];0
0y

PAIRI ETY < 1. We have therefore proved (8.34). We now integrate
ES

inequality (8.34) along the integral curves of L as in (8.7), use the condi-
tions on the data, and apply Gronwall’s inequality in 9,’;[2’11]; "X | to deduce

‘,@i[z’”];])v( \Il‘ < &. Using this bound, the commutator estimate (8.17) with

M = 2, and the bootstrap assumptions, we use a commutator argument sim-
ilar to the one surrounding Eq. (8.29), which allows us to arbitrarily permute

the vectorfield factors in the expression %[2’“];1)? W up to O(e) errors. This

yields “ff [1.12; \I!H s < €. Also considering the bootstrap assumption

(BA(lIJ £2) FUND), we see that we have proved (8.23b).

To_prove (8.23a), we first note that the bootstrap assumption
(BA(lIJ £2) FUND) implies ‘LRH) ‘ < &. From this bound and the fundamen-
tal theorem of calculus [as in (8.7)], we deduce that
|7€(+)| (t,u,9) < |R(+)| (0, u, ©) + Ce. From this bound and the conditions
on the data, we conclude (8.23a). Similar reasoning yields (8.23c) and the
bounds H}U(SZR(,) H < ¢ and Hf(fzvz < ¢. Combining these

~

L®(S) HLOO(E,”)
bounds with (BA(¥, 2) FUND) and the bound | ﬁiﬁ“’lz]:fijumm Se
proved above, we conclude (8.23d). t

41 Note that the operator Q‘;l;l does not make sense.
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Proof of (8.24¢). (8.260) (8.26b), (8260), (8.264), and (327): We define
Zhe =y

gt u,®) = || =211

<11:<2 2(Small)
z= L(Small)

(8.32), wededuce g (¢, u, ) <q0,u,¥)+C fst:o q(s,u,¥)ds+ Ce, where
the Ce term comes from the terms ‘&ﬁ[l’ 12];52\3‘ on RHSs (8.21b) and (8.22),
which are < ¢ in view of the already proven estimates (8.23b) and (8.23d).
The conditions on the data imply that ¢(0, u, ) < Ce. Hence, from Gron-
wall’s inequality and the assumption ¢ < T(Boor) =< 26 1 we conclude
q(t,u,9) Se exp(CS;l) < &, which yields (8.24c¢), (8.26b), and (8.26c¢).

The estimate (8.27) then follows as a consequence of inequality (8.8c) and
the estimates (8.23b), (8.23d), (8.24¢), (8.26b), and (8.26¢).

To prove (8.26a), we first use (8.26b) to deduce ‘LL(Sma”)‘ E.
Integrating along the integral curves of L, we deduce that

(t, u, ¥). Arguing as in our proof of

‘L(Sma”)‘ (t,u,9) < ’L%Small)‘ (0, u, ) + Ce. In view of the conditions on
Lmall Hmzu < Cy& + Ce, which yields (8.26a).
The estimate (8.26d) can be proved using a similar argument.

Proof of (8.25): The estimate (8.25) is a trivial consequence of (7.16b) and
(7.20).

Proof of (8.24a) and (8.24b): From the evolution Eq. (2.64), Lemma 2.56,
the commutator estimate (8.17) with f = u, the estimates (8.23b), (8.23d),
(8.26b), (8.26c), and (8.24c), and the bootstrap assumptions, we see that for
M =0, 1, we have

the data, we find that HL

LXMy = %)?M [GY xR |+ XM xR |+ XM {1 02
+ XMt PO} 4+ (L, XM
- %XM [6), %R | + 0. (8.35)

Moreover, from (2.80b), (8.23b), (8.23d), (8.26b), (8.26¢), and the boot-

strap assumptions, we deduce LXM {G%LJV(R(H} = O(e). Integrating

this estimate along the integral curves of L as in (8.7), we find that

[0 ot 3R, = £ [o1, 3R], + 01 P
t 0

this estimate and (8.35), we conclude (8.24b).
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To prove (8.24a), we first argue as in (8.7) to obtain the follow-
ing inequality for M = 0, 1: |)u(Mu‘ (t,u,9) < ‘)v(Mu‘ O, u,v) +

fst:o ‘L)?Mu‘ (s,u,v)ds. Then, using (8.24b) and the assumption

0 < t < Tpor = 26 I we bound the time integral by
< 3;1 I )V(M{G(zL)V(RH)} ||L<>O(g(z)¢) + Ce. The desired bound (8.24a) now read-
ily follows from these estimates. O

The following corollary is an immediate consequence of the fact that we
have improved the auxiliary bootstrap assumptions of Sect.7.5 by showing
that they hold with £!/? replaced by Ce.

Corollary 8.14 (¢'/2 can be replaced by Ce) All prior inequalities whose
right-hand sides feature an explicit factor of €'/ remain true with ¢'/? replaced
by Ce.

9 L° estimates involving higher transversal derivatives

In Sect.10, we will derive sharp pointwise estimates for p and some
of its derivative. Those estimates play a crucial role in the energy esti-
mates The proofs of some of the estimates of Sect. 10 rely on the bound

uHLOO(E” < 1. In this section, we derive this bound and some related

ones, some of which are needed to prove it.

9.1 Aucxiliary bootstrap assumptions

We make auxiliary bootstrap assumptions on M, v, to simplify the anal-
ysis.

Auxiliary bootstrap assumptions involving three transversal derivatives
of V.

We assume that the following inequalities hold for
(Iv u) € [07 T(B()Ol)) X [07 UO]

XXXR H “XXXR “ +el2,
L 2 T
(AUXXXXR(4))
HXXXR( )H , )”()?)”(UZH <e'2 (AUXXXX(R(). v?))
Lo(Z1) Lo(S1)

@ Springer



Shock formation in solutions 75

Auxiliary bootstrap assumptions involving two transversal derivatives of
n.  We assume that the following inequalities hold for
(tv u) € [Oa T(BOOI)) X [07 UO]

0 e = 5] gy 57 [ 0+, AUXE )

1
LXX H -
H H L®(f) 2

{GMXRHﬁMw®M+Qﬂ. (AUXLX X )

9.2 The main estimates involving higher-order transversal derivatives

In the next proposition, we provide the main estimates of Sect.9. The propo-
sition yields, in particular, strict improvements of the bootstrap assumptions
of Sect.9.1.

Proposition 9.1 (L* estimates involving higher-order transversal deriva-
tives) Under the data-size and bootstrap assumptions of Sects.7.1-1.5 and
9.1 and the smallness assumptions of Sect. 7.6, the following estimates hold.

L™ estimates involving three transversal derivatives of 0.

HLXXX@H < Ce, 9.1
L>(Z))
XXXR H HXXXR H +Ce,
H ) L®(ZH) — ) L (%g)
(9.22)
H)?)?im(_) H , }“()“()“(UZH < Ce. (9.2b)
LOO(E;‘) L°°(E;‘)

L™ estimates involving two transversal derivatives of ..

XX H <|xx H e )?)?{GO R }H +Cs,
2 Lo (s K Loz * LL +) Lo(s)
(9.3a)
.. ey .
LXX “ - XX{GO XR }H Ce. 9.3b
H [ Lo(T) 2 LL (+) Lw(28)+ € ( )

Sharp pointwise estimates involving the critical factor G - If0< M <2
and 0 < s <t < T(Boor), then we have the following estimates:
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\)?Méu(r, w,9) — XMGpp(s.u, 0)) < Ce(t —s),

(9.4a)
‘)“(M {E;LL S 5(513} (t,u, 9) — XM {éLL S )“(\YJ} G, u, 0)) < Cs(t — ).
(9.4b)
Furthermore, we have
1GLL] ooy = Ce (9.5)

Finally, with ¢, := j—pcs(p = 0) and under the assumption (7.2), we have

Lu(t, u,9) = —% {14+ 048} @ + DXR4)(t,u, 9) + Oe).  (9.6)

Proof of Proposition 9.1 See Sect.8.2 for some comments on the analysis.
Throughout this proof, we refer to the data-size assumptions of Sect.7.1, the
estimates of Lemma 7.4, and the assumption (7.20) as the “conditions on the
data.”

Proof of (9.1)-(9.2b): For ¥ € {R4), R(-), vz}, we commute (8.33) with
X X and use Lemmas 8.4 and 8.5, the L°° estimates of Proposition8.13, and
the auxiliary bootstrap assumptions of Sect. 9.1 to deduce
)L}?X}?\y‘ < )L}?}?}?\y _ )?)?L)?\l/‘ + ‘)?)?Lf(\l/|
< [LXXXW - XXLXW| 4+,
Also using (8.17) with f = X W, we deduce
LXXXW — X}?L}?\p’ < ‘%[jv21;522w‘ < ).%[jﬁ]?ﬂw‘ <e (97)

where to obtain the next-to-last inequality in (9.7), we have used the fact

that operators of the form %[i,z];gz cannot contain two factors of X. We
have therefore proved (9.1). The estimates (9.2a)—(9.2b) then follow from
integrating along the integral curves of L as in (8.7) and using the estimate
(9.1) and the conditions on the data.

Proof of (9.4a)—(9.4b): It suffices to prove thatfor M = 0,1,2and: =0, 1, 2,
we have

LxM6y, |, [Lx ey xw )| s e 9.8)
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once we have shown (9.8), (9.4a)—(9.4b) then follow from integrating along
the integral curves of L from time s to r [in analogy with (8.7)] and using (9.8).
To obtain the estimate (9.8) for LXM G ;. we differentiate G}, = f(y)

[see (2.80b)] with LXM and use the L estimates of Proposition 8.13. To
obtain the estimate (9.8) for LXM {G’L L)V( v, }, we use a similar argument
that also relies on (9.1)—(9.2b).

Proof of (9.5): From (2.66), the identity X2 = X%Sma”) (see Definition 2.38),

Lemma 2.39, and Lemma 2.56, we deduce G%L = f(y)L%sma”) + f(y)v2.
(9.5) now follows from the L°° estimates of Proposition 8.13.

Proof of (9.6): From (2.12), the definition ¢ := a;ipcs(p =0), (2.64), (2.67),
and Lemma 2.56, we deduce

R ) . :
Lp=—c {1 1 KRy + WM XR ) + ) PY

1, . . . R
=—3 [T+ 1+vEW} XRp) + T MXR ) + () Xv? + £(v) PV.
(9.9)

(9.6) now follows from (7.2), (9.9), and the L°° estimates of Proposition 8.13,
which imply that y

=3 {E+1+vE) } XR (1) = =3 {14+ 04(&)} (T, + DX R4 (t, u, )+ O(e)
and that the last three products on RHS (9.9) are O(¢).

Proof of (9.32)—(9.3b): Using the L estimates of Proposition 8.13, the esti-
mate (9.2b), and the bootstrap assumptions, we can use the same argument
that we used to prove (8.35) in the cases M = 0,1 in order to conclude that
(8.35) also holds with M = 2. The remainder of the proof of (9.3a)—(9.3b)
now proceeds as in the proof of (8.24a)—(8.24b) [which is given just below
(8.35)], thanks to the availability of the already proven estimates in (9.8). O

10 Sharp estimates for 1

In this section, we derive sharp pointwise estimates for p and some of its
derivatives. These estimates provide much more information than the crude
estimates we obtained in Sects. 8 and 9. The sharp estimates play an essential
role in our derivation a priori energy estimates (see Sect. 14).

10.1 Definitions and preliminary ingredients in the analysis
Definition 10.1 (Auxiliary quantities used to analyze 1) We define the fol-

lowing quantities, where 0 < s < ¢ for those quantities that depend on both s
and ¢ :
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s'=t

M(s,u, ;1) :=/ {Lu(t,u,9) — Lu(s',u,9)} ds’, (10.1a)

s'=s
i, 9) == (s =0,u, 9), (10.1b)
~ M(s,u,v;t
M(s,u, 05 1) = (5, u,9;0) (10.1¢)
u(u7 19) - M(Ov u, 195 t)
Lu(t,u,9) ~
W(Approx)(s,u, ¥51) =1+ s+ M(s,u,v;t).

wu, v) — MO, u, 0;1t)
(10.1d)

The following quantity p, captures the worst-case smallness of 1 along X}’

Our high-order energies are allowed to blow up like a positive power of 1/1,
as W, — 0; see Proposition 14.1.

Definition 10.2 (Definition of 11.) We define

Wy (2, #) := min{l, min p}. (10.2)
Ty

Lemma 10.3 (First estimates for the auxiliary quantities) The following esti-
mates hold for (t,u, ) € [0, T(Boor)) x [0, Upl x Tand0 < s <t:

Au, 9) =14+ O4(&) + O(e), (10.3)
u, ) =1+ MO, u, 9;1) + Oy (&) + O(e). (10.4)

In addition, the following pointwise estimates hold:

|Lu(t, u, 9) — Lu(s, u, 9)| S et —s), (10.5)
\M(s,u, 9 1), IM(s,u, 0;1)] < e(t — )2, (10.6)
His,u, ) = {1 + Oy (&) + 0(8)} WApprox) (S, u, U5 1).

(10.7)

Proof (10.3) follows from (7.13a) and (7.20). The estimate (10.5) follows from
the mean value theorem and the estimate |LLu| < &, which is a special case
of (8.24c¢). The estimate (10.4) and the estimate (10.6) for M then follow from
definition (10.1a) and the estimates (10.3) and (10.5). The estimate (10.6) for
M follows from definition (10.1c), the estimate (10.6) for M, and (10.4). To
prove (10.7), we first note the following identity, which is a straightforward
consequence of Definition 10.1:

(s, u, ) = {{(u, 9) — MO, u, 95 0} Wapprox) (s, u, 95 1). (10.8)

From (10.8) and (10.4), we conclude (10.7). |
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In deriving certain estimates, we find it convenient to partition various sub-
sets of spacetime into regions where Lt < 0 (and hence u is decaying) and
regions where Lt > 0 (and hence p is not decaying).

Definition 10.4 (Regions of distinct w behavior) For each t € [0, T(poor)),
s € [0, ], and u € [0, Up], we partition

[0, u] x T = Pyry Sy =Wyt vy (10.9)
where*?
Lu(t,u', )
Dy = 1w, 9) [0 T >0
t (u5 ) [ ’M]X | ﬁ(u’,ﬁ)—M(O,u/,ﬁ;t)_ k]
(10.10a)
_ Lu(t, u',9)
= 1w,9) el0 T
' (', 0) € 10l |ﬁ(u/,ﬁ)—M(0,u/,ﬂ;t)< ’
(10.10b)
@zt = {0 ) e SY @9y e Dvr). (10.10¢)

10.2 Sharp pointwise estimates for pL and its derivatives

In the next proposition, we provide the sharp pointwise estimates for p that
we use to close our energy estimates.

Proposition 10.5 (Sharp pointwise estimates for u, L, and X w) The follow-
ing estimates hold for (t,u, ¥) € [0, T(Boor)) % [0, Up] x Tand 0 < s < t.

L
Upper bound for [ H]+.
o

L
“[ iy <cC. (10.11)
B Loz
Small \implies L\ is negative.
1 1 o
H(Sa u, 7-9) = Z — Lu(sa u, 19) = _Zé*a (1012)

where 6* > 0 is defined in (7.1).

42 The estimate (10.4) implies that the denominator {i(u’, 9) — M(0,u’, ;1) in (10.10a)-
(10.10b) remains strictly positive all the way up to the shock.
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%
Upper bound for [ H]+‘
[Xuls C
< —. (10.13)
22 L (zH) vV T(Boor) — $

Sharp spatially uniform estimates. Consider a time interval s € [0, t] and
define the (t, u-dependent) constant K by

Ki=  sup LLpl-(.u, ) (10.14)

. el0u]xT L@, 9) — MO, u', ;1)

and note that k > 0 in view of the estimate (10.4). Then

(s, u) = {14 O4(&) + O(e)} {1 — ks}, (10.152)
||[LH]—||L°0(2;4) = g(:l/?)”(&) + 0(81/2)} K Z::z 2 SZ’ (10.15b)
Furthermore, we have
K < {1+ 0y(&) + O(e)} b (10.16a)
Moreover, when u = 1, we have
K= {14+ 0y(&) + O(&)} b, (10.16b)

Sharp estimates when (u', 9) € V. We recall that the set DV is defined
in (10.10a). If 0 < 51 < sp < t, then the following estimate holds:

/
9 9 1?
sup w(s2, u', ) -

; < C. (10.17)
W ey WSy, u's 9)

In addition, if s € [0, t] and ) E;‘;t is as defined in (10.10c), then

inf p>1-Cy&— Ce. (10.18)

Moreover, if s € [0, t], then

H _[L:L] < Ce. (10.19)

L>® ((+) Eg;t)
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Sharp estimates when (u', %) € V. Assume that the set T)V* defined in
(10.10b) is non-empty, let k be as in (10.14), and note that k > 0 when (_)V,”
is non-empty. Then there exists a constant C > 0 such that

/
9 9y 19‘
sup “(sz—”/) <14 Ce. (10.20)
0<s;<sy<t M(s1,u’, D)

(', 9)eVH
Furthermore, if s € [0, t] and (_)E;‘;t is as defined in (10.10c), then
II[Lu]+|ILm(<->2;t) < Ce. (10.21)
Finally, there exist constants Cy > 0 and C > 0 such thatif 0 < s <t, then

{1+ Coa+Ce'?}k, ifk>el/?
LNl oo y < Cell2, Fe<el (10.22)

Approximate time-monotonicity of u' (s, u). There exist constants Cy > 0
and C > 0 such that if 0 < s; < 5o <'t, then

w (s, u) < {14 Co& + Ceyuy H(so, ). (10.23)

Proof See Sect. 8.2 for some comments on the analysis.

Proofof (10.11): We may assume that L (s, u, ©#) > 0 since otherwise (10.11)
is trivial. Then by (10.5), for 0 < s" <5 <t < T(Boor) < 25;1, we have
that Lu(s’, u, ¥) > Lu(s,u, ) — Ce(s — s") > —Ce. Integrating this esti-
mate with respect to s’ starting from s’ = 0 and using (10.3), we find that
wis,u,®) > 1 — Cy& — Ce and thus 1/u(s,u,?) < 1 + Cy& + Ce. Also
using the bound |Lu(s, u, ©)| < C proved in (8.24b), we conclude the desired
estimate.

Proof of (10.12): By (10.5), for 0 < s < t < T(Boor)y = 25;1, we
have that Lu(s,u,v) = Lu,u,d) + O(e). Integrating this estimate

with respect to s starting from s = 0 and using (10.3), we find that
wis,u, ) = 1+ Op(&) + O(e) + sLu(0, u, ¥). Again using (10.5) to
deduce that Lu0,u,9) = Lu(s,u,v) + O(eg), we find that

wis,u, ) = 1+ Oy (&) + O(e) + sLu(s, u, ). It follows that whenever
(s, u, ) < 1/4, we have Lu(s, u, ) < —1{3/4 + O4(&) + O(e)} 8, <
_}18* as desired.

Proofof (10.16a) and (10.16b): We prove only (10.16a) since (10.16b) follows
from nearly identical arguments. From (7.2), (9.9), (10.4), (10.5), and the L*>°
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estimates of Proposition 8.13, we have

Lu(t,u, ) _ L0, u, v)
f(u, ) — MO, u, ;1) t+0@) u,®) — MO, u,¥;1)
= {14+ O0y(&)} L0, u, ») + O(e)
1 Ny
=-3 {1+ 04(8)} @ + DIXR$)10, u, ®)
+ O(e). (10.24)

From (10.24) ar})d definitions (7.1) and (10.14)0, we conclude that
K < {1 + (’),(&)} Oy + O(e) = {1 + Oy (&) + (’)(8)} Oy as desired.

Proofof (10.15a) and (10.23): We first prove (10.15a). We start by establishing
the following preliminary estimate for the crucial quantity kK = (¢, u) [see
(10.14)]:

tx < 1. (10.25)

We may assume that k > 0 since otherwise the estimate is trivial. To proceed,
we use (10.1d), (10.4), (10.6), and (10.8) to deduce that the following estimate
holds for (s, u’, ¥) € [0, ] x [0, u] x T:

(s,u',9) = {14+ 04(&) + O(e)} {1 + Lp.w, 9) s+ 0@t —s)?
T ’ A, 9) — MO, 1. 95 1) '
(10.26)
Setting s = ¢ in Eq. (10.26), taking the min of both sides over

(', ) € [0,u] x T, and appealing to definitions (10.2) and (10.14), we
deduce that (7, u) = {1 + Oy(&) + O(e)} (1 — k1). Since ,(t, u) > 0 by
(BA 1 > 0), we conclude (10.25).

Having established the preliminary estimate, we now take the min of both
sides of (10.26) over (u’, ) € [0, u] x T, use the estimate (8.25), and appeal
to definitions (10.2) and (10.14) to obtain:

(u/,ﬁ)rg[i(g}u]x’]f }l(s, ul’ ﬁ) = {1 + OO(&) + 0(8)} {1 — Ks + O(S)(f — S)z}.
(10.27)

We will show that the terms in the second braces on RHS (10.27) satisfy
1 — ks + Ot —5)* = (14 f(s, u; 1)) {1 — ks}, (10.28)
where

f(s,u;t) = O(e). (10.29)
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The desired estimate (10.15a) then follows easily from (10.27)—(10.29) and
definition (10.2). To prove (10.29), we first use (10.28) to solve for f(s, u; ¢):

s, ui0y = 2O =" 0@ =) (10.30)
U l—xks 1=kt +k({—s) '

We start by considering the case k < (1/4)8*. Since 0 < s <t < T(Boor) <
28;1 , the denominator in the middle expression in (10.30) is > 1/2, and the
desired estimate (10.29) therefore follows easily whenever ¢ is sufficiently
small. In remaining case, we have Kk > (1/4)8*. Using (10.25), we deduce

1 .
that RHS (10.30) < —O(e)(t —5) < Csé,:z < ¢ as desired.
K
Inequality (10.23) then follows as a simple consequence of (10.15a).

Proof of (10.15b) and (10.22): To prove (10.15b), we first use (10.5)
to deduce that for 0 < s < t < T(B(m,) < 26 I and
u',9) € [0,u] x T, we have Lu(s, u’,9) = Lu(t, u’, 9) + O(e). Appeal—
ing to definition (10.14) and using the estimates (8.24b) and (10.4), we
find that [[Lul-llpeesny = {1+ 00}k + OCe). I 2 < Kk, we
see that as long as ¢ is sufficiently small, we have the desired bound
[1+0,0}x + O() = {1+0,(&)+0E"*}k. On the
other hand, if k < &2, then similar reasoning yields that
||[Lp]_||Loo(2u) = {1 + (9,(0()} K+ O(e) = 0(81/2) as desired. We have
thus proved (10 15b).

The estimate (10.22) can be proved via a similar argument and we omit the
details.

Proof of (10.13): We fix times s and t with 0 < s < t < T(Boor) and a
point p € X with geometrlc coordinates (s, i, 19) Let¢: [0,u] — X be
the integral curve of X that passes through p and that is parametrized by the
values u’ of the eikonal function. We set

. d
Fu):=pot(), F@') = ;F(u)_(Xu)oL(u)

X F .
We must bound (Xl lp = LFGD1 . We may assume that F(u) > 0 since
u

F (i)

otherwise the desired estimate is trivial. We now set

H:= sup X)?u
MT(Boot) Vo
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~ 1 . . o .
IfF(u) > X then the desired estimate is a simple consequence of (8.24a) with

1
M = 1. We may therefore also assume that F(«) < > Then in view of the

estimate ||pL — 1||LOO (PT(BM)> < ¢ [see (8.25)], we deduce that there exists a

u” € [0, i] such that F(u”") < 0. Considering also the assumption F(it) > 0,
we see that H > 0. Moreover, by (9.3a), we have H < C. Furthermore,
by continuity, there exists a smallest us € [0, #] such that F(u’) > 0 for
u' € [uy, u]. We also set

Wminy (s, u') := min u(s, u”, 9). (10.31)
(u”,9)€l0,u’1xT

The two main steps in the proof are showing that

w gL (10.32)
u(s, u, ) VB Min) (s, u)

and that for 0 < s <t < T(Boor), We have

Hepiny (s, u) = max {{1 — Cy& — Ce} k(r — ), {1 — Cyb — Ce} (1 — xs)},
(10.33)

where k = «k(z, u) is defined in (10.14). Once we have obtained (10.32)—
(10.33) (see below), we split the remainder of the proof (which is relatively

easy) into the two cases k < 4_16* and Kk > 16* In the first case

1 o 1 o 1
K < 16*, we have 1 — ks > 1 — Zé*T(Boot) > > and the desired bound

[Xpis, u, 9)]4 < C < c

c
e o T R —
W(s, i, 0) Ty VTBoo =

easily from (10.32) and the second term in the min on RHS (10.33). In the

< RHS (10.13) follows

1.
remaining case K > Zé*, we have — < C, and using (10.32) and the first term
K
[XH(S, ”’77 1})]4» < C
0,9 T Ji—s
this estimate holds for all 7 < T(g,or) With a uniform constant C, we conclude

(10.13) in this case.
We now prove (10.32). To this end, we will show that

in the min on RHS (10.33), we deduce that Since

(10.34)

.70 R D) i 0.
(s, u, 9) wis, u, )
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Then viewing RHS (10.34) as a function of the real variable u(s, u, 5) (with
all other parameters fixed) on the domain [LL(pin) (s, i), 00), we carry out

1/2

VW Miny (5, 70)
which yields (10.32).

We now prove (10.34). For any u’ € [uy, i], we use the mean value theorem
to obtain

F@)—FW)<H@—-u), F@—-Fu)> Nn%ir/lj F" @ —u).
’ (10.35)

a simple calculus exercise to find that RHS (10.34) < H

- 1F@

Setting uy :=u — 3 , we find from the first estimate in (10.35) that for

- . 1. . . .
u' € [uy,u], we have F(u') > EF(M)' Using also the second estimate in
- | Y 1 F2(i)
(10.35), we find that F(u) — F(u1) > EF(M)(M —uy) = 2

that the definition of (s, implies that F(u1) > Wain)(s, %), we deduce
that

. Noting

- 1[Xus, o, 9P
m&mm—wmm&mzZLﬂ%}lﬁ. (10.36)

Taking the square root of (10.36), rearranging, and dividing by u(s, u, %), we
conclude the desired estimate (10.34).

It remains for us to prove (10.33). Reasoning as in the proof of
(10.26)—=(10.29) and using (10.25), we find that for 0 < s < t < T(Boor)
and u’ € [0, u], we have
Wi (s, ') = {1 — Cybe — Ce} (1—xs) = {1 — Cy& — Ce} k(t —s). From
these two inequalities, we conclude (10.33).

Proof of (10.20): A straightforward modification of the proof of (10.15a),
based on equations (10.1d) and (10.8), yields that for 0 < s; < s, <

sy, u', 0

t < T(Boory and W', v) € (5)Yu we have the estimate M =

wisy, u', 9)
Lu(t,u’, %)

I+ <ﬁ(u’,19)—M(0,u/,19;t)> 52
Lu(t,u’, 1)

I+ <ﬁ(u’,19)—M(O,u/,l9;t)> 51

estimate (10.20) easily follows.

Proof of (10.17), (10.18), and (10.19): By (10.5), if (u’,®) € PV and
0 <s <1t < T(Boor), then [Lu]_(s,u, ) < Ce and Lu(s,u, ) > —Ce.
Integrating the latter estimate with respect to s from O to ¢ and using (10.3), we

{14+ O(e)} . From this estimate, the desired
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find that u(s, u’, ¥) > 1 — Cy&— Ce. Moreover, from (8.24a) with M = 0, we
have the crude bound (s, u’, ¥) < C. The desired bounds (10.17), (10.18),
and (10.19) now readily follow from these estimates.

Proof of (10.21): By (10.5), if (u’,®) € V¥ and 0 < s < t < T(Boor),
then [Luls (s, u’, ) = [Luly (¢, u', 9) + O(e) = O(e). The desired bound
(10.21) thus follows. O

10.3 Sharp time-integral estimates involving p

In deriving a priori energy estimates, we will use Gronwall-type estimates that
involve time integrals featuring difficult factors of u_? for various constants
b > 0. In the next proposition, we bound these time integrals.

Proposition 10.6 (Fundamental estimates for time integrals involving u_l)
There exist constants Cy > 0and C > 0 such that for real numbers b satisfying

1 < b <100,

the following estimates hold for (t, u) € [0, T(Boor)] % [0, Upl.

Estimates relevant for borderline top-order spacetime integrals.

/’ L]l oo (su) ds < {1 + Cy& + Cel/?
—ds <
N

-0 l,Lb(s u) bh—1 } ui_b(t’ u). (1037)

Estimates relevant for borderline top-order hypersurface integrals.

o <{1+c.&+c81/2

L 0o (=) 3 ds 1=b t,u).
e =) K:o ub(s,u) b—1 }H* (t,u)

(10.38)

Estimates relevant for less dangerous top-order spacetime integrals.

! 1 1
ds <C{1+ —} 1=t u). (10.39)
/s:O b (s, u) { b—1J"

Estimates for integrals that lead to only In u_' degeneracy.

ds < {1+ Cy&+ Ce'? Inp (1, u) + Cy + Ce'/2,
(10.40)

/t ||[LH]7||L00(2;4)
s=0 Mo (s, u)

t
/ L _ss<c {Inp 't u) + 1} (10.41)
s=0 FL*(S, u)
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Estimates for integrals that break the ' degeneracy.

t
1
——ds < C. (10.42)
K=0 w1 (s, u)

Proof
Proof of (10.37), (10.38), and (10.40): To prove (10.37), we first consider the
case kK > ¢1/2 in (10.15b). Using (10.15a) and (10.15b), we deduce that

/r ||[LIJ]7||L00(2§1) !
S

_ 0 1/2 K
e s = (o +oe ) |

—ds
s=0 (1 - Ks)b
<{H%M®+O@Wq 1

bh—1 (1 — kr)b=1

14 Oy (&) + O(!/?)
- { b—1

} w! =@, u)  (10.43)

as desired. We now consider the remaining case k < &!'/2 in (10.15b). Using
(10.15a), (10.15b), and the fact that 0 < s <t < T(Boor) < 26;1, we see that
for ¢ sufficiently small relative to S*, we have

s=0  MZ(s,u) - o (1 — ks)P

t
< 051/2/ lds < Ce'? < Cce'P————
o (1 — k)b~

< ;ul_b(t u) (10.44)
“b—-1" '
as desired. We have thus proved (10.37).
Inequality (10.40) can be proved using similar arguments and we omit the
details.
Inequality (10.38) can be proved using similar arguments with the help of
the estimate (10.22) and we omit the details.

Proof of (10.39), (10.41), and (10.42): To prove (10.39), we first use (10.15a)
to deduce

' 1 ' 1
ds < C/ — s, (10.45)
/szo (s, u) s=0 (1 —ks)?

1.
where Kk = k(z, u) is defined in (10.14). We first assume that k < Zé*. Then

\ 1
since 0 <t < T(Boor) < 26;1, we see from (10.15a) that p, (s, u) > 7 for
0 < s < tand that RHS (10.45) < C < Cu!=?(z, u) as desired. In the remain-
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1. 1
ing case, we have k > 4_16*’ and we can use (10.15a) and the estimate — < C
K

c 1 1
to bound RHS (10.45) by <

el - 1-b;
O D —wpT =yt Gwas

desired.

Inequalities (10.41) and (10.42) can be proved in a similar fashion. We omit
the details, aside from remarking that the last step of the proof of (10.42) relies
on the trivial estimate (1 — k7)!/10 < 1. ]

11 The fundamental L>-controlling quantities

In this section, we define the “fundamental L2-controlling quantities” that
we use to control W, §2, and their derivatives in L. We also exhibit their
coerciveness properties.

11.1 Definitions of the fundamental L?-controlling quantities

Definition 11.1 (The main coercive quantities used for controlling the solu-
tion and its derivatives in L?) In terms of the energy-null flux quantities of

]?@eﬁ(nitig)n 3.2 and the multi-index set L{V *=l of Definition 8.8, we define
N, u

- max sup {]E<WW)[.,@’”\1/](H, W)+ FWave [ gl g, u/)},
Jezl:=! (' .u')€[0,1]x[0,u]
\I’E{R(Jr),R(,),UZ}
(11.1a)
Qg\fartial) (t, u)
=  max sup {E(W“”")[f»’f[lll](t’,u/)+F(Wa”e)[fllll](t’,u/)},
TezlN'=! (' u)el0,1]x[0,u]
\I—’E{R(,),Uz}
(11.1b)
Vn(t, u)
‘= max sup {E(VO”)L@[.Q](H,M/)+F(V"”)[(@l.§2](t’,u’)}, (11.1¢)
[I|=N (t',u")e[0,t]1x[0,u]
) e ), 11.1d
Q1,5 w) linﬁéNQM( u) ( )
Von(,u) = OinﬁéNVM(t, u). (I1.1e)

Remark 11.2 (Carefully note what is controlled by Qpy and Q%Damal))

Although Q%Damal) might seem to be unnecessary, it plays an important role

in our energy estimates since in the top-order case N = 20, Q%Jamal) is

only weakly influenced by Q. This will become clear in Sect. 14.16. Similar
remarks apply to the terms K, y(¢, u) defined below.
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The integrals from the next definition appear in the wave equation energy
identity; see (3.5). They yield sufficient spacetime L? control of d 2N U with-
out degenerate |L weights.

Definition 11.3 (Key coercive spacetime integrals) Let L{V =1 be the multi-
index set from Definition 8.8, let ¥ be a scalar function, and let

1
Wit = 5 /M (Ll g

We define

Ky(t,u):=  max K2 W)@, u),
Tezl:=!
VE(R(+) R(-)v?}
Ky vt u) = 13}1‘?1( K (t, u), (11.2a)
Ky u) = max K2 W, u).
Tez:=!
Ve{Ry,v 2}

(Partial) _ (Partial)
K = max K0 @ w). (11.2b)

11.2 Comparison of forms and estimates for the L>-norm of time
integrals

We now provide some preliminary lemmas that we will use in our L? analysis.

Lemma 11.4 (Pointwise estimates for v) With v as in (2.50), we have
v(t,u,?) ={1 4+ 0@E)}v0,u,?) =14+ Oy(&) + O(e). (11.3)

Proof See Sect.8.2 for some comments on the analysis. Using (2.75b)
and (8.27), we deduce Llnv = (e). Integrating in time, we deduce
Inv(t,u,v) = Inv(0,u, ) + O(e), which yields the first equality in
(11.3). The second equality in (11.3) then follows from the first one and
the bound v(0,u, ) = 1 4+ O,(&) + O(eg), which we now derive. To
this end, we use (2.18)-(2.19), (7.4a), (7.4b), (7.14), and (7.20) to obtain
V=0 = g(©, ©)|1=0 = g22]i=0 = 1 + Oy (&) + O(&) = 1 + Oy (&) + O(e)
as desired. O

Lemma 11.5 (Comparison of some forms) Let p = p(¥}) be a non-negative
function of . Then the following  estimates hold  for
(t’ l/l) € [Os T(BO(JZ)) X [Os UO]
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fﬁ PO = (14 0) /e PNy, (114)
S tu

Furthermore, let p = p',9%) be a non-negative function of
(', 9) € [0, ul x T that does not depend on t. Then for s, t € [0, T(poor)) and
u € [0, Upl, we have:

/ pdw = {1+ O(e)} pdw. (11.5)
xu xu

Proof See Sect. 8.2 for some comments on the analysis. From (3.1) and the first
equality in (11.3), we deduce that dAg(; ,.9) = {1 + O(e)} dAy0,u,9), Which
yields (11.4). (11.5) then follows from (11.4) and the fact that deo (¢, u’, ¥) =
d?\g(t,u/’g)du/ along E;l. O

Lemma 11.6 (Estimate for the norm || - |2 (£ of time-integrated functions)

Let f be a scalar function and set F (t, u, ¥) = ftt,=0 f(t',u,®)dr'. Then the
following estimate holds:

t
1Fll 2y < 1+ Cé) / sy (11.6)
t'=

1/2
Proof Recall that || F || 2y, = { Sico fy,, P20 dAgrat) du/} ?
In the proof of Lemma 11.5, we showed that for 0 < ¢/ < 1, the follow-
ing measure comparison estimate holds: dAg( . 9) = {1 + O(e)} dAg0,u',9)-
(11.6) now follows from first applying Minkowski’s inequality for integrals
with respect to the measure dAy (o, ./, 9) du’ to the equation defining F and then
using the measure comparison estimate. O

11.3 The coerciveness of the fundamental L2-controlling quantities

Lemma 11.7 (Strength  of the  coercive  spacetime  integral)
Let To<p<i/4) denote the characteristic function of
{(t,u,0) € [0,00) X [0,Up] x T |0 < w(t,u,) < 1/4}, and let V be
a scalar function. Then the following lower bound holds:

1.
K010 = b, / Lomuztay MO P do. (11.7)
M

tu

Proof Inequality (11.7) follows from Definition 11.3 and the estimate (10.12).
O
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Lemma 11.8 (The coerciveness of the fundamental controlling quantities)
Assume that 1 < N <20and 0 < M < min{N — 1, 1}. Then the following
lower bounds hold for (t, u) € [0, T(Boor)) x [0, Upl:

Qn(ru)>  max {l | vz ’

WE(R (1) R 2] L2z’
X My ‘ H FNMy ’
H * L2(>:”) 2 VHdZ, L2(Z})
2
HL%NiM ‘ } (11.8)
L2y’ L2(P!)
QP s max {ll‘ﬁLﬁN;M\IJ‘Z
N T werya?) 12 ¥ L2z’
£ H ]
* L2zn’ 2 * L2zyy’
2
LENMy ‘ FNMy ‘ } 11.9
L2 ey |VEAZEM L] a19)
In addition, if N < 21, then
Vi, u)>max{)‘ﬁ@N ‘ |@N9‘2 } (11.10)
L2z’ IRICARN .

Moreover, if 1 <N <20and 0 < M < min{N — 1, 1}, then

SN2 52
pNM ,)ffN;M\l! <Cc&+CQyt. ). (111
H * 2 17 L = €€ T CQutw. (ALY
Finally, if N < 20, then
<N 2 2
“@— Q’Lz(ﬁ S CE Oyt n). (11.12)
tu

Proof of Lemma 11.8 See Sect. 8.2 for some comments on the analysis. The
estimates stated in (11.10) follow easily from Definitions3.2 and 11.1.
The estimates stated in (11.8) and (11.9) follow easily from Definitions 3.2

and 11.1 and Young’s inequality.
)
We now prove (11.11). We first note that the estimates for H Q‘ka My

L2(Z)

follow easily from integrating the estimates for “ QF*N My with respect

tu
. - 2
to u. Hence, it suffices to prove the estimates for HG%N ’M\IJHLZ(Z ; Let
t,u

L2(¢
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¥V e (R4, R-), vz}. First, using (2.61), (8.8a), and the L* estimates of
Proposition 8.13, we deduce (1/2) ‘trg(x)n“ < \@g} < 1. Using this esti-

mate, integrating the second identity in (3.9) with f = (.,@ka;MlI’)2 with
respect to u, and using Young’s inequality, we deduce that

2 2
ol <l
L2(8,.) L2(£1,0)
2
—i—/ “XffNM “ du’
W0 L2,
2
+C/ ”ﬁ”NM H du'. (11.13)
W0 L2,

From (11.13), (7.8), Gronwall’s inequality, and the identity
N:M by eNiM g, |
[ Xz M2, o du =”ng w

, we deduce that

L2(¢, , L2(Z))
N-M ol cug2 4 you [ | g gvimyg |
| 2w < Cue +e”/ HX«% v| du’
Lz(ft,u) LZ(ZL“,)
L2(Eu)
From (11.14) and (11.8), we conclude the desired bound for Hff N; M‘IJHL 20,.)"
Tlt

To prove (11.12), we use the first identity in (3.9) with f = (2N §2)?, the
estimate (8.27), and Young’s inequality to obtain

3 H‘@N‘QHLZ(E = ”L‘@N‘QHH(Z 0T C HQZN.Q“LZ(@ . Integrating this
estimate from time O to ¢ and using Gronwall’s 1nequa11ty, (7 7), (11.10), and
the identity fs:O |L2N 2 H 120t 0) ds = |LPN Q2 HP&’ we obtain the desired
estimate (11.12) as follows:

2 t N 2
2 + / HLQZ 2
Lo oo L2(65.0)

2

H N.(z‘ ds

<[
L2 ) ™

SE+ | L2V dw S E + Ve (t,u). (11.15)
P
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12 Sobolev embedding

Our main goal in this section is to prove Corollary 12.2, which is the Sobolev
embedding result that we will use to improve the fundamental bootstrap
assumptions (BA (W, £2) FUND).

Lemma 12.1 (Sobolev embedding along ¢, ,,) For scalar functions f, we have
1A iy < € IY=" ] g, - (12.1)

Proof Standard Sobolevembedding on Tyields || f | Lo(r) < C [@=1 ]| 12
where the integration measure defining || - [ 2(T) is d¥. Next, we note
the estimate |Y| = 1 + O4(&) + O(¢e), which follows from the proof of
Lemma 8.1 and Corollary 8.14. Similarly, from Definition2.34 and the esti-
mate (11.3), we deduce the estimate |@| = 1 + Oy (&) + O(¢). It follows that
©="f| < C|r='f] and hence [©="f] > =< C|Y='f] ;). Finally,
from this bound, the estimate (11.3), and Definition 3.1, we conclude (12.1).

O

Corollary 12.2 (L°° bounds for U and £ in terms of the fundamental con-
trolling quantities) The following estimates hold:

1,13]; <147, 1/2 o
H PABEE \pHLw(E#) SQiqt. 0 + &, (12.2a)
1/2 o
”‘@SI?’QHLOO(E?) 5 V§/15(t, M) + €. (122b)

Proof (12.2a)-(12.2b) follow from the estimates (11.11) and (11.12) and
Lemma 12.1. O

13 Pointwise estimates for the error integrands

In this section, we derive pointwise estimates for the error terms in the energy
estimates.

13.1 Harmless terms

We start by defining error terms of type Harml ess(su],\il vey” which appear in the

energy estimates for the wave variables, and of type Harml ess(svl\olrt), which
appear in the energy estimates for the specific vorticity. These terms have a
negligible effect on the dynamics, even near the shock. Most error terms are
of these types.
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Definition 13.1 (Harmless terms) Harmlessf‘,%ve) and Harmless(fvlzrt)
denote any terms such that the following bounds hold on M7, v,, where
1 <N <20in(13.1)and N < 21 in (13.2):

N LN} <1
|Harmless(wave) ’ |.§Z[* I= z’
+ ‘Qi“””fzy| + ‘Qf’EN;fIQ) : (13.1)
‘Harmless(‘,m) <e ‘%[I’N];Sz\f!‘ +e ‘ka[i’N_”‘flz‘

p ‘%ﬁ“v"’—”;fzy‘ " ‘9’5"’9‘. (13.2)

By definition, the first three terms on RHS (13.2) are absent when N = 0 and
the second and third terms on RHS (13.2) are absent when N = 1.

13.2 Identification of the difficult error terms in the commuted
equations

In the next proposition, which we prove in Sect. 13.9, we identify the main
error terms in the wave equations verified by the derivatives of R4, R(-),
and v°.

Proposition 13.2 (Identification of the key difficult error term factors in the
commuted wave equations) Assume that 1 < N < 20 and recall that y is the
scalar-valued function appearing in Lemma 2.40. Then the following pointwise
estimates hold for R4y and R-):

uO, (YN LR 1) = (@* Ry - (YN gy

+OM PN Q2 + Harmless> (13.3a)

(Wave)’

WO, (YN R(w)) = (XR@) Y Vigx + y(@* Rex)) - (¥ Vi)

+OHp2N 2 + Harmless(wave) (13.3b)

Moreover, if 2 < N < 20 and 2N~V contains exactly one factor off(
with all other factors equal to Y, then we have

YV XR@w) = XR@)Y V' Xtgx — (md*Ra)) - (¥ Vg

+ 0PN 2 + HarmlessTy,,.,- (13.3¢)
O (ZM LR @) = @ Rw) - (Y V2 Xt
+OMuPNTIQ + HarmlessGy,,,. (13.3d)
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WO (2N Ra) = (XR@) YV Xtrgx+y (@ R(w)) - (ndY V> Xtrgx)
+OMuPNTIQ + Harmless3y,,,. (13.3¢)

Inaddition, if2 < N < 20 and.,%” =lis any Z -vectorfield string (contain-
ing at most one X differentiation) other than the ones YN~'L, YN, yN— x,
ZN=EL, or 2Ny on LHSs (13.3a)~(13.3¢) [where in (13. 3d)~(13.3¢),
ZN=L1 contains exactly one factor of X with all other factors equal to Y ],
then

uO (ZN =Ry = 0PNt 2 + Harmless?, (13.3f)

(Wave)

Finally, the Cartesian velocity component v* verifies similar estimates
according to the following prescription:

(13.32)—(13.3f) still hold true if we replace
the explicit factors of R+ with v? on the LHS and RHS. (13.3g)

In the next proposition, which we prove in Sect. 13.10, we provide an analog
of Proposition 13.2 for £2.

Proposition 13.3 (Identification of the key difficult error term factors in the
commuted transport equation) Assume that 1 < N < 20. Then

uBYNLS, uBYN+lSZ O@e) YN~ lXtrg)(-l—Harmless(v():;)1 (13.4a)

Furthermore, if 1 < N < 20 and PN*! is any (N + 1) order
P-vectorfield string except for YN L or YN, then

uB@NHQ Harmless(VNo;in (13.4b)

Finally, if P € &2, then

uBPS2 = Harmless, (13.4¢)

(Vort)

13.3 Technical estimates involving the eikonal function quantities
In this section, we provide two technical lemmas that will allow us to reduce

the analysis of some of the top-order derivatives of w to those of tryx. This is
mainly for convenience.
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Lemma 13.4 (Estimate connecting .2 I tryx to A J W) Assume that1 < N <

20 and let I € IiV;l (see Definition8.8). Let J be any multi-index formed by
deleting the one entry in I corresponding to the single X differentiation and
by possibly permuting the remaining entries (and thus |J| = N — 1 and the

corresponding operator is 2’ ). Then the following estimate holds:

[1,N];0
(‘%‘* Y)' (13.5)
N

T glvi=t
*

Qpitrgx— 4&@}“‘ < ‘%[1,N+1];51@

Proof See Sect. 8.2 for some comments on the analysis. First, using the com-
mutator estimate (8.17) with f = tryx, N in the role of N + 1 and M = 1,
the estimate (8.8¢), and the L™ estimates of Proposition 8.13, we deduce that
! tryx = 2! X tryX plus error terms with magnitudes < RHS (13.5). Next,
we apply 27 t0 (6.12). Using the estimates (8.6b)—(8;6c) and (8.8bﬁ) and the
L™ estimates of Proposition 8.13, we deduce that 22/ X tryx = 27 Au plus
error terms with magnitudes < RHS (13.5). Finally, we use the commutator
estimate (8.18b) with f = pu, N — 1 in the role 01i N, and M = 0, and the
L estimates of Proposition 8.13 to deduce that 22/ Ap = A2/ plus error
terms with magnitudes < RHS (13.5). Combining the above estimates, we
conclude (13.5). O

Lemma 13.5 (Connecting derivatives of p to derivatives of tryx up to error
terms) Assume that 1 < N < 20. Then the following pointwise estimates hold:

}YN“u — (V. V)YV Ry (d#YNu — (VXY
%E’N];OX
%II,N];EIY

Proof See Sect.8.2 for some comments on the analysis. To prove (13.6)

for the first term on the LHS, we first use (2.85a) with f = YN _lu to

deduce YN*'p = g(¥, AYN'p + (¥ Ing(Y, )} YV . Using (13.5)

and the estimate |Y| = 1 4+ O,(&) + O(e) (which follows from (8.9)

and the L° estimates of Proposition8.13), ~we  deduce

gV, YAYN Ty = g(v, Y)YN_IXtrgX plus error terms that are bounded

by RHS (13.6). Next, we use Lemma 2.56 and the L estimates of Propo-
sition8.13 to deduce |YIng(Y,Y)| = |YIn(gpYY?)| = |YT(y)| < &. It

< |zivemstg| 4 (13.6)
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follows that | (¥ In g(¥, ¥)} ¥V < (%}M;Oz
the desired estimate. 5
We now prove (13.6) for ’d#YNu — (YN_IXtrgx)Y‘. We first note that

(2.83) implies that d*YyNy = g()} Y)(YN“u)Y. Also using the esti-

mate obtained above for |YN iy — gy, V)YV _1Xtrgx‘ and the estimate

Y| = 1 4+ Oy(&) + O(e) noted above, we conclude the desired estimate.
|

, which finishes the proof of

13.4 Pointwise estimates for the deformation tensors of the
commutation vectorfields

In the next lemma, we identify the main terms in the deformation tensors of
the commutation vectorfields; the main terms are the ones that have been sub-
tracted off from the deformation tensor components on the left-hand sides of
the estimates stated in the lemma. The main terms involve top-order deriva-
tives of the eikonal function quantities and are difficult to control in the energy
estimates.

Lemma 13.6 (Identification of the important terms in 5, (}?)n, and V1)
Assume that 1 < N < 20. Then the following pointwise estimates hold.

Important terms in the derivatives of (V1.
For M =0, 1, we have

QpN—l;M)“(trg(L)jf ANy
1,N];<1
*[* M= Y
%[I’N];SZ'Y

N—1;M #(L
Mg O

|gN_l;Mdix’(L)7/t§—AfépN_l;M}l) , ﬁ{o\’j—l;Md#trg(L)#_2¢#§N—1;Mtrgx

1,N]; <1

LoVEsly

I,N];<2 :
g2y

’

|2 g

< ‘%[1,1\1“];52@ + i (13.7a)

N—1;M 4:4 (L) _#
|2V Maig D

’

< ‘ka[l,N-H];SZ\i,‘ + (13.7b)
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Important terms in the derivatives of X)7.
We have

’ﬁf\a}»ﬁlﬁg(i)ﬁ + d#@N_IXu‘ ; ‘@N_If(trg(f()n‘ + 202N Xty
%L}’N];EII
INE=2)

)@N_ldi)(/(’bﬁ + QN—litrgx| , ‘@N—ldm(f)@’ ,

< ‘%[1,N+1];52@

+ +1, (13.8a)

)ﬁ{;_ld#(;()ﬂlj( + d#c@N_])?l,L‘ s ‘ﬁ{;‘ld#trg(;{)# + ZM#QN—ltrgX
1,N];<1
Z Y (13.8b)
%[I,N];§2Y . .

Important terms in the derivatives of V7.
For M =0, 1, we have

< ‘%[1,1\/“];52@ 4

‘ﬁé—l;Mﬁi(Y)fi+(A£pN—l;Mu)Y’7 QPN—I;M)?trg(Y)a‘_zyAgN_l;Mu

1,N]; <1
Qf{’j N:Zz : (13.92)
N

N TIM iy Oy 2N My

< ‘%[1,N+1];52@| 4

k]

gpN—l;Mdi)(,(Y)f; _ {HYgN—I;MtrgX + yAf.fN—l;Mu}

£y M Om g+ (a2 My

’

¢g—l;M¢#trg(Y)¢ _ 2yd#gN—1;MtrgX‘
%([;,N];Slz
%[I’N];EZY

@“Y)’ﬁ} _ {H(YNtrgX)Y + yd#YN“H

< ‘g[l,mu;gz@
~ *

" - (13.9b)

Moreover, we have

’uﬁ?’ Wt + w(r Ny Y

’

[1,N];0
LN+ Ze Y
S |2V +‘(3”“’N]v_) , (13.10)
o g l1LNEO
‘w@)@—ﬁy%‘ < (,,%fk“’N“]‘l\p‘Jr‘(gj‘[ﬁMf . (1311
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Above, within a given inequality, the symbol 2N =M on the LHS denotes
the same order N — 1 & -vectorfield string each time it appears, and similarly
for the symbol PN~

Proof See Sect. 8.2 for some comments on the analysis. The main point is to
identify the products featuring the top-order derivatives of the eikonal function
quantities, which we place on the LHS of the estimates. More precisely, we
aim to identify the products containing a factor with N + 1 derivatives on
or N derivatives on tryx, with none of the derivatives being in the L direction;
all other terms are error terms that can be shown to be bounded in magnitude
by < the RHSs of the inequalities [including top-order derivatives of w or tryx
involving an L derivative, which we bound with the estimates (8.21b) and
(8.22)]. )

To prove (13.8a) for the first term I{;—lﬁg(x)zﬁ + d#X@N_IH on the
LHS, we apply lgz_lﬁg to the g-dual of the identity (2.72b) for X)%, . By

Lemma?2.56, theﬁg—dual of the terms :ZC(T”’”_‘I’) —ZuC(T”"_‘I’) is of the form
fey, ¢, d¥)X U +f(y, ¢!, d%) PU. Hence, using (8.6b)—(8.6¢), (8.8a), and
the L™ estimates of Proposition 8.13, we find that the ﬁ{}’ _lﬁ)v( derivative of
these terms are bounded by RHS (13.8a) as desired. To handle the remain-
ing terms —ﬁy]_lﬁgd#u = —45@}:1@((1 - dw), we first use (8.8a) and
the L estimates of Proposition 8.13 to deduce that all terms in the Leibniz
expansion of —¢%_l¢;{ (¢~' - du) are bounded by RHS (13.8a) except for
_g—l . ﬁ{;_lﬁf(du — _d#f@N_l)?PL

We then bring ¢# 22N ~1 X u over to the left, as is indicated on LHS (13.8a),
which completes the proof of the desired estimate.

The proof of (13.8a) for L@N_l)v(trg(x)a‘ + ZuL@N_l)v(trgX is based on the
identity (2.72c) and is similar. We omit the details, noting only that the top-
order eikonal function term occurs when all derivatives fall on the tryx factor
in the first product on RHS (2.72c¢) and that we use the estimate (8.8c) to bound
the below-top-order derivatives of tryx.

All four estimates in (13.8b) can be proved using essentially the same ideas
and the identities (2.72a), (2.72b), and (2.72c). More precisely, to handle
the first term on LHS (13.8b), we use two new ingredients: i) Lemma 8.3

and the commutator estimate (8.19b) with & = (X)J;‘L [which allow us
to commute the operator ZV¥~! through the operator di¢ in the terms
ﬂN_ldi)(/(X)yﬁ = N1 {g—l . W(X)J;‘L} up to error terms that are bounded

in magnitude by < RHS (13.8b)] and ii) we use Lemma 13.4 to replace, up to
error terms bounded by RHS (13.8b), the term —A 2" ~! 1 [generated by the
first term on RHS (2.72b)] with — 22V ~1 X tryx [which we then bring over to
LHS (13.8b)].
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Starting from the identities (2.73a)—(2.73c), the proofs of (13.7a)—(13.7b)
are based on the same ideas plus one new ingredient: to bound the top-order
derivatives of the quantities L in (2.73a), we use (8.21b) (and note that the
resulting terms are bounded in magnitude by RHS (13.7b) as desired); we omit
the remaining details.

The proofs of (13.9a)-(13.9b) are based on the identities (2.74a)—(2.74d)
and require no new ingredients beyond the ones we used above; we therefore
omit the details. The same remarks apply to (13.10)—(13.11). ]

The next lemma complements Lemma 13.6 by providing bounds for the
derivatives of the deformation tensors when an L differentiation is involved or
when the number of derivatives is below-top-order. No difficult terms appear
in the estimates.

Lemma 13.7 (Pointwise estimates for the negligible derivatives of ) and
Wy Assume that 1 < N <20 andlet P € &P = {L, Y}. Then the following
pointwise estimates hold.

First, if .EZP =1 contains one or more factors of L, then

‘%N;sltrgm#‘ ’ ‘O@ZN;SMMHLX ,
N; <1 N; <1
‘ﬁgj <P)ﬁ‘, |¢$< (P);ﬁ‘
1,N
ZloNh=ly
1,N]; <1 .
FPNE=Ly

In addition, if 2V contains a factor of L, then

N;<1(P)_. .
Z, Tix|o

(13.12a)

BRI N Al |2 Om g [N O]
D@P[l NI =
(c%j["; N1<1z . (13.12b)
k

Moreover, the following below-top-order estimates hold, where the operator
ZN=L=1 does not necessarily contain a factor of L:

< |2

N—1;<l,. (P N—1;<1(P)_. _
|,ff trg( )Jf‘, ‘QF ( )nLX ,

N—1;<1(P)_# N—1;<1(P)_#
gy i= g | |y g

Qp[l NI sly
g[l NJ; <1y

N-L;<1(P)_.
‘Qp Tsx!|

’9,!’“ N <2\p’ + 1. (13.13a)
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Finally, we have the following below-top-order estimates:

(@Nfl(f()

’

N—1.. (X N-1(X
‘L@ trg( )7;“, ’@ ( )JTLX,
N—1(X N—1(X
A AN e
%[i,N];EIY
LN <1,
%[ NI = v
Proof The proof is similar to the proof of Lemma 13.6 but much simpler. We
therefore omit the routine details, noting only that the main ingredients are
the identities of Lemmas 2.48, 2.56, 8.4, and 8.5, the commutator estimates
of Lemma 8.11, and the estimates of Proposition 8.13. We stress that we use

(8.21b) and (8.22) to bound the top-order derivatives of p and tryx involving
an L derivative. O

Txx|»

’

< ’9@“”1;52\3’ + 1. (13.13b)

13.5 Pointwise estimates involving the fully modified quantities

Our main goal in this subsection is to prove Proposition 13.11, in which we
derive pointwise estimates for the most difficult product that appears in our
energy estimates: ()?R(+))kaN ;Sltrgx. We start with the following simple
lemma, in which we derive pointwise estimates for several terms tied to the
modified quantities.

Lemma 13.8 (Pointwise estimates for QP*N;EIX, %N;fl%, P('%‘Nil;fl)%,
%N;SIQL and (%‘N_I;SI)%) Assume that 1 < N < 20. Let X be the quan-
tity defined in (6.6b), let X be the quantity defined in (6.8), let %'~ % be
the quantity defined in (6.7b), let A be the quantity defined in (6.2), and let

(%Nilél)% be the quantity defined in (6.11). Then the following pointwise
estimates hold:

ZN=1x 4 Gy 05(%1\1;51% < u‘%”’NHLSI@

4 ‘%[I,N];SZEJ‘

T ‘%[J’N];Slz‘ n )%“’N];SW‘ ’
(13.14a)
‘%(N;SI%‘ < ‘%[1,1\/“];52@

n ‘%[i’m;flz‘ n ’%[I,N];fly‘ ,
(13.14b)
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‘kazv;slg < |zivrstg +‘%[1,N];51y|’
(13.14¢)
LR @ R| g |t (13.14d)
‘kazv;slgl < |zliN+=2g
‘QPUN | )%[I,N];Sly‘
(13.14e)

+ﬁ‘g[1’N+1]§519‘+‘g_

(@ 0| < IOy | 4| NSy [ 13.141)

Proof The proofs are tedious but straightforward. We omit the routine details,
noting only that the main ingredients are Lemmas 2.56, 8.4 and 8.5, the com-
mutator estimates (8.17) and (8.18b), Corollary 8.12, and the L°° estimates of
Proposition 8.13. O

We now derive pointwise estimates for the fully modified quantities
2=y

Lemma 13.9 (Pointwise estimates for (%"~ )27) Assume that N = 20 and

geN: =1 .
let %"")2 and X be as in Proposition6.3. Assume first that Qf,fv’il =YV,
Then the following pointwise estimate holds:

02 | 0
< || ©,u,)

LLwC D))= |y (s, 9y
LL(S,M, l?)

' (LN+1];<2F Z =y
+c/ ‘ﬁf N1l \p‘+ ) s u 0) ds
IRTEE lLNE=Iy

t
+C/ {}ﬁg[lvN+ll;flrz|}(s,u,za)ds
s=0

t
+2(1 + Ce) f
s=0

t
+C/ )%SN;SIQ‘(s,u,z?)ds. (13.15)
s=0

Assume now that %N;El = YN-1X. Then )(YNA}?)%‘ (t,u, ) verifies
inequality (13.15), but with the term ‘(YN)%‘ (0, u, 9) on the RHS replaced
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by )(YNfli)ﬁL"‘ O, u, ) + ‘(YN)%‘ (0, u,9), with the term |YNX| (s, u, 9)
replaced by ‘Y N-lxx ‘ (s, u, V), and with the following additional double

time integral present on the RHS:
t 1 [I,N]:=1

c/ )ﬁf“ AN <2\p‘+ g[l viers )| ' w9 ds’ ds.
=0 Hu(s, u) %, Y

(13.16)

Proof See Sect. 8.2 for some comments on the analysis. We first prove (13.15).
We set Q’;N =l YN Eq. (6.9) and view both sides of the equation as
functions of (s, u, ¥). We now define the integrating factor

S Lu(,u, v 20, u, ¥
(s, 1, D) = exp (/ ) dt’) _wOmI) 5
t'=0 }l(t , U, 19) H (Sv u, ﬁ)

corresponding to the coefficient of "2 on LHS (6.9). Noting that L = %

in the present context, we now rewrite (6.9) as L <L(YN)31/V ) =t x RHS (6.9)

and integrate the resulting equation with respect to s from time 0 to time z.
Next, from Definition 10.4 and the estimates (10.17) and (10.20), we deduce

w(t, u, %)

<C. 13.18
Oftl/pfl PL(S/»M» ﬁ) - ( )

From (13.17) and (13.18), it is straightforward to see that the desired bound
(13.15) follows as a consequence of Gronwall’s inequality once we establish
the following bounds for the terms generated by the terms on RHS (6.9):

Lz, ¥V Ty s, 9), 2 |y Vesg| 5, 0, 9)
<Cse ‘(YN)%‘ (s,u, )
+Ce ‘Qfﬁ“”””;fz\if} (s. . )

tCe ‘%[:JV]:EIX‘ (s, u, ®) + Ce ‘.@i}lﬁ’”;fly‘ (s, u,9),  (13.19)

2
2<u(t,u,z‘})> ‘Lu(sv“”’)‘ Y| (5, 9)
uis, u, 9) nis, u, )
a1 Ce )‘M“wx\ (5, 4, )

(s,u,9)

@ Springer



104 J. Luk, J. Speck

+C ‘%“’N“];SZ\TJ‘ (s,u, )

+C|ZUNE=ty | (5,0, 0) 4+ C| 21Ny 5,9, (13.20)

The terms on the last two lines of RHS (6.9) are bounded in magnitude by
e )%[l,NH];sZ\f,’ (5.1, 9)
| ZIVEy | w9y + 0| 20V 5, u, )

+CVR

ff[l,NJrl];le‘ (s,u,9)+C ‘ffﬁv;flg‘ (s,u,v). (13.21)

We stress that to derive (13.15), we must treat the product Cet ‘(Y Y ‘ arising

from the first product on RHS (13.19) with Gronwall’s inequality, but that due
to the small factor ¢, this product has only the negligible effect of contributing
to the factor of Ce on RHS (13.15).

We now prove (13.19) for the first term on the LHS. Using the com-
mutator estimate (8.17) with M = 0 and f = tryx, the L° estimates
of Proposition8.13, and (8.8c) and (8.22) with M = 0, we deduce that
‘u[L, YN]trgx‘ < ¢ ‘uYNtrgx‘ plus error terms bound by the sum of the
last three terms on RHS (13.19). We then use definition (6.6a) and the esti-

mate (13.14b) to deduce that ¢ |uY N trgx| =¢ )(YN),%” ) plus error terms that

are bounded by the sum of the last three terms on RHS (13.19). We have
therefore proved the desired bound for the first term on LHS (13.19). The esti-
mate (13.19) for the second term on the LHS follows from similar but simpler
arguments (without the need for commutator estimates).

To prove (13.20), we first note that ‘L”(s’“’ﬂ) < ‘M’ +

u(s,u,) uis,u,v)
‘%‘. To bound the terms on LHS (13.20) arising from the factor

Lyl (s,u.9) by < the terms on the last two lines of RHS (13.20), we use
pis,u,1)

(10.11), (13.18), and the estimate (13.14b). To bound the terms on LHS (13.20)
[Lp]—(s,u,0)
wis,u,9)

inition 10.4. When (u, 9) € ®V*, we use (10.19) and (13.18) to deduce
2 ,
that (“W””) )[L“]-“’“*” < Ce. Combining this bound with (13.14b),

arising from the factor ‘ , we consider the partitions from Def-

wis,u,v) w(s,u,v)
we find that the products of interest are < the terms on the last two lines

of RHS (13.20). Finally, when (u, 9) € V", we use (10.20) to deduce
2 ) 8

2 <E2€Zg;> | [LE](;’(;:g;ﬁ) <2(14Cs) ‘ —[Lﬁ](;,(;”g;ﬂ) ) Thus, we conclude that

the terms under consideration are < the terms on the first line of RHS (13.20),

which completes the proof of (13.20).
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We now prove (13.21). To bound the term [L, YN1X on RHS (6.9), we use
the commutator estimate (8.17) with M = 0 and f = X, the L°° estimates
of Proposition 8.13, and (13.14b) to deduce |[L, YN]%| < RHS (13.21) as
desired. Also using (8.22), (8.21b), and (8.8c), we obtain the same bound for
the terms [N, YN]Ltrgx, [Yv, Lu]tryx, and YN (u(trgx)z) — 2utrngNtrgx
on RHS (6.9). Finally, we use the estimate (13.14¢) to bound the term YV
on RHS (6.9). This completes the proof of (13.21) and therefore finishes the
proof of (13.15).

We now derive the desired bound for ‘ "X ‘ (t, u, ¥). Using essentially
the same arguments used in the proof of (13.15), we deduce that (13.19)—
(13.21) hold with the operator Y on the LHS replaced by YV ~1X, but with
(13.19) replaced by the following estimate:

‘p[L, YN”)“(]trgX’ (s, u,9), 2 ‘utrngN”f(trgx’ (s, u, )
<Ce (<YN"’?>%‘ (s, 1, 9) + C ’<YN>,9;’ (s, u, D)
, <2\
+C }Qf;“ N+1:< \p‘ (5 1, )

+C| 2=y o, 0) 4 € | 2Ny 50 9). (1322)

The new features are that the second term on RHS (13.22) does not contain
a small factor®® of ¢ and that RHS (13.22) is coupled to M2 To obtain
(13.22) for the first term on the LHS, we use the commutator estimate (8.17)
with f = tryx as before, but now with M = 1. Also using the L™ esti-
mates of Proposition8.13, (8.22) with M = 1, and (8.8c), we deduce that
‘p.[L, YN_I)?]trgx‘ <e ‘p.YN_l)v(trgx‘ + ‘uYNtrgx‘ plus error terms that are
< the sum of the last three terms on RHS (13.22). We then use definition (6.6a)
and the estimate (13.14b) to deduce that e ‘uYN_litrgx) =¢ ‘(YNfl’?),%”} plus
error terms that are < the sum of the last three terms on RHS (13.22), and that
| puy N trgx| = ‘(Y Y ‘ plus error terms that are < the sum of the last three terms
on RHS (13.22). We have thus proved (13.22) for the first term on the LHS.
The estimate for the second term follows from similar but simpler arguments
(without the need for commutator estimates).

We now recall that we can rewrite (6.9) (with Q’;SN =l yN-Ix )
as L <L(Y g ) = ¢ x RHS (6.9), and we integrate this equation with
respect to s from the initial time O to time ¢. With the help of the estimates
obtained in the previous paragraph, we can obtain a pointwise estimate for

43 In fact, the lack of an ¢ factor occurs only in the estimate for the first term on LHS (13.22).
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[t(YN_l}?)Q%V](t, u, ), much as in the case of [L(YN)%](t, u, ), where we use
Gronwall’s inequality to handle the terms Cet ‘(Y g ) arising from the
first term on RHS (13.22). The new step compared to the argument for ¥"gr
is that we insert the already proven bound (13.15) in order to handle the term

WN)%‘ (s, u, ¥) on RHS (13.22). In view of the simple bound % <C
[see (13.18)] and the fact that we have integrated the evolutior‘ly équation

L (L(YN_I)?)%) =1 x RHS (6.9), we see that the bound (13.15) leads to the
presence (on the RHS of the pointwise estimate ‘(YNAX)% ‘ (t,u,9) <---)

of additional integrals (compared to the case of ¥ Y ) of the form
t
C/ [ RHS (13.15)](s, u, v) ds. (13.23)
s=0

To bound the integral in (13.23), we start by using the L°° estimates of Proposi-
tion 8.13 and (13.14b) to bound the first integrand [Lﬁg,’—Z’g;]‘ | YN3€| (s u, )
on RHS (13.15) (with s’ in the role of s) by

L Il
1 {|%[1’N+1]’52\P|+

k3k / . .
< TRE) %[1,1\,];51; (s',u, ). Inserting this

estimate into the integrand of the first time integral on RHS (13.15) (with
s in the role of + on RHS (13.15) and s’ in the role of s), taking into
account that (13.23) leads to a second time integration, and using the
estimate (10.23) to bound the factor m above by < Cm (for

0 < s < s), we generate the double time integral stated in (13.16).
The remaining three time integrals on RHS (13.15) also generate double
time integrals on the RHS of the estimate for ‘(Y g ’ (t,u, ), but

they are less singular in that they do not involve the factor of i that

appeared in our above bound for %—Z:Z;]‘ ‘YN X ‘ (s’, u, ). Hence, these

double time integrals are < the single time integrals on RHS (13.15), in
view of the following simple bound, valid for non-negative scalar func-

tions f: [, [ o f(s" u,0)ds'ds < [_, [ o f(s' u,0)ds'ds <
Ct [l f(s,u,9)ds < C[_,f(s,u,9)ds. Similarly, we bound
the time integral generated by the term ‘(YN)% ‘ (0, u,9) on RHS (13.15)
[i.e., the contribution of  this term to (13.23)] by
<cC [S’,:0|<YN>%|(o,u,ﬁ)ds/ < C‘(YN),%”‘ (0, u, #). This completes the
proof of the lemma. |

Armed with Lemma 13.9, we now derive the main result of this section.
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Remark 13.10 (Boxed constants affect high-order energy blowup-rates) The
“boxed constants” such as the |2 |and | 4 | appearing on the RHS of inequality
(13.24) are important because they affect the blowup-rates (that is, the powers
of u; 1) featured on the right-hand sides of our high-order energy estimates
(see Proposition 14.1). Similar remarks apply to the boxed constants appearing
on RHSs (14.3), (14.27), (14.29), (14.32a), and (14.32b).

Proposition 13.11 (The key pointwise estimates for ()?R(+))Q§<N;Sltrgx)

Assume that N = 20 and let %N;Sl e {YV, YN_I)U(}. Then there exists a
constant* C, > 0 such that

‘()V(R(+))QFN‘5ltr¢x’ t u, )

|| Ly]
_ (t u)

u

VD@{;N;EIR(_H‘ o u. D)

C. FN=lp ’ o, O
- w o X o] D)
LW -l poogey (¢ NMEW-lpeozny (o
+ L (Er)f 3 ' XQ;N’SIR(_H (t/,u,z?)dt/
t
e XZVEIR| w0y d!
o) Joo ow ) K

+ Error (¢, u, ), (13.24)
where %N;Sl is the same in all appearances in Eq. (13.24) and

IErrorl(t u, %)

<l oo

(2, u){
. N1<1qf‘(z ", 19)+‘ff“ N+”<‘xp‘(z ", )

j[l N]-<1y
[1 NI <1Y
ffll,NI;sly
+(§5M:sly (s,u,9)dsdt’

)‘Xff“ NI <1\D‘(z u, 9)dt’

- ‘X
Mr u)
L
Wa (2, u)

1

w0 (o

*

V29 (1,0, 9) +

];52@‘

1 t
+
p‘*(za M) t'=0 }J—*(t/, u) s=0 {
1 t
€ /
Mt 1) Jr=o m(l

44 There is no real need for us to distinguish between the constants C and Cy in the paper. Here,
we are using Cy to denote the (large) constants that in principle could have caused the top-order
energies to blow up at a worse rate, if not for the fact that we have carefully distinguished
between the energies Qy and Qg\famal) (and Ky and Kgf”r”“”); see Remark 11.2. Similar
remarks apply to later appearances of Ci.
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1
W (2, 1) z’=0’
! t ! {‘QP[I,N]KZ@‘_’_
ety u) Jy—o ' u) |17
1
Wa (2, u) r’=0’

t
! 2= 0] (. u.v)ar. (13.25)
we(t, u) Jy—o

%[I,NJrl];fZ\_I'J

', u,0)dt

‘Qp*li’Nl’fl’Y ’ /
o t,u, %) dt
(%“’N]‘ly (

JRZI NS 9‘ ', u, 9)dr’

urthermore, we have the following less precise pointwise estimate:
Furth have the foll g lessp pointw timat
’uﬁ’;N;f'trgx’ (t,u, )
<[ o0 o
+ ‘uﬁ“»““@‘ (t,u, D) + ‘5{%1”1?51@‘ t u, &)
Q{:k[i,N];SIX
1,N];<1
VBl

t 1 . ) N t
+/ / ‘X%N’EIW‘(I/,u,ﬁ)dt’+f
t'=0 H*(t 7”) t'=0

t 1 t [1,N];<1
+f , %‘[?N];Elz (s, u, ) ds dt’
=0 M, 1) Js=0 Z 2%

, | o gl VL=,
n ‘g[l,N],szq,’Jr o ¥ t u, ) dt’
/z’:O Mr’,u){ : gty J[ 00

t t
+f Iﬁ%}"N+1”519|(r’,u,ﬂ>dr’+f
r

=0 t'=0

+’Q‘;[1’N];52@‘(t,u,z9)+ (tu, )

‘ka”“;ﬁzxf/’ (' u, 0)dr’

O?;[I,NJrl];sZ(I}' n

‘fffNile‘ (' u, ) dr.
(13.26)

Proof See Sect.8.2 for some comments on the analysis. Throughout this
proof, Error denotes any term verifying (13.25). We first prove (13.24) in
the case %N;Sl =YV, Using (6.6a)—(6.6b), (13.14a), and the simple bound

HXRH) HLOO < 1 [see (8.23¢)], we decompose

. . e

XR)YVirgx = —(XR )Y 2 + ~(XR(4))G L o XYV + Error.
n m

(13.27)

Next, recalling that GLL o XU = G%L )v(R(+) + GILL)?R(_) + G%L}V(vz, and
using (2.64), we compute
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. - -
—(XR(1)GrL o XYNw
v
Lu\ -
=2 (—“) XYVR ()
v
1 . . 1 .
— :LG'LL(XRH)XYNRH) — }:G%L(sz)XYNRH)
+(Gre o LB) XY Ry +2 (Grx o LI) XYV R,

+l(5(7z G!, XY "R L ¥Re)G2, XYV 2 13.28
n +)GrL (—)+u( +)GLL ve. (13.28)

n

first split Ly = [Lu]4+ — [Lu]—. From (10.11), we find that the product corre-
sponding to [ L L] is Error, while the product corresponding to [ L 1] — is clearly
bounded by the first term on RHS (13.24). Also using (2.80b) and the L*° esti-
mates of Proposition 8.13, we bound the product ﬁ(f( R+)Gr L)V( YNRyon
the last line of RHS (13.28) by the second term Cy - - - on RHS (13.24). Finally,
using (2.80b), the L°° estimates of Proposition 8.13 [in particular (8.23d)], and
(9.5), we bound the remaining products on RHS (13.28) by the terms on the
second line of RHS (13.25) (and they are therefore Error).

To bound the first product rll()v( R(Jr))(YN)% on RHS (13.27), we start by
multiplying (13.15) by %L()v( R(4)). To bound the product generated by the
first time integral 2(1 4+ Ce)--- on RHS (13.15), we use (13.14a) and the
bounds [[L]_|(s, u, 9) < 1 [that is, (8.24b)], ‘ﬁ(fm(ﬂ)] (o) S ot

[see (8.23¢)], and |é rr| < 1 (which follows from (2.80b) and the L esti-
mates of Proposition 8.13) to express the product as

To bound the product 2 (L“> XYNR(+) on the first line of RHS (13.28), we

[Lu]—(s,u, D)

‘éLL <o XYNEI‘ (s,u,9)ds + Error.
uis, u, )

1 . t
2—(XR4)) /
[ s=0
Next, we decompose the second factor in the above integrand as

GrroXYNU =GY, XY "R\ +GL, XYNR() + G2, XYNo2.
(13.29)

Using (2.80b) and the L estimates of Proposition8.13, we bound the time
integral corresponding to the product GIL 1 XY N R(~yin(13.29) by < the fourth
term C*m ftt,=0 --- on RHS (13.24). NexE, using (9.5), we bound the time
integral corresponding to the product G% 1 X YNv? in (13.29) by the time-
integral-involving product on RHS (13.25) featuring the small coefficient &
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(and thus the time integral under consideration is Error). We now bound the
remaining time integral

[Lu(s, u, 9)]-

W, 10, D) G%L(s,u,ﬁ)}v(YNR(_'_)(s’u’ﬁ) ds,

(13.30)

1 . !
2—(XR4)) /
[ s=0

which is generated by the first product on RHS (13.29). To proceed, we use
(9.4a) to decompose

GY (s u, HXYNRy(s,u,0) = GY (1, u, HXYNR (4 (s, u, )
+OEXYNR ) (s, u, ®)

and insert the decomposition into (13.30). Using also the bounds |[Lu]—| < 1
and ‘ﬁ()v(R(jL))‘ < i noted above, we see that the O(s)XYNR(+) (s,u,9)
term generates a time integral that is < the time-integral-involving product on
RHS (13.25) featuring the small coefficient ¢ (and thus it is Error).

The remaining time integral that we must estimate contains the integrand
factor G(z 1 (t,u, ), which we can pull out of the ds integral to obtain the
term

1 .
2 ‘E(XRH))G%L

t
[LH]—(S’MJD v N
(I,M,l?)/; W‘XY R(Jr)‘(s,u,l?)ds.
(13.31)

Next, using (2.64), we decompose the factor outside of the integral in (13.31)
as follows:

. Lu 1, 1 0wy = B}
E(XRH))G%L - 2{ - :LGILLXR(_) - ;G%LXUZ +GrLoL¥

+2Gx o LV. (13.32)

Using (13.32) and arguments similar to the ones given in the lines just
below (13.28), we deduce —(XR(+))G L = 2Luu + (’)(s)d Substitut-
ing the RHS of this expression for the relevant product in (13.31) and
using the same arguments given in the lines just below (13.28), we deduce

Lyl 3 t LG, |y
(13.31) <[4] = (KR 1) |0, 1, 9) [y D RYVR 1|5, u, 9)ds
plus Error. Note that the RHS of the previous expression is < the third
term - -+ on RHS (13.24). To complete the proof of (13.24) in the case
V=1 = yN it remains for us to bound the product of %L(X R(+)) and the

time integrals on the last two lines of RHS (13.15) by < RHS (13.25) and to
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bound the product of %L()? R(4)) and the data term C ‘(Y oL ‘ (0, u, ¥) on the

first line of RHS (13.15) by < RHS (13.25) (and thus the products under con-
sideration are Error). The desired bounds are a straightforward consequence

of the estimate H X R+ H Lo < 1 mentioned above.

The proof of (13.24) when ,,%N =l yN-1X s nearly identical. The
difference is the presence of some additional error terms of type Error, namely
the second term on the first line of RHS (13.25) and the double time integral
on RHS (13.25), which are generated in view of Eq. (13.16) and the remarks
located above it.

The estimate (13.26) follows from a subset of the above arguments and is
much simpler to prove; we therefore omit the details. O

13.6 Pointwise estimates for the partially modified quantities

In this subsection, we derive pointwise estimates for the partially modified
quantities of Definition 6.2.

Lemma 13.12 (Pointwise estimates for the partially modified quantities and

their L derivative) Assume that N = 20. Let 2N 5=l ¢ (yN-1 yN-2%)
1% —1;<1\ ~

and let Ca )Y be as in (6.7a). Then there exist constants C > 0 and

Cy > 0 such that
LT )
1 . :
= 5 {14 00} [GYL] (9 |42 = R | 2 9)

+Cy

d%N;S'R(,)‘ (tu, )

L 2R 0,0

gép[l ,NT; OY
+C YV w0, (13.33a)
<ka“ NEST,
& 151)3{‘(r,u,19)
< | 1)5&”}(0u )
1 . ! <
+5 {1+ 0@} \G‘{L\(t,u,ﬁ)/ O\qt%N’—lR(ﬂ (' u, 9)dr
t'=

t
+C. / ‘d%N;flR(,)‘ (' u, 0)dr’
t'=0
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t
+ Ce/ (%LNH];EW‘ ', u, ) dt’
t'=0

+C/t %[J’N];OX

o |\ NS

Proof See Sect.8.2 for some comments on the analysis. We first prove
(13.33a). The first product on RHS (6.10) is 1Grz o AZN "0 =
%G%LA%N_I;SIR(H"‘%GILLA%N_I;SIR(—)"‘%G%LA%N_I;SIUZ-NeXt’
using the comparison estimate (8.2), Corollary 8.14, (2.80b), and the L*°
estimates of Proposition8.13, we deduce that %’G% LA%N_I;EIR(H is
bounded by the sum of the first and third products on RHS (13.33a). Sim-

ilarly, using (2.80b), the L°° estimates of Proposition 8.13, and (9.5), we find

that ‘ GiL HLOO(E;,) < 1 and H G%L HLOO(Z;,) < &, which allows us to bound

%GILLAQQN_I; EI’R(_) and %G%L A%N_I;EI v? by < the sum of the last three
products on RHS (13.33a). Finally, we bound the terms on RHS (6.11) using
(13.14f), which yields (13.33a).

To derive (13.33b), we integrate (13.33a) along the integral curves of L as
in (8.7). The only subtle point is that we bound the time integral of the first
product on RHS (13.33a) with respect to ¢ as follows by using (9.4a) with
M=0ands =1t"

(', u,9)dt’. (13.33b)

=<

| =

t
{14+ 0y} |G%L| (t, u, 0)/ . ‘¢%N;517€(+) ', u,®)dt’
V=
t
—i—Cs/ | ZIVHESIR G 0w, 9) (13.34)
t'=0

O

13.7 Pointwise estimates for the inhomogeneous terms in the wave
equations

We start with a lemma in which we decompose the derivatives of the £2-
involving inhomogeneous terms on RHSs (2.8a) and (2.22) into the “main”
top-order terms and error terms. We note that in Corollary 2.52, we provided
a preliminary decomposition, which explains the form of LHS (13.35).

Lemma 13.13 (Identification of the important wave equation inhomogeneous
terms involving the top-order derivatives of the specific vorticity) Assume that
1 < N < 20. Then the following pointwise estimates hold:
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2= lialuexp p)cZean X L2

b
g V=t {[ia]u(exp p)c; <ﬂ) YQ}

gch"Yd
= O0()u2Nt1 Q2 + Error, (13.35)
where
|Error| < ¢ ‘%}Mflz’ + ‘,@f’vsz‘. (13.36)

Proof See Sect. 8.2 for some comments on the analysis. In the case G%N =l =
2N | the estimate (13.35) is a straightforward consequence of Lemma 2.56,
(which implies that p(exp p)c? gap X? = f(y) and

p(exp p)cs2 <gg:;’,f; d) = f(y)) and the L estimates of Proposition 8.13.

Similar remarks apply in the remaining case in which %N;Sl contains one
factor of X , 1.e., %N;EI = EZkN;l. However, when bounding derivatives of
£2 that involve the X factor, we first repeatedly use the commutator estimate
(8.17) with f = £ and the L* estimates of Proposition8.13 to commute
the X factor so that it hits 2 first; the commutator terms are Error, where
Error verifies (13.36). We then use (2.8c) and (2.40) to algebraically replace
X with —pL 2. Finally, again using the L°° estimates of Proposition8.13,
we deduce that the products containing the top-order derivatives of §2 are of
the form O(1)p 2N+ 2 [as is stated on RHS (13.35)], while the remaining
products are of the form Error. O

We now derive estimates for the derivatives of the null forms on RHSs (2.8a)
and (2.22).

Lemma 13.14 (Estimates for the null forms) Assume that 1 < N < 20 and
let 2', 2, and 2 be the null forms defined by (2.9a)—(2.9b) and (2.23). Then
the following pointwise estimates hold:

2V = o), |2V E )

2= )|

< |%[1,N+1];§2\i,

e |2liNisly] (13.37)

Proof See Sect. 8.2 for some comments on the analysis. The estimate (13.37)
is a straightforward consequence of (2.82) and the L estimates of Proposi-
tion 8.13. O

@ Springer



114 J. Luk, J. Speck

13.8 Pointwise estimates for the error terms generated by the multiplier
vectorfield

In this section, we derive pointwise estimates for the terms (T)‘B(i)[ f1 on
RHS (3.4) [see also (3.5)].

Lemma 13.15 (Pointwise bounds for the error terms generated by the defor-
mation tensor of the multiplier vectorfield) Let f be a scalar function and
consider the error terms (T)‘B(i)[ f1defined in (3.6a)—(3.6e). Let ¢ > 0. Then
the following pointwise inequality holds (without any absolute value taken on
the left), where the implicit constants are independent of ¢:

5
D OBHUIS A+ DL+ A+ DX+ pldf P+ cdaldfI

i=1
wldfI?
vV T(Boot) —1

Proof See Sect.8.2 for some comments on the analysis. Only the term
(T)‘B@) [ f11is difficult to treat. Specifically, using (2.81b), (8.6b), and the L*°
estimates of Propositions 8.13 and 9.1, it is straightforward to verify that the
terms in braces on RHSs (3.6a), (3.6b), (3.6d), and (3.6¢) are bounded in mag-
nitude by < 1. It follows that fori = 1,2, 4,5, |9 ;[ f]| < RHS (13.38).
The quantities ¢ and 5, appear on RHS (13.38) because we use Young’s
inequality to bound

+ (13.38)

OB WA SILANASF < ¢ S NLH? + g8 ldf P < Co WL + g8 ldfI2.

Similar remarks apply to (T)‘,B(S)[ fl

To bound (T)‘,BG)[f], we also use (10.11) and (10.13), which allow us
to bound the first two terms in braces on RHS (3.6¢). Note that since no
absolute value is taken on LHS (13.38), we can replace the factor (5( w/pn
from RHS (3.6¢) with the factor [)2 i)+ /1, which is bounded by (10.13). This
completes our proof of (13.38). O

13.9 Proof of Proposition 13.2

See Sect. 8.2 for some comments on the analysis. To condense the presentation,
we use the following notation for the term in braces on RHS (4.1):

1
D)= Or a0 — St D 7. (13.39)
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Throughout we silently use the definition of Harmless (fu],\; vey terms (see Defi-
nition 13.1). We will first consider the cases ¥ = R (+). We will give a detailed
proof of the estimate (13.3e) and, for operators of the form 2V =11y such that
#N=L1 contains a factor of L, the estimate (13.3f); it turns out that the proofs
of these estimates are closely related. Later in the proof, still for ¥ = R4,
we will indicate the minor changes needed to obtain (13.3a)—(13.3d) and the
remaining estimates corresponding to (13.3f). At the very end of the proof, we
will describe the minor changes needed to obtain (13.3g), that is, the estimates
in the case ¥ = v2. To procs:ed, we first use the estimates (13.13a)—(13.13b)
for try D, try Mz, and try X7 and the L™ estimates of Proposition8.13 to
deduce

gp=10:<1y (L) ” ,
H ¢ L®(ZH)

H@f‘onﬂwumzu) Sl (13.40)
t

=101 (Y) H ’
¢ # L (X))

We now repeatedly use the identity (4.1) (starting with W = R(4,)), use the
wave Eq. (2.22) [to substitute for the factor Z (ulJ 2(9) W) on RHS (4.1) after the
first application of the identity (4.1)], use the identity uB = uL—i—)v( [see (2.40)]
to substitute for the factor of uB on RHS (2.22), use the identity (2.78), use
the estimates (13.35), use the estimates (13.13a)—(13.13b) for try (L)J;‘, trg(Y )J;‘,

and trg()})z;t‘, use the null form estimate (13.37), and use the L™ estimates of
Proposition 8.13 to deduce

uDg(@)(D@pN—I:IYR(i)) — geN-LI (u%(lyya[n(i)D
+O0)p2N*tQ + Error, (13.41)

where the operator 27V ~1! contains precisely one factor of X and is the same
on both sides of (13.41) and

|Error|

< Z (1 i ’D@PNHMIHX(P])#D ‘QPNz:Mz (u%sza[gNa;MsR(i)])‘
Ni+N2+N3<N-1
No<N-=-2
Mi+M+M3<1
P, PreP

+ Y (1+]2MePy)) |2 (kN R )|
Ni1+N2+N3<N-—1
Na<N—2
Pez
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FR (et o (i oma)

N1+Ny+N3<N-1

Nr<N-2
Pe?
. %L!,N]:Sl
+ ‘g'f[l,N+l];52\p + . Y + ’@ﬁvg‘ ) (13.42)
* lLNE<2
* Y
Note that the terms on the last line of RHS (13.42) are H armless(svf,\iw ¢) S

desired.

Most of our effort goes towards estimating the first term on RHS (13.41).
Equivalently, we can analyze the 2V ~1! derivatives of the seven terms on
RHS (4.2) [with W = R4 and Z = Y in (4.2)]. We will show thatif 2"NV~=1:!
contains no factor of L, then

—1- Y 1< o
IV pangen Reo] = (YN K0 X Ry
+Harmless(ful,\iwe), (13.43)

N—=1;1 o (Y) _ #yN—2 v
z Jg/(n—LessDangerous)[R(i)] - I“Ly(d Y th‘gx) ’ dR(i)
+Harmless(ful,\£we), (13.44)

and

N—1;1 o, (Y) N—1;1 o (Y)
z ‘%/(rr Cancel—l)[R(i)]’ z ‘}g(n—Cancel—Z)[R(i)]’

N—1;1 - (Y)
z %/(n Good) (Rl

QpN_l;IJi/(\(IJY))[R(j:)], gN_l;lf/ai/(EYO)w)[R(:l:)]

= Harmless=Y (13.45)

(Wave)*
At the same time, we will show that if 2°V—!:1 contains one or more factors
of L, then
1 Y 1 Y
QPN l’ll%/(y(f ) [R(:I:)]a QpN 1,1%( ) [R(:I:)]a

—Danger) (mr—Less Dangerous)

N=1;1 - (Y) N—1;1 o, (Y)
z fz/(n—Cancel—l)[R(i)]’ z <%/(71 Cancel—2)[R(i)]’

N—1;1 - (Y)
z ‘%/(n Good) R,

1. Y 1. Y
2N G Rl 2V AL [Rew)]

— Harmless=Y (13.46)

(Wave)*®

@ Springer



Shock formation in solutions 117

After establishing (13.43)—(13.46), we will show that

RHS (13.42) = Harmless=Y

Srave)- (13.47)

Then combining (13.41) and (13.43)—(13.47), we conclude the desired esti-
mate (13.3e) and, for operators of the form ZV~1!y such that 2#N—11
contains a factor of L, the estimate (13.3f).

We now return to our analysis of the first term on RHS (13.41). We will
separately analyze the 27V ~1:1 derivatives of the seven terms on RHS (4.2)
(withZ =Y and ¥ = R4)).

Analysis of 27V~ ljif(fTY)Danger)[R(i)]. We apply 2V ~11to (4.3a). We first

analyze the difficult product in which all derivatives fall on the factor diy (¥ )ﬁ:

—(ZN _l;ldi)(/(y)yﬁ)f( R(+). Using the estimate (13.9b) for the first term on

the LHS and the bound H )V(R(i) HLOO(Z”) < 1 [see (8.23c) and (8.23d)], we

deduce t

— (NP DX Ry = Y 2N ) X Ry + HarmlessSy,,,.
(13.48)

We first consider the case in which 2V~ contains no factor of L, which
is relevant for proving (13.43). Then 2°V~1! contains N — 2 factors of ¥
and one factor of X. Thus, using using the commutator estimate (8.17) with
f = tryx, N in the role of N + 1, and M = 1, the estimate (8.8c), and the L
estimates of Proposition 8.13, we commute the factor of X so that it hits tryx
first, thereby obtaining
(YQfN—l;ltrgx))V(R(i) = (YN_l)V(trgx))v(R(i) + Harmless(ivf,\;ve). The
remaining terms obtained from applying 2V 1! to (4.3a) generate products
involving < N — 2 derivatives of di)(’(Y)sz. We will show that these products
are Harmless (SMI,\; vey’ which completes the proof of (13.43). The desired result
follows from the L°° estimates of Proposition 8.13, the estimate (8.8c), and
(13.9b) for the first term on the LHS [with < N — 2 in the role of N — 1 in
(13.9b)]. We clarify that the estimate (13.9b) (for the first term on the LHS) gen-
erates a factor of tryx with < N — 1 derivatives on it [located on LHS (13.9b)],
which is in contrast to the factor from (13.48) with N derivatives. We can
therefore bound this factor using (8.8c), which yields that the corresponding
product of this factor and the derivatives of X R is H armless(fv[],\; vey We
have thus proved (13.43).

We now consider the remaining case in which % contains a factor
of L, which is relevant for proving (13.3f). Noting that (13.48) still holds,
we use the same commutator argument given in the previous paragraph to

N-1;1
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obtain (Y%N_l;ltrgx)XR(i) = (QpN—l;lLtrgx)XR(i) + Harmless(fv[],\;ve),
where the operators 2V ~1:! on the LHS and RHS are not the same. Using

(8.22) with M = 1 and the bound H XR+) HLOO(ZM) < 1 mentioned above, we
t

deduce that (27N~ 11 Ltrgx))u(R(i) = Harmless(ful,\;ve). The remaining terms

obtained from applying 2V 11 to (4.3a) are H armless(iul,\;v ¢ for the same
reasons given in the previous paragraph. We have thus proved (13.46) for the

N—=1;1 oY)
term 2 ‘)i/(rt Danger)[R(:t)]‘

Analysis of f'fN_l?leﬂi/(;)/_)Camel_l)[R(i)]. We apply 2V 11 to (4.3b). We
first analyze the product in which all derivatives fall on the deformation tensor
components:

| s 1l
{Efﬁv B XMy — 2V dig g, — pt 1’1d1)(1(Y)ﬁ}L72(i).
(13.49)

Using the second estimate in (13.9a), the first and second estimates in (13.9b),

and the estimate ||| Loo(SH) < 1 [that is, (8.24a)], we express the terms in

braces in (13.49) as the sum of Harml essa},\lav ¢ terms and terms involving the

order N + 1 derivatives of | and the order N derivatives of tryx, which exactly
cancel. Also using the bound || LR )|, ~ (51 S € [see (8.23b) and (8.23d)],
t

we conclude that (13.49) = H armless(suj,va vey- Lhe remaining terms obtained
from applying 2V~ to (4.3b) can be shown to be Harmless(sul,vave) by
combining essentially the same argument with the schematic identity (2.80c)
for y, the estimate (8.8¢), and the L°° estimates of Proposition 8.13. We have
thus proved (13.45) and (13.46) for 27N =51z (0 TR,

Analysis of QPN_“IC%/((Y) 1n[R@)]l. We apply ZN=51 to (4.3¢).

m—Cance
The product in which all derivatives fall on the deformation tensors is

— f}‘l;lﬁgﬂ)ﬁ + %_1;141#(%“} - dR(+). Using the first estimate in
(13.9a) and the third estimate in (13.9b), we express the terms in braces as the
sum of H armless(ivé\iw o) terms and terms involving the order N + 1 deriva-
tives of w, which exactly cancel. Also using the bound ||¢R(i) || Lo (51 <e
[see (8.23b) and (8.23d)], we conclude that the product under consider-

ation 1is Harmless(suj,\;v ¢) @S desired. The remaining terms obtained from

applying 2V =11 to (4.3¢c) can be shown to be Harmless(fvf,vave) by com-

bining essentially the same argument with the estimate (8.9) and the L™

estimates of Proposition8.13. We have thus proved (13.45) and (13.46) for
N—1:1 )

z jg(n Cancel—-2) [R(i)]'
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Analysis of 2V ~1 IJi/(Y)Lm Dangemm)[R(i)] We apply 2V~ 11 to (4.34).
We first analyze the dlfﬁcult product in which all derivatives fall on the defor-
mation tensor component: %u(ﬁlyj_l;ld#trg(y)ﬂ) - @R (4. Using the fourth
estimate in (13.9b) and the simple bounds ||¢R(i) || Lo (s < ¢ (see (8.23b)
and (8.23d)) and || H”Loo(zu) < 1 [see (8.24a)], we deduce

Iy @ ug D) g R ) = ny (@* 2N Mirgy) dR wHH armlessSyy,,, -
We first consider the case in which 2°Y~1:! contains no factor of L, which is
relevant for proving (13.44). Then 2°V 1! contains N — 2 factors of ¥ and one
factor of X. We write ¢* ,ffN*l;Mtrgx =gl ﬂ;;_l;Mqltrgx and use the com-
mutator estimate (8.19a) with § = dtryx, N — 1 in the role of N, and M = 1,
the estimate (8.8c¢), the estimate | y|| Lozt < Cy &+ Ce [which follows from
(2.80c), (8.23a), (8.23d), (8.26a), and (8.26¢)], and the L° estimates of Propo-
sition 8.13 to commute the factor of X so that it hits tryx first, thereby obtaining

Ly (gl#ffN_l;Mtrgx)-dR(i) = uy (d#YN_Z)?trgx)-dR(i)—l-Harmless(f“],\;w).
The remaining terms obtained from applying 2°¥ ~ 1! to (4.3d) generate prod-
ucts involving < N — 2 derivatives of dtrg(y)zt. We will show that these

products are H armless(w ave): 1O proceed, we again use the L°° estimates
of Proposition 8.13, the estimate (8.8c¢), the estimate ||y||LOO(Etu) < Cy&+ Ce
mentioned above, and the fourth estimate in (13.9b) [with < N — 2 in the
role of N — 1 in (13.9b)] to deduce that all of the products under consid-
eration are H armless(fuj,\gve). We clarify that the estimate (13.9b) generates
a factor of tryx with < N — 1 derivatives on it [located in the fourth term
on LHS (13.9b)], which is at least one less than the number of derivatives in
the factor ¢* Z2ZN—1:M tryx identified above. We can therefore bound the factor
using (8.8c), which implies that the corresponding product contributes only to

the H armless(iwl,\;v ¢ terms. We have thus proved (13.44).

We now consider the remaining case in which Z°V~11 contains a factor
of L, which is relevant for proving (13.3f). Noting that the term in which all
derivatives fall on the deformation tensors is still 5 u(ﬁN L ]d#trg(Y ) AR (+),
we use the same arguments given in the previous paragraph to obtain
32V @ V) - dRw)) = @ 2V L) - R +
Harmlessf“],\;v ¢) Moreover, using the L estimates of Proposition8.13,
(2.80c), and (8.22), we deduce that
\uyd* ZN"2M Lrgx - dR )| S |2=NV"V=1Luyy| = Harmless(Wave)
This implies (13.46) for
gN=11 5 (V) )[R(j:)]-

(r—Less Dangerous
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Analysis of &WN—l?lj?il?Go()d) [R+)]. We apply FN=L1 10 (4.3e). We can

bound all products using (13.12a) and the L estimates of Proposition 8.13,

thus concluding that all products are H armless(sul,\iw o We have therefore
proved (13.45) and (13.46) for 2N =510 1R (4.

Analysis of 2V ()[R )]. Applying 2V~ ! to RHS (4.3f) and using
the estimate (13.13a) and the L°° estimates of Proposition8.13, we conclude
that all products under consideration are Harml ess(fv[l,\; ve 8S desired. We have

thus proved (13.45) and (13.46) for 2V =112 (D[R ).

Analysis of 2V _l;lji/((L};)w)[R(i)]. In view of the schematic expression on
RHS (4.3g), we can combine the same reasoning that we used in the previous
paragraph with the estimates of Lemmas 8.4 and 8.5 (to bound the derivatives
of ¢~ and (x) in order to conclude that all products under consideration

are Harml ess(fv[l,\; vey A8 desired. We have thus proved (13.45) and (13.46) for

ZNTE A Gy [ R

In total, in the case that the operator commuted through the wave equation
WO R4y = -+ is ZN ~Ily with 2°N~11 containing exactly one factor
of X, we have obtained the desired estimates for ¥ € {R4), R(_)}, except
for the error term bound (13.47) (which we derive below). We must also
establish similar estimates for ¥ € {R(4), R(—)} in the remaining five cases,
corresponding to the following operators on LHSs (13.3a)—(13.3d) and (13.3f):
i) YV-UL i) YV, i) YV1X, iv) 2V~ BU L (where 22V =11 contains exactly
one factor of X with all other factors equal to Y), and v) the remaining operators
D%’iN <! notof the previous types, which are of the form Q‘;N “L=lporpN-1%
(where P € &7), and Q’;N ~L=1 and 22V each contain at least one L factor
(and thus the estimates (13.12a)—(13.12b) of Lemma 13.7 are relevant). In
these five cases, we can first obtain an analog of the estimate (13.41) by using
the same arguments that we used above, which are based on the estimates
(13.13a)—(13.13b), (13.35), (13.37), and (13.40). The error term bound (13.42)
holds as stated in all of these cases. Moreover, we can use essentially the same
arguments as in the case 2V 1Y to establish pointwise estimates for the
main term [that is, the analog of 27N~ <u.@o(¢y) “[R(i)]) on RHS (13.41)].
More precisely, with the help of Lemmas 13.4, 13.6, and 13.7, we can establish
analogs of (13.43)—(13.46), where the only difference is the details of the
important terms found on the LHSs of the estimates of Lemma 13.6; the
important products are the ones on explicitly listed on RHSs (13.3a)—(13.3d),
which depend on N derivatives of tryX. More precisely, an argument similar
to the one we gave in the case 2V 1Y yields that in the remaining cases
i)-v), the only terms not of the form H armless(swl,\;v o) are the following six
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terms, where for the last term, 2V ~11 contains exactly one factor of X with
all other factors equal to Y:

1 ) v <N
o YN~ % Danger)[R(i) (XR(ﬂ:))YNtrgX + Harmless(wave)
X
o YN— 1%( )Danger)[R(i) (XR(i))YN 1Xtrg)(+ Harmless=
PA Rl = (@*Rx) - (ngdV Vg0

(r—Less Dangerous)

(Wave)

—|—Harmless(u1,\;ve)
YA s Dangerous) R = Y@ Rew) - (udy V)
+Harmless(Wave)
Y L sy Dangerons [Ri)] = —(d Rs) - (ndy V=irgyo)
+Harmless(Wave)
S22 A s Dangerous) R = @ Rx) - (udy V= 2thgx)
—i—Harmless(“],\;ve

Having treated the main term in all cases, we now establish (13.47). We
start by bounding the products on RHS (13.42) involving < 10 derivatives of

trg(L)u‘, trg(i)zt, and trg(Y)J;‘. Using (13.40), we see that it suffices to show that

Z Z Z ‘gNz;Mz (H@()({sza[gm;MSR(i)])’

Ny+N3<N—1 My+M3<1 P)eZ
No<N-2

= Harmless(yy,,. (13.50)
) )L@Nz <H~9§Xy“[9m7€(i>]>)

No+N3<N-1
Ny<N-2

= Harmless(v[l,\;ve) (13.51)

To prove (13.50)—-(13.51), we again decompose the term @O(,Zy“ from (13.50)
into seven pieces using (4.2) and aim to show that all constituent parts,

Y : X
suchas 27N sz/( )Danger)[ﬁfN3’M3R(i)] and WNZC%/((LOL)[:@MR&)], are
H armless(Wu ¢) To this end, we repeat the proofs of the above estimates but

with N, [from LHSs (13.50)-(13.51)] in place of N — 1 and 2 N3MR
or PMRy in place of the explicitly written Ry, factors.
The same arguments given above yield that all products
= Harmless(uj,\gvt;vﬁl < Harmless(fvf,\;ve , except for the ones corre-
sponding to the explicitly written ones on RHSs (13.43)—(13.44) and the
other six terms like them, written just before the start of this paragraph.

For example, the analog of the explicitly written term on RHS (13.43) is
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(YN Xtryx) X 2’V M3 R (4. The key point is that these explicitly written prod-
ucts are also Harmlessiwj\iwe). To see this, we note that since Np < N — 2
on LHSs (13.50)—(13.51), the factors of tryx in these products are hit with
no more than N — 1 derivatives. Therefore, we can bound these factors using
(8.8¢). Given this observation, the fact that the products under consideration are

Harmless(uljlaal);e{)lv3 N2 2 < Harmless(sul,\;ve) follows from the same argu-

ments given in our prior analysis of ZN~D 1e)if(Y)Danger)[\IJ] -

FN-L ljif(g))w) [R(+)]. We have thus shown that the products on RHS (13.42)

involving < 10 derivatives of the factors trg(L)J;‘, trg(x)yz‘, and trg(y)yf are
Harmless(suj,\;ve).

To complete the proof of (13.47), we must bound the terms on RHS (13.42)
with 11 < Ny < N — 1 < 19 (and thus N, + N3 < 8). The
arguments given in the previous paragraph imply that the factors on
RHS (13.42) corresponding to N,, such as 2V2: M2 ( .@(sz“[o%’N3;M3\II]),

<max{N2+N3+1,N>+2} 10

(Wave) (Wavey- Since the L esti-

< ¢ and

~

are Harmless < Harmless=

. 10
mates of Proposition8.13 imply that HHarmless(Wave) Lozt

since (2.61) and (8.8b) imply that the factors fle'Mltrg(Pl)J;‘ @Nltrg(P)J;[

and M trg(g)z;t on RHS (13.42) = Harmless(W N+l Gt follows that the prod-

ave)’
_ <N;+1 <N
ucts under consideration = H armless(W ave) = H armless(W ave) 3 desired.

We have thus proved (13.47) and finished the proof of Proposition 13 2, except
for the estimates (13.3g) for the quantity v?.

To prove (13.3g), we now repeat the proofs of all of the above estimates, but
with the Cartesian velocity component v in the role of R+ and RHS (2.8a)
with i = 2 in the role of RHS (2.22). Using nearly identical arguments, we
obtain (13.3g), which completes the proof of Proposition 13.2. O

13.10 Proof of Proposition 13.3

See Sect. 8.2 for some comments on the analysis. Throughout, we silently use
the definition of H armless(SVNO”) terms (see Definition 13.1). We first prove

(13.4a) for uBY N1 2. We apply YV*! to Eq. (2.8¢) and use (2.60) to com-
mute YV+! through uB. Using also (8.10) and (8.11¢) with M = 0 and the
L estimates of Proposition 8.13, we find that

WBYNTI 2 — —(vN Lo + {uﬁl}’mﬁ n @””f;} o)

+ Harmless(vl\ol:rt)1 (13.52)
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We clarify that we have isolated the top-order derivatives of deformation ten-
sors in the terms in braces on RHS (13.52).

In addition, from (13.6), (13.10), and the bounds ||P.Q||Lm(2’u) < s,
IVl oo sy < Cy& + Ce, and | g(Y, V)l oo (zm) < 1 (which follow from
(2.80c), (8.9), and the L° estimates of Proposition8.13), we find that

(YN+1u)L9 = O YN~ 1Xtrgx + Harmless(vlz:;)l and

{uﬁy(Y)J,fL—l-ﬁI)Y(Y)Jf#} d2 = O(e)YN- 1Xtrgx+Harmless(V0rt) Inserting

these estimates into (13.52), we conclude the desired estimate for uBY Y Q.

The proof of (13.4a) for uBY "N L2 is similar but relies on (13.11) in place
of (13.10); we omit the details, noting only that we encounter the product
—(YNLu)L$2, which is Harmless(vOt; in view of (8.21b) and the bound
IL$21| oo (sr) < & mentioned above.

We now prove (13.4c). Using the same arguments that we used to derive
(13.4a), except now bounding the deformation tensor components from (2.60)
by < 1 via the estimate (13.13a) with N = 1 and the L*° estimates of Propo-
sition 8.13, we deduce that the RHS of the equation uB P2 = - - - is bounded
in magnitude by < |L&2| + |d$2| < |2='82|. This implies (13.4c).

We now prove (13.4b) in the case 2V ! = 22Ny We first note the fol-
lowing analog of (13.52), the proof of which is nearly identical:

RBPVY 2 =~V ywLe + [ueh V] + £ O] - ag

<N+l

+ Harmless(VOrt)

By assumption, 2" contains a factor of L. Hence, we can use the commuta-
tor estimate (8.17) with f = p and the L° estimates of Proposition8.13
to commute the factor of L in 2NYu so that it hits p first. Also using
(8.21b), we find that VY = Harmless(vo”)

<N+1

estimates ¢j(Y)¢L Harmless(v ort) !and ¢ (Y)J/f# Harmless(‘,m),
use (13.12a). Combining these pointwise estimates w1th the L°° estimates of
Proposition 8.13, we conclude (13.4b).

To finish the proof of (13.4b), it remains only for us to consider the
case 2Nt = PN[ where 2V contains a factor of L. Using the same
arguments that we used to prove (13.4a) in the case uBY N1, we deduce

UBPNLY = —(PNLWLR + {ﬁjgz(mzl";z} 42 + Harmless(vl\ol;;, where

N contains a factor of L. The remainder of the proof now proceeds as in the
case 2Nt = PNy treated in the previous paragraph. This completes the
proof of Proposition 13.3. O

To obtain the pointwise

we
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14 Energy estimates

In this section, we derive the most important estimates in the article: a priori
energy estimates.

14.1 Statement of the main a priori energy estimates

The next proposition, which we prove in Sect. 14.16, provides our main a priori
energy estimates.

Proposition 14.1 (The main a priori energy estimates) Under the data-size
and bootstrap assumptions of Sects.7.1-7.4 and the smallness assumptions
of Sect.7.6, there exists a constant C > 0 such that the fundamental L>-
controlling quantities from Definitions11.1 and 11.3 satisfy the following
estimates for (t, u) € [0, T(goor)) X [0, Upl:

VQisik (6, u) + VEKisik (1, u) < Cen; €91 u), 0 < K <5),

(14.1a)
VQuiaat, u) + Ky 14y (t, u) < CE, (14.1b)
VVai(r, u) < Ceu 4, u), (14.1¢)

VVierk () < Ceu; K91 u), (0 <K <4),
(14.1d)
Vst u) < Ce. (14.1e)

We initiate the proof of Proposition 14.1 with the following simple lemma.

Lemma 14.2 (The fundamental controlling quantities are initially small) The
following estimates hold for t € [0, 26;1] and u € [0, Up]:

Qr1.201(0, ), Qqr.201(, 0), V21(0, u), Vg1 (2,0) < C&2. (14.2)

Proof (14.2) follows from (7.13a), (7.16b), (7.3), (7.5), and Definitions 3.2
and 11.1. O

14.2 Statement of the integral inequalities that we use to derive a priori
estimates

Our proof of Proposition 14.1 is through a lengthy Gronwall argument based
on the sharp estimates for u derived in Sect. 10 and the energy inequalities
provided by the next two propositions, Propositions 14.3 and 14.4, which
we prove in Sects. 14.14 and 14.13 respectively. See Remark 13.10 regarding
“boxed constants” and Footnote 42 regarding constants C > 0.
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Proposition 14.3 (Integral inequalities for the wave variable controlling quan-
tities) Assume that N = 20 and ¢ > 0. Then there exist constants C > 0 and
C, > 0, independent of ¢, such that the following estimates hold (see Sect. 2.1
regarding our use of the notation O,(-)).

max {Qn (t, u), Ky (t, u)}

¢ LI et
<[loro@}] [ ——Flouwar

1'=0 pa (2, 1)
| R e L]l oo (s
+/ ¢ /Qn (' )/ M /Qn (s, u)ds dt’
'=0 Wi (2, s,u)
ILRl o5
I/LZT /Qup (2, u)/ 1/2 " 1/ QN ', u)dr
t
v [ v, u)\/@“"‘”’“”(r Ly dr’
t'=0
t
—}—C*/ 1 /7(@1\1(1‘ u)/ /Q(Parttal)( 7M) det,
' =0

=0 H«(f’ M*(S u)

+c, 1/2 liQN(t u)/ 1/2 /Q(Partlal)(t ,M) dt’
t 1 t

—l—C/ — / VVnyi(s,u)ds dt/
t s=0

=0 w2 (¢, u)

+ {2+ 04 (&)}

, 2

! 1 ! 1

—I—C/ / VVen(s,u)dst dt
=0 u%/z(t’, i) { 5=0 p.i/z(s,u) B

!
+C/ VSNH(I/,u)dt/—I—C/ VsN(t,u/)du/
t'=0 u'=0

+ Error(TOP) (t,u), (14.3)

where Errorl(\;r o) (t, u) satisfies the following estimate (with implicit constants
independent of ¢) :

Error(TOP)

(t, u)

<U+¢Hhed—mm—
3/20 )

! 1
P — Q. wadl
/t’:O (', 1)

t 1 /
+8[,:0m@(1 u) 0 G, u)\/@(s,u)dsdt

1 ¢ 1
T\/@N(LM) 77—V war’
(t, u) N )

+¢
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+¢Q;v(t,u) 1/2( \/ N (' u)dt’
[/

1/2 \/ N (, u)/ VOxN @, u)dt

! 1
+/ 7(@1\/(’/’”)‘”/4‘ (1+¢7H 77— Qn (" wdr’
= m r=0 /2w
t
+./t/ 0 M (t/, u)F(t M)/ F(S u)dsdt'

t 1 t 1
+/ ——— QN w) f VONG u)ds' dsdt’
=0t ) 5=0 M(S, ) Js=0 yw}2(s', u) Y

+(1+s7h /_0 Q') du’ + eQn (1, w) + cQu (1) + Ky (1 10)

t
’ B /’ dt’
VQu(t M)/t-/zo,/@[l,N N, u)dt

172
FL*/ (t,u
—1 ! 1 / / -1 " / /
+(0+s7) NP Qu.N—nC wyd' + (1 +¢ )/ Qu,N-11(t, u’) du
=0 w7, u) u'=0
+eQri,N—11(t, ) + Qi n—17(t, 1) + K1 y—17(t, u). (14.4)

Moreover,
(14.3) holds with the LHS replaced with

max {Q%"artiul)(t’ Lt), Kg\l/uartial)(t’ M)} i

but without the first six “large-coefficient” terms

6+ Oy(&) |-+, ,Cyx--- onthe RHS. (14.5)

In addition, if 2 < N < 20 and ¢ > 0, then the following inequality holds
(where the implicit constants are independent of ¢ ):

max {Qp1,v- 1](t u), Ky, v—n @, ”)}

t
5[ 1/2 \/Q[l N—11(t", u) 1/2 @(s u)dsdt’
t

/Ou' (t/ so“’* 7

t u
+f VSN(I,» u) df/-i-/ VSN—I(t,M,) du’
t'=0 u'=0

+ Error 097 (¢, w), (14.6)
where Errorl(\]?_ell0 w—Top) (t, v) satisfies the following estimate (with implicit con-
stants independent of ¢ ):
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Err (Below Top)(t w<e +/ Q[l,N—l](t/’ u)dt’

0 +/ T(Boot) -

_ 1
+(+¢7h —7—Quv-n’. wdr
=0 W' (', u)
u
+d+¢7hH Qu,n—11(t, u") du'’
u'=0
+ sKp,nv—n(t, u). (14.7)

Proposition 14.4 (Integral inequalities for the specific vorticity-controlling
quantities) Assume that N = 20. Then there exists a constant C > 0 such that

Vg1 (t,u) < C& Qn(,

4 C&?
w2t w) ’ m(t u)

t t 2
+C82/ L {/ : VQnN (s, u)ds} dt’
t Ky

'—0 H%(t/, M) =0 H*(S, M)
1
+ ng 2(t Q[l N— 1](l u) + C8 K[l N— 1](t u)

+ Cé&? / / vV Vnii(s, u)a’s dt’
t'=0 },L*(l‘/ I/l)

t 1 t
+C52f - / — YV N(s,u)ds dﬂ
=0 W31, u) [ s=0 ul/z(s u) 8

u u

+C Va1t u)du' +C Von(t,uydu'. (14.8)
u'=0 u'=0

Similarly, if N < 20, then

t t
Ven(t,u) < Cé2+C82/ / / ———/ Q1N (s, u) ds dt’
0 | /s=0 ' " (s, u)

=
+ Ce* Qi n—1)(t, ) + Ce* Ky y—1)(t, u)

Absent if N=0

+C / Vet ) dud (14.9)
u'=0
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14.3 Bootstrap assumptions for the fundamental Z>-controlling
quantities

To facilitate our proof of Proposition 14.1, we assume that the following boot-

strap assumptions hold for (¢, u) € [0, T(poor)) x [0, Upl, where ¢ is the small
bootstrap parameter first appearing in Sect. 7.4:

VQisik (t,u) + VKisix (6, u) < ePu;E D@ uw), 0< K <5),

(14.10a)
VOt w) + Kyt u) < e'/2, (14.10b)
VVor(t,u) < sl/zu;ﬁ-“(z u), (14.10c)

VVierk (tw) < e Py K9 u),  (0< K <4),
(14.10d)
Vst u) < el (14.10¢)

14.4 Preliminary L’ estimates for the eikonal function quantities that
do not require modified quantities

InLemma 14.6, we derive a priori estimates for the below-top-order derivatives
of the eikonal function quantities p, Li Small)? and tryx. We also derive a priori
estimates for their top derivatives in the case that at least one L-differentiation is
involved. These estimates are simple consequence of the transport inequalities
provided by Proposition 8.13 and can be derived without using the modified
quantities of Sect. 6.

We start with a simple commutator lemma.

Lemma 14.5 (Simple commutator lemma for vectorfield operators containing
at least one factor of X) Let U beasin Definition2.9. Assume that1 < N < 20
and 1 < M < min{N, 2}. Then the following pointwise estimate holds:

> |[xmony

Mi+N1<N+1
Mi<M
1<N;<N
N1,
+e ( P B . (41D
Za 1| (Small)l

where (M — 1)4+ := max{M — 1, 0}.
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Proof We repeatedly use (8.17) with f = ¥ and the L°° estimates of Propo-
sition 8.13 to commute the factors of X acting on U so that they are the last to
hit W O

Lemma 14.6 (L? bounds for the eikonal function quantities that do not require
modified quantities) Assume that 1 < N < 20. Then the following L? estimates
hold:

HLQ”“’N];SILL‘ .
L2(Z1)
<N;<2
HL"@Q L(Small) Lz(E")
N—1;<2
HL'&K = trgXHLZ(E
£
L2(Zf)
[1,N];<2
HQF L(Small)
<N-1;<2
K ” z= tryx | L2(5Y)

4 Mm@ g 90

1/2 )

(t,u)
Lt)

< é +j‘t A/ Q[] (S M)

~ s=0 1/2(S )

L2(Z}

(14.12b)

Proof See Sect.8.2 for some comments on the analysis. We set
gn (t) := LHS (14.12b). We first integrate the transport inequalities (8.21b)

and (8.22) in time to obtain a pointwise inequality for
Qp[LN];Slu

[1,N];<2
Z ‘g LL(lSmall)
QFEN L 52trg)(
the RHS of the inequality. We then take the norm || - || 254 of the pointwise
inequality and use Lemma 11.8, (14.11), (11.5), and Lemma 11.6 to deduce
gy () < Cgn(0)+C fst:o gn(s)ds + C f;:o —W ds. Next, we note

M (s,00)
that gy (0) < €, an estimate that follows from the estimate (8.8c) for tryx, the

data-size assumptions of Sect.7.1, and the estimates of Lemma 7.4. Finally,
from Gronwall’s inequality, we conclude that g (1) < RHS (14.12b), which
yields (14.12b).

To obtain (14.12a), we take the norm || - || L2(s¥) of the inequalities (8.21b)
and (8.22) and argue as above using the already proven estimates (14.12b).

A/ Qr1, N1 (s,u)

In these estimates, we encounter the integral f ! 0" P
s,

(inefficiently) bound by < /Qi,n(f, u) < K, 1/2(t u)/Qu ny(t, u) Wlth
the help of (10.42) and the fact that Q1 y; is increasing.

(t, u, ¥), where there are time integrals on

ds, which we

Corollary 14.7 (Some additional L? estimates for U in terms of the funda-
mental L?-controlling quantities) Let W be as in Definition2.9. Assume that
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1 <N <20andthat1 < M < min{N, 2}. Then the following L? estimates
hold:

” %N+1;M\_I}‘ S Q) + & (14.13)

L2(ZH)
Remark 14.8 (1 < M < 2 is important) The corollary is false when M = 0.
Proof The estimate (14.13) is a straightforward consequence of Lemma 11.8,

Lemma 14.5, Lemma 14.6, the fact that Q; n; is increasing, and inequality

(10.42) [which we use to annihilate the factors of ui/ 2 (s, u) in the denomina-
tors of the integrands on RHS (14.12b)]. O

14.5 Estimates for the easiest error integrals

In this section, we derive estimates for the easiest error integrals that we
encounter in our energy estimates for W and £2.

We start by bounding the error integrals corresponding to the last integral
on RHS (3.8).

Lemma 14.9 (The easiest transport equation error integrals) Assume that N <
21. Then the following integral estimates hold:

u
S/ V(@ uydu'.  (14.14)
u'=0

'/ {Lu+ ptgk } (2N 2)? do
Mt,u

Proof From (2.70), (2.81b), Lemma 8.4, and the L estimates of Proposi-
tion8.13, we deduce that HLu + ptrgk ”LOO(Z“) < 1. Using this bound and
t

(11.10), we conclude that
2
LHS (14.14) < [\, (PN 2P dw =[5, H‘@N'QHLz(P;,) du’
S Lo Vn(,u')du'. ]

We now bound the error integrals generated by the terms (T)‘B(,-)[‘] from
(3.4)—(3.5).
Lemma 14.10 (Error integrals involving the deformation tensor of the mul-
tiplier vectorfield) Let ¥ € {R (), R(), v2}. Assume that 1 < N < 20 and
let ¢ > 0. Let (T)i]ﬁ?(l-)[ﬁka;fllIJ], (i =1,...,5), be the quantities defined

by (3.6a)—(3.6e) (with Q’;N;Sl W in the role of f). Then the following integral
estimates hold (with implicit constants independent of ¢ ):

5
fM S DOp 2N ="vdo < Qu (', uydt’

[ =
fuj—1 t'=0 T(BOO[) -t
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a4 g*)/ Qo dr
=

u
+ 1+ §_1)/ Qu (. u')du’
u'=0
+ ¢cKn(t, u). (14.15)
Proof We integrate (13.38) (with f = D@”*N ;51\11) over M; , and use Lem-
mas 11.7 and 11.8. |

We will use the next lemma to control some of the £2-involving inhomoge-
neous terms in the wave equations.

Lemma 14.11 (L? estimates involving one transversal derivative of the spe-
cific vorticity) Assume that 1 < N < 21. Then the following L* estimates
hold:

o2

t
<eq T,<N(t,u)+€/ VQu,N-11(, u)

L2(Z!) ~ 1/2(5 I/l)

(14.16)

where the last term on RHS (14.16) is absent when N = 1.

Proof We repeatedly use (8.17) with f = £2 and the L®° estimates of Propo-
sition 8.13 to commute the factors of X acting on §2 so that they act first on
§2, thereby obtaining

‘gfzv;lg’ < ‘nyfl)“(Q‘ 4 ‘951\1719‘
te ‘%[Q’N‘”;Oz‘ te |%[1’N_1]:51y‘, (14.17)

where the last three terms on RHS (14.17) are absent when N = 1. Using
Lemma 11.8 and (14.12b), we bound the norm || - ”LZ(E?) of the last two terms
on RHS (14.17) by < RHS (14.16) as desired. Next, we use the fundamental
theorem of calculus to deduce

‘3@51\’—19) (tu,0) < ‘QEN*.@‘ O, u, 9)
+/t0 ‘LQZSN’IQ‘ (s.u,9)ds.  (14.18)
-

Using Lemma 11.6 and Lemma 11.8, we bound the norm || - lz2(z of

the last term on RHS (14.18) by < f 0 Y;](V(s )u) ds. Moreover, using
N
(10.42) and the fact that V. is increasing, we bound this time integral
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by < /V<n(t,u) as desired. To bound Fhe norm | - ||Lz(2;¢) of the ﬁr'st
term on RHS (14.18), we use (11.5) with s = 0 and (7.3) to obtain
N-1 N-1 o :

| 27=N=15(0, ')“LZ(E;’) < | o= ‘Q”LZ(E{;) < & as desired. To bound
the norm || - |12 ) of the remaining first term on RHS (14.17), we first use
(2.8¢) and (2. 40) to deduce

XQ = —uL§2. We then apply 22=N~1 to this identity and use (8.24a), (8.24b),
(8.24c¢), and (8.28) to deduce

‘gzsN—l)“(Q‘ < |VEPN Q| + |2V 10| + e )%[Q,N—l]:oz’
last two terms on the RHS are absent when N = 1. Lemma 11.8 immediately
yields || \/E@N.Q H 25 <V Ven(t, u), while the arguments below (14.18)

yield | 2=N-102| 125 < €4 /Von(t, u) as desired. Recalling the bound
Hff [1,LN—1];0 ‘

< RHS (14.16) proved above, we conclude (14.16).
O

L2(Z})

We now bound all error integrals involving Harmless(fvé\;ve) or

Harmless(v terms.

ort)

Lemma 14.12 (L? bounds for error integrals involving H armless(ul,\iw ¢) OF
Harmless(—vom terms) Let U beasin Definition2.9 and assume that1 < N <

20 and ¢ > 0. Recall that the terms Harmless(u},\;ve) and Harmless(v]\ém are
defined in Definition 13.1. Then the following integral estimates hold, where
the implicit constants are independent of ¢:

/ (1+wLzN="w
Miu

<N
XNy ’Harmless(—wave) do

Qri,m (', u)
=0 w/>(¢', u)

+(1+g—1>/ Quui(t, ') dud
u'=0

<(+¢hH

t u
+ Ky ny(t, u) + / Ven (', u)ydt’ + Ven(t, u')du' + &2
t'=0 u’'=0
(14.19)

Moreover, if N < 21, then
/ |,@N.Q‘ |Harmless(fvj\(im dw
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u

S 82(@[1,]\],1](1‘, u) + SZK[LN,]](I, u) —I-/ Ven(t, u/) du’ + &2,

u'=0

Absentif N=0, 1
(14.20)

Proof See Sect. 8.2 for some comments on the analysis. To prove (14.19) and
(14.20), we must estimate the spacetime integrals of various quadratic terms.
We derive the desired estimates for five representative quadratic terms: four in
the case of (14.19) and one in the case of (14.20). The remaining terms can
be bounded using similar or simpler arguments and we omit those details. As

our first example, we bound the spacetime integral of ‘L%N;El\if‘ ‘YN +l1 \il‘

(note that YV Iy = H armless(iuj,\;v o) Using spacetime Cauchy—Schwarz,
Lemmas 11.7 and 11.8, and inequalities of the form ab < a® + b?, and

~

separately treating the regions {i > 1/4} and {0 < p < 1/4} when bounding

the integral of ‘YN +y , we deduce the desired estimate as follows:

/ ‘L%N‘fllff) ‘YN“@‘ dw
Mt,u

, 12 ) 12
< / ’LEZFN:EI@‘ dw / ’YN'HIZI} dow
Mt,u Mt.u
u
<a +g16*‘>/ /
u'=0 73;,

" N T, 2 / 2 N1, 2
+/ / u’dY \If‘ do du’ + gé*/ Lo<p<1/4) ’¢Y \IJ‘ do
w'=0JP!, M

tu

)
L%N;SIIIJ’ 4% du’

S+ g‘l)/ OQ[l,N](t,u’)du/Jr K1 n(2, u). (14.21)
u'=

As our second example, we bound the integral of ‘ L E/ﬁN =y ‘ ) %F[J’N]; =1 u‘ .

. - 2 . 2
Bounding the integrand by ’L%N’fl\lf‘ + ’iﬁ[i’m’ilp‘ and using
Lemma 11.8, inequality (10.42), the estimate (14.12b), simple estimates of

the form ab < a? + b2, and the fact that Qq;_y) is increasing, we bound the
integral as follows:

u
u'=0JP!,
u

)
Q’QQ’N]’SIH‘ dw dt’

512 !
LQ’;,(N;SI\IJ‘ dﬁdu/+/ /
t'=0J3"
t
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u t t
gf Q[I,N](t, u/) du'—i—/ / YV Ql[/lzN (S Lt) + {3:2 dt’
u'=0 t'=0 s (s, u)

u t
S / Q[I,N](I, M/) du’ + f @[1,1\/]([/, u) dt’ + éz S RHS (14.19).
u'=0 t'=0
(14.22)

As our third example, we bound the integral of ‘L%N;Sl \fl‘ ‘%NH;Z@ ‘

2

< 4 .
V=l ‘%NH’Z and using

Bounding the integrand by ‘LQP = lIJ’ +
Lemma 11.8 and Corollary 14.7, we bound the integral as follows:

ook

N QN (t,u "Ydu' + / Qq. N](l‘ u)dt' + &2 < RHS (14.19).
u'=0
(14.23)

.ffN“\p‘ dz du' +/ / g’“”w‘ de dt’
t/ Ll

As our fourth example, we bound the integral of ‘Lff ;=1 \IJ‘ }ff N; 1.{2‘

We first argue as in the third example and use Lemmas 11.8 and 14.11 to bound
the integral by

u 2 t
5/ / L2 =15 dﬁdu/-l-/ /
w=0J7, =0Jx"

u ‘ t t
5/ Q[I,N](Z‘,u’)du/+/ / \/W( . dt/
u' =0 =0 s (S u)

t
+/ Ven (' wydi’ + & (14.24)
t'=0

2
EXN”.Q‘ de dt’

We then use inequality (10.42) and the fact that 1, y 1) is increasing to bound
the double time integral on RHS (14.24) by
S ftt/=0 Q[I,N—l](l/, u) di’ < ftt,=0 @[1,N](t/, u) dt’. We conclude that
RHS (14.24) < RHS (14.19) as desired. This completes our proof of the
representative estimates from (14.19).

We now prove one representative estimate from (14.20). Specifically, we
bound the integral of the product & ‘ PENQ ‘ ’%N; 52@’ inthecases 1 < N <

21. First, using (14.11) and Young’s inequality, we deduce
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7N a||2V=8 < ‘95N9‘2+62 |z N=g ’

&

12 12
+52‘L32’5N’1\Il‘ +s2‘¢95N*1\y

2
. 2 _11- 2
+82‘%[>:.N71],51u) +822‘£{;{1,N 1],52L¢(zsma”) . (14.25)
a=1

where the second, fifth, and sixth terms on the RHS are absent when N = 1.
We then note that er . RHS (14.25) dw can be bounded by < RHS (14.20)
via routine applications of Lemma 11.8 and the arguments given in our second
example above. o

14.6 Estimates for wave equation error integrals involving top-order
specific vorticity terms

In the next lemma, we bound the wave equation error integrals that depend on
the top-order derivatives of £2.

Lemma 14.13 (Estimates for wave equation integrals involving top-order spe-
cific vorticity terms) Assume that W € {R (1), R(—, v’} andthat1 < N < 20.
Then the following integral estimates hold:

v N;<1
[E% vy )| 7] am
Mt,u (1 + p‘)L'%k =W
t t
S / Qn (', u)dr’ + Vyg1(t', u)dt'. (14.26)
t'=0 t'=0

Proof Using the L estimates of Proposition8.13 and Young’s inequality,

we pointwise bound the integrand on LHS (14.26) by
o . 2 . 2

< ‘XﬁN’f‘\y‘ +u‘L£ﬁN’5]\IJ’ +u| 2V 7 (14.26) now follows in a

straightforward fashion from Lemma 11.8. O

14.7 Bounds for the most difficult top-order error integrals

In this section, we bound the most difficult error integrals that we encounter
in our energy estimates for W. These error integrals would cause derivative
loss if they were not treated carefully and moreover, they make a substantial
contribution to the blowup-rates featured in our high-order energy estimates.
Our arguments rely on the fully modified quantities from Sect. 6.
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The main result is Lemma 14.15. We start with a preliminary lemma in
which we bound the most difficult product that appears in our wave equation
energy estimates.

Lemma 14.14 (L? bound for the most difficult product) Assume that N = 20

and let fzﬁN;fl e (YN, YN_I)U(}. Then there exist constants C > Qand Cy > 0
such that the following L?* estimates hold:

“ (XR(H)«%N‘SI%X‘

L2(Z})
ITL ][00
¢ /Qn (¢, u)
(2, u
||[LLL]7||L00(2" to[Lul- ||LOO():'4)
+[4 i / JQu (s, u) ds
M(f u) s=0 H*(S u)
+C /@(Partlal)(t’ u)
u*(t u)
1 ! 1 Partial)
+C Q| (s, u)ds
"t w) Ji—o pas, M)\/—
t
C \% ,u)d
+ R ﬁ:ov N+1(s,u)ds
1 ! 1

+C VV<on(s,u)ds

M (1, u) s=0 1/ (s, u)

VN, u)

Mt u)

VON(s,u)ds

!

1
C
* ﬂw, ) Lo (s, )

1 1 N
M (2, 1) Jyr=0 (", 1) Js=0 },L*/Z(S u)

1 ! 1
V ,u)d
li*(f u) Js=o pl/z( ,U) Ons, ) ds

]/2 VQN(t Lt)
3/2(t ——VQu.n—1t, u)+Cé—7— 3

———/Qn(s,u) dsds’

+C

(14.27
”(r u) )
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In addition, we have the following less precise estimate:

a2t , o, < e
e / M(s u)ds
+Cfs 0 w2 (s, u)m“ we

+Ce{lnp(r,u) +1}. (14.28)

LX(Z})

Proof We first prove (14.27). We take the norm || - || L2(54) of both sides of
inequality (13.24). Using Lemma 11.8, we see that the norm || - || L2(59) of
the first term on RHS (13.24) is bounded by the first term on RHS (14.27).
Similarly, using Lemma 11.8, we see that the norm | - || L2(5Y) of the sec-

ond term on RHS (13.24) is bounded by the term C,——/QY """ (2, u)
on RHS (14.27). Next, we use Lemmas 11.6 and 11.8 and the L esti-
mates of Proposition8.13 to bound the norm || - || L2(sH) of the third term
on RHS (13.24) by the term - -+ on RHS (14.27) plus the time-integrated
error term Ce —— ™G f _o "+ on RHS (14.27). Similarly, using Lemmas 11.6
and 11.8 we see that the norm || - || L2(54) of the fourth term on RHS (13.24)

is bounded by the gfamal) -involving time integral term on RHS (14.27)
(which is multiplied by Cy).
It remains for us to explain why the norm || - || L2(z4) of the terms Error on

RHS (13.24) [more precisely, on RHS (13.25)] are < the sum of the terms on
lines five to twelve of RHS (14.27). With the exception of the bound for the
terms on the first line RHS (13.25), the desired bounds follow from the same
estimates used above together with those of Lemmas 14.6 and 14.11, Corol-
lary 14.7, inequalities (10.39), (10.41), and (10.42), the fact that the quantities
Qum and V) are increasing in their arguments, and inequalities of the form
ab < a® + b?. Finally, we must bound the norm || - | L2(Z) of the terms on the
first line of RHS (13.25). To this end, we first use (11.5) with s = 0 to deduce

[0+ [ 0] 0.0)

|||+ |
L2z ™

L2y

Next, using definition (6.6a), Lemma 2.56, the estimates of Lemmas 8.4 and
8.5, the estimate (8.8c), the data-size assumptions of Sect. 7.1, and the estimates

of Lemma 7.4, we find that H )(Y )5&”) + ‘(YN ]X)ﬁl”‘ < ¢. It follows

Lz(zu ~
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that the norm || - ||L2(2u) of the terms on the first line of RHS (13.25) is

5 as desired. This completes the proof of (14.27).

Tﬁé proof of (14.28) is based on inequality (13.26) and is similar to but
much simpler than the proof of (14.27); we omit the details, noting only
that inequality (10.41) leads to the presence of the factor In u:l(t, u) + 1
on RHS (14.28). O

Armed with Lemma 14.14, we now derive the main result of this section.
Lemma 14.15 (Bound for the most difficult error integrals) Assume that N =

20. Then there exist constants C > 0 and Cy > 0 (see Footnote 42) such that
the following integral inequalities hold:

o . v YV,
N;<I X
2 fM[u(Xa@i R(+))(XR(+))<YN—1XtrgX> dw‘
L Wl=ll oo ()
/, d/
<-/ e W
t L=l poo (s 1- || oo (zu
+/ (t,L )(2) )/ el (Z)F(s w)ds dt’
t/
t
e / ﬁ (l‘ ) /Q(Purnal)([ ,M)dl/
=0 M(l’ u)
t
1 [ (Partial) /
—|—C/ \/ u _ ¢ s,u)dsdt
=0 M(f’ W s=0 Hx(s, M) Qv 5
! 1
+c/ S / VVnr1(s, u)ds dt’
'=0 u (t’ u)

' 2
t 1 ¢ 1
+C[t 3/2 :K_O 12 \/@(s,u)ds} dr’

=0 W/ (¢, u) =0 W/ (s, u)
+ Error P (t, u), (14.29)

where Errorl(\IT op) (t,u) veriﬁes (14.4).

Moreover, with ErrorN Jop) (t, u) as above, we have the following less degen-
erate estimates:

/ XLV =ROIER) | (YN igx e

Mo \ X 2= (XY YN X tyx

< Cs/ 3/2 {/ VVNii(s, u)ds} dt’
=0 W, (', u)
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2

t 1 t
+C8/ — / ——/Vn(s,u)ds dt’
=0 p3/2(t/, u) { 5=0 ui/z

(s,u)

+ Error(TOP) (t,u). (14.30)

Proof We prove (14.29) only for the first product ()? D%’QN = R+)) ()? R+)Y N
tryX; the integral of the second product on LHS (14.29) can be treated using
identical arguments and we omit those details. Using Cauchy—Schwarz and
(11.8), we bound the integral under consideration by

< 2 [ VAN 0 | RRe) Vg v @
estimate (14.27) (with ¢ in (14.27) replaced by t) for the integrand factor

integral by < RHS (14.29) follows easily with the help of simple estimates of
the formab < a®+b?, the fact that Qy is increasing, and the estimate (10.39),
which we use to bound the error integral é ftt/ 5 /2(1, )«/ Nt u)dr
bYN e /;/ =0 5/2([/ ) +-[[,_0 1/2(/ )QN([/, u)dt
5 (tu) f,_() 1/2(/ )QN(I’M)dl-

To prove (14.30), we first use (8.23d) to deduce that the magnitude of the

)?ffN'<lR( ) LLYNtrgX
X(QpN <1 2 HYN?IXtrgX .

The remainder of the proof is similar to our proof of (14.29), except that we
use (14.28) to control uYNtrgx and uYN_lXtrgx. O

. We now substitute the

25y Following this substitution, the desired bound of the

integrand on LHS (14.30) is < 8—

14.8 Bounds for less degenerate top-order error integrals in terms of
Qu.vyand Vey iy

The error integrals that we bound in the next lemma contain a helpful factor
of p and thus the estimates are easier to derive and less degenerate than those
of Lemma 14.15.

Lemma 14.16 (Bounds for less degenerate top-order error integrals) Assume
thatV € {R(4), R(-), v2}andthat N = 20. Recall that y is the scalar function
appearing in Lemma 2.40. Then the following integral estimates hold:

XM=y T\ e (udYNltrgx )
. ) - J do
/M,,u<<1+2u>L%N’f‘w o AR NPLESS

t B 2 u
5/ {np '@ u) +1} Q[l,N](t/,u)dt/-i-/ Qpi,n(t, u') du'’
t u'=0

=0

@ Springer



140 J. Luk, J. Speck

Venyp1 (', u)dt’ + &2 (14.31)

t'=

Proof See Sect. 8.2 for some comments on the analysis. We firstuse (2.80c) and
the L°° estimates of Proposition 8.13 to bound the integrand on LHS (14.31) by
X zN=ly nY NVirgx
LzN='w ‘(uYN‘lfftrgx)
to the proof of (14.30), but the estimates are less degenerate because the above
pointwise estimate enjoys an extra factor of pu compared to the pointwise
estimate featured in the proof of (14.30); we omit the details. ]

. The remainder of the proof is similar

14.9 Error integrals requiring integration by parts with respect to L

In deriving top-order energy estimates for the wave variables {R ), R(-), v?},

we encounter some difficult error integrals that we can suitably control only
by integrating by parts with respect to L. We bound these integrals in this
subsection.
Lemma 14.17 (Difficult top-order hypersurface L? estimates) Assume that
N = 20 and let Q’;N_l;sl e {yN-1, YN_Z)v(}. Let (%‘N_l;gl)éf be the cor-
responding partially modified quantity defined by (6.7a). Then there exist
constants C > 0 and C, > 0 (see Footnote 42) such that the following
L? estimates hold, where the set (_)E;‘;t is defined in Definition 10.4:

“ XR)LZ T
L2())
ILL )=l oo
< {f2+0.<&>} — D Qe w)
(2, 1)
(Partial)
+ C p*(t M)\/Q (t,u)
+ Ce u*(t \/QN(I u) +C—p—— 1/2 \/QN(t )
1
+C},L*(t, u) vV Q[] N-1] (t Lt) + Cem, (14323)
1 v N—1;<1|, ~
—((XR )(% )
”«/rL v L2t
||LH||L00((—)§;'{) ! 1
< {«/§+O.(&)} N / 7 VN, u)di’
(t,u) =0 W/ (', u)
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1 ! 1 /
+C, / o @(Parttal) (l‘/, Lt) dt’
t

w2, u) Jr=0 w2 w)
1 t 1
+ Cs 73 / 73 VON (', u)dt
W (@, )t’OM(t/u)
t
+C \/QN(I u)dt’
—o Hl/z

bo— 1 @(zﬁa)dr’
1/2(t .
+C 1/2 / VOQu.n_1( uydt’ + Cé—— 1/2 . (14.32b)

(t,u)

Moreover, we have the following less precise estimates:

et

\/Q[T(t ) + &, (14.332)

LZ(Eu) 1/2

geN—1:=<1 ~‘
*

t
) - 1
4 L2(ZY) N/; 1/2 m(t u)dt' + &. (14.33b)

/ OH (t/

Proof See Sect. 8.2 for some comments on the analysis. Throughout this proof,
we refer to the data-size assumptions of Sect. 7.1, the estimates of Lemma 7.4,
and the assumption (7.20) as the “conditions on the data.”

We first prove (14.32a). We start by multiplying inequality (13.33a) by
%)u( R(4). We first consider the difficult product generated by the first term

on RHS (13.33a). Multiplying (13.32) by %5 YE and using arguments similar to
the ones given in the lines just below (13. 28) we deduce

11 ‘ 0 Lu 1
— |69, xR, ) =L L o) —. (14.34)
2 /i LL (+) Vi Vi
Using (14.34) for substitution in the product of fX R (4 and the first product
on RHS (13.33a), we bound the difficult product by the sum of three terms:

{1408} EE= ‘\/ﬁd%’v;fl A1+00@0} | g 2N R 4 ),

and O(‘g) MO@”N R(+)) Using Lemma 11.8, we see that the norm || -

Il LZ(E;I) of the first term is bounded by the first term on RHS (14.32a) as
desired. Next, we again use Lemma 11.8 and the estimate (10.11) to bound
the norm || - || L2z of the second and third terms by the terms on the third
line of RHS (14.32a) as desired. In proving the remaining estimates, we use

1 ~ 1
(8.23¢) to bound HTHXR(’L) HLOO(E,“) = C_@(z,u)

and thus it remains for us
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to bound the norm || - ||;2 (=) of the remaining three terms on RHS (13.33a)
and to multiply those bounds by CW To handle the product generated

by the second term on RHS (13.33a), we use Lemma 11.8, which implies

that its norm || - || L2(5Y) is bounded by the ng”mal)—involving term on

RHS (14.32a) (which has the coefficient C,). To bound the product generated
by the next-to-last term Ce - - - on RHS (13.33a), we use Lemma 11.8, which
implies that the product under consideration is bounded by < the terms on
the third and fourth lines of RHS (14.32a). To bound the product generated
by the last term on RHS (13.33a), we use Lemma 11.8, the estimate (14.12b),
inequality (10.42), and the fact that Q1 is increasing. We have thus proved
(14.32a).

We now prove (14.32b). We start by multiplying inequality (13.33b) by
ﬁ)v( R(4). The most difficult product is generated by the second term on

RHS (13.33b):
EL‘GO XR +)|(t u ﬁ)/t )di;51R(+ ‘(ﬂ w, 9 dt’.  (14.35)
2 g (ARt | ST R

We now substitute RHS (14.34) for the product %\/Lﬁ ‘G%LXR(+) ‘ in (14.35)
and take the norm || - || L2(59) of the resulting expression. Using Lemmas 11.6
and 11.8, we bound the norm || - || L2(54) of the product generated by the second

product O(¢) % on RHS (14.34) by the third term Ce¢ - - - on RHS (14.32b). To
handle the remaining product [corresponding to the term £E f on RHS (14.34)],

we start by decomposing X} = (+)Z” u = )E;‘[, as in (10.9). Next, we use

Lemmas 11.6 and 11.8 to bound the product under consideration by the sum
of the following three terms:

. ”LHHLOO(( )Z“
0 )= {V2+ 0080 | — ot iy s JON W w di!

e ii):=C H ”LOC(H)E” f,/ 1/20, )V (l u) dtr’
— 1
e iii) (= Ce——— ul/z(t,u) ft’:O ul/z(t/,u)«/ Qn (', u)dt.
i) and iii) are manifestly < RHS (14.32b). To bound ii) by < the fourth term

on RHS (14.32b), we need only to use the following estimate to bound the
factor multiplying the time integral:

[Lu]-

<C;

|5
Loo((+)2t”:t)

Ji

c H [Luls

ro|

Lo(xh ) LoO(HEY)
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this estimate is a straightforward consequence of (8.24a) (with M = 0),
(10.11), and (10.19). We now bound the norm || - ||L2(2t”) of the product

of \/Lﬁ}uf R(+) and the remaining four terms on RHS (13.33b). In all of the

remaining estimates, we rely on the bound H ﬁ)v(R(H HLOC(E;‘) < Cm

noted in the proof of (14.32a); it therefore remains for us to bound the norm
-l L2(z of the remaining four terms on RHS (13.33b) and to multiply

those bounds by C ———. To bound the product corresponding to the first

f(r mE

term |2 027 (0, u, 9) on RHS (13.33b), we first use (11.5) with s =0 to

deduce ” |(YN71)1%7‘ (0, -)‘ < H (YNil)ﬁf . Next, from definition
L2(Z)) L*(2f)

(6.7a), the simple inequality |G (rrame)| = [f(y, dX)| < 1 (which follows from

Lemmas 2.56 and 8.4 and the L°° estimates of Proposition 8.13), the estimate

(8.8¢), and the conditions on the data, we find that H(YN Ny ’ < &

~

L2(Z})
In total, we conclude that the product under consideration is bounded in the
norm ||-|| L2(H) by the last term on RHS (14.32b) as desired. To bound the norm
Il - ”Lz(Et“) of the second time integral C, - - - on RHS (13.33b), we use Lem-
mas 11.6 and 11.8. Multiplying by C m, we find that the term of interest
is bounded by the second term C, - - - on RHS (14.32b). Similarly, we see that
the product generated by the time integral Ce - - - on RHS (13.33b) is bounded
by < the sum of the Ce - -- term and the last three terms on RHS (14.32b).
To bound the product generated by the last time integral on RHS (13.33b) by
the sum of the last three terms on RHS (14.32b), we use a similar argument
that also relies on the estimate (14.12b), except that as a preliminary step, we
bound the time integral on RHS (14.12b) by < Qu (¢, u) + /Qpi.n—11(t, 1)
with the help of (10.42). We have thus proved (14.32b).

The proofs of (14.33a) and (14.33b) are based on a subset of the above
arguments and are much simpler; we therefore omit the details, noting only
that the main simplification is that we do not have to rely on the delicate
arguments tied to the estimate (14.34). |

Lemma 14.18 (Bounds connected to easy top-order error integrals requiring
integration by parts with respectto L) Let U € {R (4, R(_), v?}. Assume that
N =20and ¢ > 0. Fori = 1,2, let Error;[ 2 ="w; & “D97] be the
error integrands defined in (3.11a) and (3.11b), where the partially modified
apN—1:<1| ~

quantity & )Y defined in (6.7a) is in role of | and we are assuming no
relationship between the operators %N;Sl and %Nfl;fl. Then the following
integral estimates hold, where the implicit constants are independent of ¢:
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. aN—=1;<1| ~
/ ‘Errorl[cﬁN’fl\IJ; (Z 27| do
Miu

<<1+g—1>/ O 1/2 e Qs 0ds
= LL*

’

+ Ky vy, u) + (1 +§_1)€ : (14.36a)
/ ‘Errorz[aﬁN;SI\IJ; (‘%Nq;il)jf] dw < &r 4+ eQqi. N1, u),
(14.36b)
N 1<1) 02
2| dor < €2, (14.36¢)
2:0
/ ‘(1 LX) ¥ 2V E DT de < & (14.36d)
0

Proof See Sect.8.2 for some comments on the analysis. We first prove

(14.36a). All products onRHS (3.11a) contaln one of (¢9fN =1 \D)(gN " 51)%
I;<1

(v 2N =ty (N =) G or (= ey LT O

Using (8.10), (8.12), and the L°° estimates of Proposition 8.13, we bound the

remaining factors in the products the norm || -{| L oo (51 by < 1.Hence, it suffices

to bound the magnitude of the spacetime integrals of the above four quadratic

terms by < RHS (14.36a). To bound the integral of‘(Y,QFN =1 )(gN § 71)%‘
we use spacetime Cauchy—-Schwarz, Lemmas 11.7 and 11.8, inequality
(10.42), the estimate (14.33b), simple estimates of the form ab < a? + b2,

and the fact that Q1 » is increasing to deduce

/ ‘(Y%N?SIW)(%N_I:SI)QJ‘ P

tu

. Ne<l|? le_1 ! GN-1isl) ~ 2
Sgé*/ 2= am 4718 / [
M s=0

S sKpw (@, u)

2
t s
—1 1/2 / ’ —122
+< / / Q ', u)dt'y +c¢ € |ds

S cKuntou) + 67! @[1,N](s, u)ds + ¢ 1&? (14.37)
s=0

L2(s¥)

as desired. We clarify that in passing to the last inequality in (14.37), we have
used the fact that @1, 5] is increasing and the estimate (10.42) to deduce that
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: 1/2 L .
ftfz() WQ“/*N] ', uydt’ < @[1 N (s, u), as we did in passing to the last
line of (14.22).

The spacetime integrals of ‘ (d .,%N =1 v) ¥ ho” and

N;<1 (fg)Nfl;Sl)'\/ . .
[(Z; W)= 2| can be bounded by using essentially the same argu-
ments; we omit the details.

To bound the integral of ‘(ﬁ" Nislyyp (2 STELg ‘ we first use Cauchy—
Schwarz, Lemma 11.8, and the estimate (14.33a) to bound the integral by

t
N;<1
s [ |zt
s=0

t 1 ! 1/2
S / Qu,ni(s,u)ds + é/ Q / (s,u)ds.
5=0 ui/z(s,u) 5=0 Hi/z( ’ [1,N]
(14.38)

ds
LZ(E”)

)L(%N“;fl)f

L2(Z¥)

Finally, using simple estimates of the form ab < a®> + b?, the estimate
(10.42), and the fact that Qi n) is increasing, we bound RHS (14.38) by
< RHS (14.36a) as desired. This concludes the proof of (14.36a).

We now prove (14.36b) and (14.36¢). Using (8.12) and the L™ estimates of
Proposition8.13, we bound RHS (3.11b) in magnitude by

N—-1;<1
Se = \IJ‘ ‘(ff s ‘ Next, we use Cauchy—Schwarz on ¥}, Lemma

11.8, (14.33b), and (10.42) to deduce

&
u
t

—1:<1

. /, = . aN—1;<1| ~
%Naflw‘ ‘(f @‘ dw <e HQZN,EI\IJ (@ =h g

LX(Z)) L2(Z})

Seloffew+ é}2 < RHS (14.36b)
(14.39)

as desired. We clarify that in passing to the second inequality of (14.39), we
have used (10.42) and the fact that Q1 is increasing to bound the time inte-
gral on RHS (14.33b) by < Q{’y,(t. u). (14.36¢) then follows from (14.36b)
with t = 0 and Lemma 14.2.

The proof of (14.36d) is similar. The difference is that the L°° estimates of

Proposition 8.13 imply only that LHS (14.36d) is
g N—1;<1| ~| . . .
< fE(‘; | 2N+ ‘(g* WA ‘ dw , without a gain of a factor ¢. However, this

integral is quadratically small in the data-size parameter €, as is easy to ver-
ify using the arguments given in the previous paragraph We clarify that even

though we have only the bound H@NH\IJ”LQ(2 S uy 2, )QE{ZN](O, u),
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the factor of p, 1/ 2(0, u) is < 1 in view of the estimate (7.13a) for
lw — 1”L°°(2(1))' We have thus proved (14.36d). O

Lemma 14.19 (Bounds for difficult top-order spacetime error integrals con-
nected to integration by parts involving L) Assume that N = 20 and ¢ > 0. Let
YOG and Y XL be the partially modified quantities defined in (6.7a).
Then there exists a constant Cy > 0 such that the following integral estimates
hold, where the set (_)E;‘;t is defined in Definition 10.4:

< v N—1\ ~
‘/M (1420 ZV =R (XRG)LY L%”dw',

L “ N=2y\ ~
‘/M (1420 ZV =R (X RG)LY Xl%czw‘

t ||[LH]—||LOO(2M/)
| = o ar
t'=0

< {2+ 0y(&)} 0

t B R
+C*/ 1 /QN(I u) /Q(Partlal)(t/’ u) dt’

=0 M(t', u W', u)
+ Errorg ™ (t, w), (14.40)

< - N—1y ~
/Eu(l 2 ZVEIROYKX RGN X dw‘,

‘ / (1 + 20 (Y ZV =R () KR ) V02 dw’
¢

N ”Lu”LOO(( )EU
=[f2+ 0y} [ =

. u VQN(I u)/ 1/2 . VQN(t M)dt

1
+ Co—>— 1/2 \/@(l‘ u) 1/2— Q(Parttal) )dt/
|

t'=0 u (t/
+ Errory P>(t w), (14.41)

where Errorl\;r op) (t,u) veriﬁes (14.4).

Moreover, with Error Jop) (t, u) as above, we have the following less degen-
erate estimates:

YZVEIRCOYERC) )\ (LY X
1+2 oy D) i~ )d
‘/M( ' PL)((Y%N’1v2)<Xv2) Loz ) 47

< Error{ ™ (t, v), (14.42)
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Y ZV=IRONER) | (CDF
2,“(1+2u)((Y9«iN =) (Xv?) g | 4

< Errory (¢, u). (14.43)

Proof See Sect.8.2 for some comments on the analysis. We prove (14.40)
only for the first term on the LHS since the second term can be treated in an
identical fashion. To proceed, we first use Cauchy—Schwarz and the estimates

Y| < 1+C.&+Ce,‘v

Loo(s) S 1 and [[pllpe(gxy S 1 (which
follow from (8.9) and the L estimates of Proposition8.13) to bound the first
term on LHS (14.40) by

t
<U+C [ [vmz=rg ‘ (XRG4 LY" T ar
=0 . RREETY DV L2(2h)
! Nely ~
+C8/ S ] gNislg ]UY 7 '
o H1/20, 5 Vid R L25) L)
4 . N—1
c H FNislp ‘ LY hgT dr. 14.44
/t’:O Vil Z, ] 2, L) ( )

(14.40) now follows from (14.44), Lemma 11.8, the estimates (14.32a) and
(14.33a), and inequalities of the form ab < a*+b*. We clarify that in order to
bound the integral C ft, o€ — /2( - Q]/ 2(t , u) dt’, which is generated by the
last term on RHS (14.32a) and RHS (14.33a), we first use Young’s inequality
to bound the integrand by < &% /20/ " + Qil/vz((f/u)) We then bound the time
integral of the first term in the previous expression by < &2 with the help of
the estimate (10.42), while the time integral of the second by is bounded by
Error(TOP) (t,u).

The estimate (14.42) can be proved via similar but simpler arguments with

the help of the estimates H XRe) HLOO(E”) < ¢ and HXU H < ¢ [which
t

L®(SH)
follow from (8.23d)] and (14.33a); we omit the details. (
The proof of (14.41) is similar to the proof of (14.40) but relies on (14.32b)
and (14.33b) in place of (14.32a) and (14.33a); we omit the details, noting
only that the last term on RHS (14.32b) and RHS (14.33b) generates the

term Cé—»— aw /2 Q ](t u), which we bound by using Young’s inequality as

1/2 —
follows: Ceul/z @[{N](z u) < Cs™ & s + CsQp (1, w).

The estimate (14 43) can be proved by using arguments that are similar to
but simpler than the ones we used to prove (14.41), together with the estimate
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(14.33b) and the estimates H XR) H < eand H Xv “ < e noted
Loz ™ L>(Z})

above; we omit the details. O
14.10 Estimates for the most degenerate top-order transport equation
error integrals
In the next lemma, we bound the most degenerate error integrals appearing in
the top-order energy estimates for the specific vorticity, which are generated
by the main terms from Proposition 13.3. These error integrals are responsible
for the large blowup-exponent 6.4 in the factor u:6'4 (¢, u) on RHS (14.1c).
Lemma 14.20 (Estimates for the most degenerate top-order transport equa-

tion error integrals) Assume that N = 20. Then the following integral estimates
hold:

'/ 8(YN_1)2trgx)<@N+19dw‘
Miu

<eg

' 1 y
: T 2040 /
e /ﬂ—o H%(l/ u) {/; 0 Wa(s, u)@(s M)ds} dt

+82/ —o H3(7/, u){/ VG, u)ds} ar
t'= *

!/

t 1 t
2 /
+¢ / — / ——/Van(s,u)ds dt
=0 W3(t', u) { 5=0 p,*/z(s u) }

(14.45)

QN( u)

+/ Vg1 (6, u')dud + &2 L
u'=0 (t,u)

Proof Clearly
LHS (14.45) Se? [1_, | YV~ x|

L) dt'+[,_g HQNHQHZ(P;,)CZ”/'
Using Lemma 11.8, we bound the ZV*!Q-involving integral by
< fu“,:O Vn+1(t, u')du’ as desired. To bound the remaining YN_IXtrgx—
involving integral, we first note that

g2 HYNfl)“(trgx ;(zu) S 2@ u) x {RHS (14.28)(1', u)}Q. Integrating
this estimate dt’ from [t// = 0tor = tand using (10.39) plus the fact that Qy is
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increasing, we conclude that &2 ftt/:() H

) dt' < RHS (14.45)

t/

as desired. O

14.11 Estimates for transport equation error integrals involving a loss
of one derivative

In the next lemma, we estimate some error integrals that we will encounter
when bounding the below-top-order derivatives of the specific vorticity. We
allow the estimates to lose one derivative. The advantage is that the right-
hand sides of the estimates are much less singular with respect to powers of
u;! compared to the estimates we would obtain in an approach that avoids
derivative loss. This is crucially important for the energy estimate descent
scheme that we employ in Sect. 14.16.

Lemma 14.21 (Estimates for transport equation error integrals involving a
loss of one derivative) Assume that2 < N < 20. Then the following integral
estimates hold:

/ g(YN_zitrgx)@NQ do
M

/[ VQiits. w)

1/2 ds dt/—l—f Ven(t, u')du' + 28>
(s, u) u'=0

(14.46)

Proof The proof is the same as the proof of Lemma 14.20 except for
one key difference: we use the estimate (14.12b) to bound the term

bound the term HYN Xt gX‘

sy’ rather than the estimate (14.28) that we used there to

t/

O

L2(z4)

14.12 Estimates for wave equation error integrals involving a loss of one
derivative

We now provide an analog of Lemma 14.21 for the wave equations.

Lemma 14.22 (Estimates for wave equation error integrals involving a loss of
one derivative) Let ¥ € {R(4), R(-), vz}and assume that2 < N < 20. Recall
that y is the scalar function appearing in Lemma 2.40. Then the following
integral estimates hold:
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(Xw) 2N =y

/ )?QFN—1~<1\IJ _(W#q’) . (udﬁﬁN—z;gltrgX) o
Mo |\ (U202 ZN 7550w J Ly (@) - (ud 2N 2=y
(@ W) - (ud 2N 2=y
< /t m(l‘/, u) t QN (s, u) ds di’
“ioo WP S0 WP
! t
" Q[lﬁz—l]/(u) di' + &, (14.47)
t'=0 (t I/l)

Proof 1t suffices to consider only the product corresponding to the first term
()? \D)%N_lgfltrgx in the second array on LHS (14.47) since the other prod-
ucts can be bounded using the same arguments. They are in fact smaller in view
of the estimates ||y || oo gy < Co&4Ce, [dV || oo (zny < €, and [l oo(sey S
1, which follow from (2.80c) and the L°° estimates of Proposition 8.13. To pro-
ceed, we use Cauchy—Schwarz along X7/, the L> estimates of Proposition 8.13,
Lemma 11.8, the estimate (14.12b), the simple estimate €,/Q; y—17(t', u) <
&2 4+ Qp.n—1(t', u), the fact that Qy is increasing, and inequality (10.42) to
bound the spacetime integral under consideration as follows:

v aeN—1;<1 5
/ (fl%—;z )L;Nl'“w) ) 2= i de
M 22 * T

t
< XNty EZEIN ;
N/ H ' L2y I X 2y
L¥N- 1<1\If’ |QFN—1;51,[ ‘
/t’—o ” L2y X L2(s)
<f m(f u) «/ N (s, u)
~ I 1/2(1‘/ M) s=0 H*/ (S M)
< /t \/W(’ ) / \/QN(S w
@[uv 1](t u) 1 /
+ Td’ +é / Td[
t'=0 ([ u) =0 1, (l u)
< f[ m(t ) (" VNG, w
~Jico WP =0 1%, u)
t
_n(, )

t'=0 pi/z(l/’ u)
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14.13 Proof of Proposition 14.4

We first prove (14.8). Let I be a & multi-index with |f | = 21. From (3.8), we
deduce that

BV 211, u) + FV 012 21, w)
= Vo121 210,1) + FV 121 21, 0)

+/ {Lu+ mrgk}(@ifz)zdw
Miu

+2/ (P UBP 2 dw. (14.49)

M
We will show that the m;:lgnitude of RHSﬁ(14.49)qis < RHS (14.8). Then
taking the max of that inequality over all / with |/| = 21 and appealing to
Definition 11.1, we arrive at (14.8).

Remark 14.23 To show that RHS (14.49) < RHS (14.8), we will essentially
just cite estimates that were proved in earlier sections. However, for many of
the terms appearing in those estimates, one simple modification is needed in
order to put them into the form stated on RHS (14.8). Specifically, one needs
the simple bounds Q1,5 < Qny + Q. nv—1jand V<y41 < V41 +Vop:in
the rest of this proof, we rely on these bounds without mentioning them again.

To proceed, we first use Lemma 14.2 to deduce that
EVoror 21210, u) + FVoro[2121(t,0) < &2, which is < the first

term on RHS (14.8) as desired. Next, we note that the first integral on
RHS (14.49) was appropriately bounded in Lemma 14.9. To bound the

last integral on RHS (14.49), we first use Proposition13.3 to express the
integrand factor uB. 2! 2 as the product O()YN -1x tryx explicitly indi-
cated on RHS (13.4a) plus H armless(fvzolrt) error terms. The error integrals

wa (@iQ)Harmless(SVZ(}m dw were treated in Lemma 14.12. The remain-

ing error integrals, which are generated by the term O(g)YV -1x tryX on
RHS (13.4a), were treated in Lemma 14.20. We have thus proved (14.8).
The proof of (14.9)inthecases2 < N < 20is similar. The only difference is
that we bound the term O (g) YV —2x tryx on RHS (13.4a) [note that in proving
this estimate, we must consider N — 1 in the role of N in (13.4a)] in a different
way: by using the derivative-losing Lemma 14.21 in place of Lemma 14.20.
The proof of (14.9) in the case N = 1 is similar but simpler and relies on
Eq. (13.4¢). The proof of (14.9) when N = 0 is even simpler since, by (2.8¢c),
the last integral on RHS (14.49) completely vanishes. This completes the proof
of Proposition 14.4. O
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14.14 Proof of Proposition 14.3

Proof of (14.3): We set N = 20 [which corresponds to the top-order num-
ber of commutations of the wave equations (2.8a) and (2. 22)] Let 2. N:=l
be an N'"-order vectorfield operator involving at most one X factor and let
Ve {Ry), Ry 2}. From (3.4) (with f = %N <1\I/), the decomposition
(3.5), and Definition 11.3, we have

E(Wave)[o@iN;Sl\Il](l‘, u) + F(Wave)[o@iN;Sl\ll](l‘, u) + K[%N;SI\IJ](Z‘, u)
= EV I[N =110, u) + FY O [ 2N =W, 0)

5
+> /M Dpp2V="vdw
i=1 "M

—/ {(1 Fow (LNl +2)2sz?51\11} w0 (ZV =1 do
M’ u
(14.50)

We will show that RHS (14.50) < RHS (14.3), noting that Remark 14.23
applies in the present context. Then, taking the max over that estimate for
all such operators of order precisely N and over ¥ € {R4), R(-), v?} and
appealing to Definitions 11.1 and 11.3, we conclude (14.3).

To show that RHS (14.50) < RHS (14.3), we start by using Lemma 14.2 to
deduce that EWava[ 2N =1w(0, u) + FWava [ N =1z, 0) < €2, which
is < the first term on RHS (14.4) [where N = 20 in (14.4)] as desired.

To bound the second integral Z?:l er.u (T)&B(i)[- --] on RHS (14.50) by
< RHS (14.4), we use Lemma 14.10.

We now address the last integral — fM[ ,cooon RHS (14.50). If QF*N;SI is
not of the form YN=1L, YN, yN=1%X, N5 or 2V Uly where 22V ~11
contains exactly one factor of X and N — 2 factors of Y , then Q’;N =l verifies
Eq. (13.3f) [see also (13.3g)]. The desired bound thus follows from (13.3f),
(13.3g), (14.19), and (14.26). Note that these bounds do not produce any of
the difficult “boxed-constant-involving” terms on RHS (14.3).

We now address the last integral — [ M, on RHS (14.50) when

¥ = R4) and N =lis one of the five operators not treated in the previous
paragraph, that is, when 2V =!isone of YN =1L, YN yN=1X gN-L1[ or
FN=11y where V-1 = %N E1 contains exactly one factor of X and
N — 2 factors of Y. We consider in detail only the case D%";N =l — ¥V the
other four cases can be treated in an identical fashion (with the help of Propo-
sition 13.2) and we omit those details. Moreover, the estimates for the wave
variables W = R(_) and ¥ = v? are less degenerate and easier to derive; we
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will briefly comment on them below. To proceed, we substitute RHS (13.3b)
(more precisely, the version of RHS (13.3b) for R (4.)) for the integrand factor
ulle (YN R(4)) on RHS (14.50). It suffices for us to bound the integrals corre-
sponding to the terms ()?R(+))YNtrgx and y(d#R(+)) . (udYN_ltrgx) from
RHS (13.3b); the integrals generated by the §2-involving terms on RHS (13.3b)
were suitably bounded in Lemma 14.13, while the argument given in the pre-
vious paragraph already addressed how to bound the integrals generated by
H armless(ful,\; vey (OIS [that is, via (14.19)]. To bound the difficult integral

-2 / XYVRG)XR )Y Nryx do (14.51)
My,

in magnitude by < RHS (14.3), we use the estimate (14.29), which accounts
for the portion - -+ of the first boxed constant integral {6 + (’),(&)} e
on RHS (14.3) and the full portion of the boxed constant integral - -- on

RHS (14.3).
We now bound the magnitude of the error integral

- / (14 2)(LYNR () (XR )Y N tiyx deo. (14.52)
Miu

To proceed, we use (6.72)—(6.7b) to decompose
YNyx = v 02— vy DX Since RHS (13.14d) = Harmless3y,,.

we have already suitably bounded the error integrals generated by Y'Y Y hx
[via (14.19)]. We therefore must bound the magnitude of

—/ A+ 2WLY VR ER)Y Y T dw (14.53)
Miu

by < RHS (14.3). To this end, we integrate by parts using (3.10) with | :=

Y %” We bound the error integrals on the last three line of RHS (3.10) using
Lemma 14.18. It remains for us to bound the first two (difficult) integrals on
RHS (3.10) in magnitude by < RHS (14.3). The desired bounds have been
derived in the estimates (14.40)—(14.41) of Lemma 14.19. Note that these

estimates account for the remaining portion {2 + O,(&)} -+ of the first

boxed constant integral {6 + O,(&)} --- on RHS (14.3) and the full portion

of the boxed constant integral {2 + (’),(&)} -+ on RHS (14.3).

To finish deriving the desired estimates in the case ¥ = Ry, it
remains for us to bound the two error integrals generated by the term
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V(@R 1) - (udY N ~Lrgx) from RHS (13.3b). These two integrals were suit-
ably bounded in magnitude by < RHS (14.3) in Lemma 14.16 [note that we are
using the simple bound {ln oL@ u) + 1}2 < u:l/z(t’, u) in order to bound
the integrand factors in the first integral on RHS (14.31)]. Note also that these
estimates do not contribute to the difficult “boxed-constant-involving” prod-
ucts on RHS (14.3). We have thus shown that when W = R (), the desired
inequality RHS (14.50) < RHS (14.3) holds.

We now comment on the cases ¥ = R(_, and ¥ = v2. The proofs that
RHS (14.50) < RHS (14.3) in these cases are essentially the same as in the case
¥ = R(4), except that in bounding the analog of the error integral (14.51),
we now use the less degenerate estimate (14.30) in place of (14.29) and, in
bounding the analog of the error integral (14.53), we use the less degenerate
estimates (14.42)—(14.43) in place of (14.40)—(14.41). These less degenerate
estimates do not produce any of the “boxed-constant-involving” products on
RHS (14.3) because they all gain a smallness factor of ¢ via the factors X R
and v? (which by (8.23d) are bounded in the norm || - ||Looojtu) by < ¢). In
total, we have proved (14.3).

Proof of (14.5): The argument given in the previous paragraph yields (14.5).

Proof of (14.6): We repeat the proof of (14.3) with N’ in the role of N, where
1 < N’ < N — 1, and with one important change: we bound the difficult error
integrals such as

= fp,, L+ 20 LYV O (XYY tryx dow

in a different way: by using Lemma 14.22. More precisely, we replace N with
N’ in (13.3a)—(13.3¢e) and consider the explicitly listed products on the RHSs
that involve the derivatives of tryx (see also (13.3g) in the case ¥ = v2).
We bound the corresponding error integrals by using the derivative-losing
Lemma 14.22 in place of the arguments that we used in proving (14.3). This
completes the proof of Proposition 14.3. O

14.15 The main a priori energy estimates for the specific vorticity

Lemma 14.24 (The main a priori energy estimates for the specific vorticity)
Under the assumptions of Proposition 14.1 and the energy bootstrap assump-
tions of Sect. 14.3, the a priori energy estimates (14.1c)—(14.1e) for the specific
vorticity hold for (t, u) € [0, T(poor)) x [0, Upl.

Proof We first derive the desired estimates (14.1¢)—(14.1d) for V7 (¢, ) and
Vao(t, u) by studying Vo (¢, u) and V<o(z, u), noting that Remark 14.23
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applies in the present context. The main step is to obtain the following system
of inequalities, which we derive below:

u

Vo, u) < C&5 28, u) + € / Var (e, u'y du!
u'=0

+ C/ Voo(t,u')du’', (14.54)
u'=0

u
Vapolt, u) < CEu 8, u) 4+ C / Voo(r, u')du'. (14.55)
u'=0

Then from (14.55) and Gronwall’s inequality in u, we deduce that
Veolt,u) < C ézu:%. Inserting this estimate into the last integral on
RHS (14.54) and using Gronwall’s inequality in u, we deduce that Vo (¢, u) <
Cce? u:lz'g(t, u). We have therefore proved (14.1c) and the estimate (14.1d)
for «/Vao(t, u).

To derive (14.54), we set N = 20 in (14.8), which yields an integral
inequality for Vyi(¢, u). We then insert the energy bootstrap assumptions
(14.10a)—(14.10e) into all terms on RHS (14.8) except for the last two integrals
C[h_oVai(t,u')du and C [},_, V<o0(, u") du’. From (7.21), it follows that
all of these terms generated by inserting the energy bootstrap assumptions,
except for the ones involving time integrals, are < the C&%>u;'28(¢, u) term
on RHS (14.54) as desired.

We now explain how to handle the terms generated by the time integrals on
RHS (14.8). We  consider in  detail only the term

/ 2
Ce? f,t,zo m {fst:o m«/(@zo(s, u) ds} dt’; the remaining
time integrals on RHS (14.8) can be bounded in a similar fashion and we
omit the details. To proceed, we use the energy bootstrap assumptions, the
estimate (10.39), and the assumption (7.21) to deduce that the double time
integral under consideration is

=< C83ft€:0 u%(}’,u) {f;;o uf'gis,u) ds}zdt/ <Ceu128(r, u) <C&u128(r, u)
as desired. We have thus proved (14.54). The proof of (14.55) is based on
inequality (14.9) with N = 20 but is otherwise similar to the proof of (14.54);
we omit the details. We have thus obtained the desired estimates for V1 (¢, u)
and Voo (¢, u).

The estimates (14.1d)—(14.1e) for /V <19, \/V<1s, . . ., +/V( can be derived
from inequality (14.9), the bootstrap assumptions (14.10a)—(14.10e), Gron-
wall’s inequality in u, and the assumption (7.21) by using essentially the same
arguments that we used to derive the estimates for /V5o. We make one small
change to obtain the estimates (14.1e) for \/V<15(¢, u): in these estimates, we

’ 2
encounter the term Ce3 ftt,:O { fstzo m ds} dt’, which is generated by
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the double time integral on RHS (14.9) and which requires a slightly different
argument. Specifically, we use (10.39), (10.42), and (7.21) to bound the term

by < Cé&? ftt,:O m dt’ < C&>. We have therefore proved the lemma. 0O

14.16 Proof of Proposition 14.1

We assume that the energy bootstrap assumptions (14.10a)—(14.10e) hold for
(t,u) € [0, T(Boor)) x [0, Upl. To prove the proposition, it suffices to derive
the estimates (14.1a)—(14.1e) for (z, u) € [0, T(Boor)) X [0, Upl. Then, by a
standard continuity argument, we conclude that (14.1a)—(14.1e) do in fact hold
for (t, u) € [0, T(Boor)) x [0, Up] and, in view of our assumption € < ¢, that
the bootstrap assumptions are never saturated (for € sufficiently small). This
argument relies on the initial smallness of the fundamental L2-controlling
quantities provided by Lemma 14.2.

We start by recalling that we have already derived the a priori specific
vorticity energy estimates in Lemma 14.24. Hence, it remains only for us to
derive (14.1a)—(14.1b) with the help of the specific vorticity estimates.

Estimates for Qy0, K»o, Q[1,19], and K[ 19): These estimates are highly cou-

pled and must be treated as a system featuring also Q;gamal) and Kggamal).
We set
Faw=  sip (') max (O, &), Kao(h. )}) (14.56)
(F,01)€[0,t1x[0,u]
Guw = swp (GG max { QNG ), KOG i )
(F.2)€10.01x[0.u]
(14.57)
H(t,u) = sup (tﬁl(f, i) max {Qq1,191(7, @), K1,191(7, ﬁ)}) . (14.58)

(f,0)€[0,1]1x[0,u]

where for0 <t <f<rand0 <u' < i < Uy < 1, we define

t 1
t1(t') :=exp / —ds
s=0 v/ T(Boor) — 8

= exp (2\/T(Boot) — 2\/T(Boot) — l‘/> , (14.59)

t 1
LQ([/, u/) = exp / /0, . ds |, (14.60)
s=0 W, (s, u’)
(@ u) =1 ) = S ) E NS u e (14.61)
g (') = 08 S NS u e (14.62)
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and c is a sufficiently large positive constant that we choose below. We claim

that to obtain the desired estimates for Qa0, Kag, Q5p "Y', KSo D Q1 19),
and K[y, 9], it suffices to prove the following bounds:

F(t,u) < C&, G@t,u)<C&, H@,u) <C&, (14.63)

where C in (14.63) can depend on c. To justify the claim, we note that for a
fixed c, Li (1), LS (t, u), and e are uniformly bounded from above by a positive
constant for (¢, u) € [0, T(poor)) X [0, Upl; all of these bounds are simple to
derive except the one for (5, which follows from (10.42).

To prove (14.63), we will show that

F(t,u) < C(1 4+ ¢ he?

Ao 5 2 st rcot Satr el e
118 "59x118 54 ' °* ¢ A M

+C {s +c+ é(l + g*l)} H(t,u)+ CFY2(t,u)G'?(t, u), (14.64)
Gtu)<Cl+¢hHe2+c {s +c+ %(1 + g—‘)} F(t,u)
+C{8+§+£(1+§_1)}H(t,u), (14.65)

H(t,u) <C& +C {1 + %} F(t,u)+ {% +Cc+ %(1 + g*‘)} H(t,u), (14.66)

where the constants C in (14.64)—(14.66) can be chosen to be independent of
c. Itis straightforward to check that once we have proved (14.64)—(14.66), the
desired estimates (14.63) then follow from first choosing ¢ to be sufficiently
small, then choosing ¢ to be sufficiently large, then choosing & and ¢ to be

sufficiently small, and using the fact that % + ﬁ + % < 1.

It remains for us to derive (14.64)—(14.66). We will use the critically impor-
tant estimates of Proposition 10.6 as well as the following estimates, whose
straightforward proofs we omit:

! 1§ ()
=0 v/ T(Boor) — 1’

(A7)
f 9?10 —di’
1'=0 PL* (tlv M)

dt’

IA

1
~15(0),
c

IA

1. .

c A
—1 (t,l/l),
c 2

u
/ 1
f e“du < —e. (14.67)
u

=0 C

In the rest of the proof, we silently use that ({(-), (5(-), and e are non-
decreasing in their arguments. Also, we often silently use (10.23), which
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implies that for #' < f and u’ < #I, we have the approximate monotonicity
inequality [, (7, 1) < (1 4+ Cy& + Ce) 1, (t', u"). Moreover, from now through
(14.71), the constants C can be chosen to be independent of c.

We now set N = 20, multiply inequality (14.3) by L;l(l‘, u), and then
set (t,u) = (f, i1). Similarly, we multiply the inequality described in (14.5)
by LEI (t,u) and the inequality (14.6) by L;Il (t,u) and, in both cases, set
(t,u) = (f, ). To deduce (14.64)—(14.66), the main step is to obtain suitable
bounds for the terms generated by the terms on RHSs (14.3)—(14.7). Following
this, we can then take sup; 4)¢(0.1x[0., 10 the resulting inequalities, and by
virtue of definitions (14.56)—(14.58), we will easily conclude (14.64)—(14.66).

We start by bounding the four terms that arise from the terms on RHS (14.3)
involving the specific vorticity energies. We treat only the term

N f 2
. d 1 t
C sup L;l(t,ﬁ)/ =5 / VVoi(s,)ds} dt
o o 320 A _
(7,i)€[0,11x[0,u] =0 W' (", u) | /s=0
(14.68)

in detail since the remaining three terms can be handled similarly. To proceed,
we insert the already proven estimate (14.1c) into the integrand in (14.68).
With the help of (10.39), we obtain

A , 2
t 1 t
/ —r :/ VVai(s. ) a’s] dr'
t

=0 Wy "', u) | Js=0

~ , 2
t t
<ce f WIS, ) / WS4 ayds | dr
t'=0 s=0

J 1
< c@:zf ———————dr’ < c&u '3, 0. (14.69)
t'=0 u}(23(t/’ I/l)

Multiplying (14.69) by CL;I (7, @) and taking SUDP (7 i)e[0.1]x[0.4]> WE cOnclude
that (14.68) < C&2Sup; ) ci0.11x(0.0g Mo (F. WD (F, e < CE as
desired. The remaining three terms that arise from the terms on RHS (14.3)
involving the specific vorticity energies obey the same estimate. We have thus
accounted for the influence of the specific vorticity in the top-order wave
energies.

We now show how to obtain suitable bounds for the terms gener-

ated by the three “borderline” terms {6+ Oy(é)}|[ -+, |8][ -, and

NZl ;oo (=) s
(24 0y(&) %)E[")«/on(t, u)[--- on RHS (14.3) (where we
' (tu
recall that ¥ = 20 now). We start by treating the term
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640480} 17 @, ) f,fzo ... Multiplying and dividing by u!'3(#", &) in

the integrand, taking sup, (o 7 w8 @)Qao(t', i), pulling the sup-ed quan-
tity out of the integral, and using the critically important integral estimate
(10.37) with b = 12.8, we find that

(VAT

6 + O, (6 ; " i) dt

{6+ o((x)}LF (, ) . D ——————— Qoo (', i) dt

<|[{6+ Oy &)} 7' (. ) supj (3, Qoo (', )}
t'el0,t

t
X / ML= ooy b 25, ) di!
t'=0 t/

= [{6+0s@)} | sup {7 @ e TG Qoo (r i) |
z’e[O ]

< ulA G, u)/ LRIy 25 )

1/2 172
- 6+ Cy&+ Ce FG.0) < 6+ Cy&+ Ce
11.8 11.8

} F(t,u).
(14.70)

.To. handle.the.integral L;l (f, 1) ftt/z() . \ye us.e a simi.lar argument, but
this time taking into account that there are two time integrations. We find that

the integral is < {8—}—56‘.9?(——11—%} F(t,u).
To handle the integral
||LI»L||L00(( )E“

24048} 7' @, M)T\/Qz t,a) [ -

we use a similar argument based on the critically important estimate (10.38).
We find that the integral is < {M} F(t,u).

6+Cy&+Cel/?
— 118

12 < 12
RHS (14.70) and the two factors 8+5Ct)°:1c§ and 216G ?ZCS from the pre-
1/2

vious two paragraphs sum to 17¢ 1 g+ m +z3 5 7+ Cy&+Ce'/= < 1. This sum
is the main contribution to the terms in the first set of braces on RHS (14.64).

We now derive suitable bounds for the three terms on RHS (14.3) that are
multiplied by the large constant C,.. We bound these terms using essentially
the same reasoning that we used in bounding the three borderline integrals
treated above, but we use only the crude inequality (10.39) in place of the
delicate inequalities (10.37) and (10.38). In total, we find that

The important point is that for small & and ¢, the factor
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Cutp (0, 0) [y i Va0t i)y Qg 0, ) d
< CF'/? (t, u)Gl/ 2 (t, u), and that the other two terms obey the same bounds;
we omit the details.

The remaining integrals on RHS (14.3), namely the term Errorl(\? o) (t,u)
from (14.4), are easier to treat because they are either i) are critical with
respect to the energy blowup-rates but feature a small factor of Ce or ii) are
sub-critical*® with respect to the blowup-rates. These terms can be handled
using arguments that rely only on ¢§ (¢"), (5 (t', u'), ¢“', and the crude inequality
(10.39). More precisely, the same arguments*® given in [23, Section 14.9] yield
that these error terms are respectively bounded (after multiplying by L;l and
taking the relevant sup) by one of Ce F (¢, u), C¢ F(t, u), %(1 + ¢ HF@, ),
eH(t,u), cH(t,u),or (14 ¢ HH(, u).

We now insert all of these estimates into L;l(f, i) xRHS (14.3)(t, &) and
take Sup ;. a)c0.¢1x[0.4]» Which yields (14.64).

To prove (14.65), we must bound the terms LE;] (f,@) x --- arising from
the terms described in (14.5) and then take the SUP (7 )e[0.£]x[0.u] of the cor-
responding estimates. The proof of (14.65) is similar to the proof of (14.64),
but with one key difference: in view of (14.5), the terms corresponding to
the three borderline integrals as well as the C,-involving integrals are absent
from RHS (14.65). Therefore, the desired estimate (14.65) follows from the
same arguments used to prove (14.64), but the absence of the terms described

above leads to the absence of the factors T6.8’ 55 8 %4, Cy&, and C gl/?

x11.8° 5
on RHS (14.64), as well as the terms CF/%(¢, u)G'/2(¢, u); one can easily
check (with the help of the arguments of [23, Section 14.9]) that it is only the
borderline integrals and the C,-involving integrals that led to the presence of
these terms on RHS (14.64).

‘We now bound the terms L,f,l (f, ) - - - arising from the terms on RHS (14.6)
[where N = 20 in (14.6)]. All terms except the one arising from the integral
involving the top-order factor /Qyq [featured in the ds integral on RHS (14.6)]
can be bounded by < ce2+ %(1 +c HGU, u)+CcH(t, u) by using essen-
tially the same arguments given above. In particular, we use the already proven
specific vorticity energy estimates (14.1d)—(14.1e) to handle the terms gener-

45 By a critical term, we mean that by inserting the (desired) estimates of Proposition 14.1 into
the term and using (10.39), one discovers that the term blows up (in terms of powers of L, l)
at a borderline rate that is exactly compatible with the estimates. By a sub-critical term, we
mean that one discovers that the term blows up at a strictly slower rate than what is needed for
compatibility.

46 Ty [23], the authors included, in their definition of ¢z (', u’), the factor e (with ¢ > 0
chosen to be large). However, this is unnecessary, as one can always use Lg(l‘/ ,u’) in the role

that ¢!’ played in [23].
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ated by the two V-involving integrals on the next-to-last line of RHS (14.6).
To handle the remaining term involving the top-order factor /Qg, we use
inequality (10.39) twice to bound it as follows:

. s ——5——vQq1.191(', u)/ 1/2 \/@2 (s,a)dsdt
=0 w,/ (¢’ s,
scg'@i s W) VQue e u )}

(¢',u")€[0,7]1x[0,a]

x sup {uf‘9(t’, u')v/Qao(r, u’)}

(t',u")el0,71x[0,4]

;
Cuy (0, i) 1/2

t 1 t 1
X/ 54 7 ga oy dsdr!
t'=0 l“l‘*. (t ’ u) s=0 H*' (S9 u)

1200 avprl/2¢0 o 1
<CF'/“(t,u)H'/“(t,u) <CF(t,u) + EH(I, u). (14.71)

Inserting all of these estimates into the RHS of ¢, (t i) x (14.6)(t, i) and tak-
Ing SUP; 4ye0.11x[0.u]» WE conclude (14.66). In total we have proved (14.63).

Estimates for max {Q[ng], K[ng]},max {Q[l,lﬂ, K[1’17]}, ..., max {@1, Kl}
via a descent scheme: We now explain how to use inequality (14.6) to
derive the estimates for max {Q[ng],K[l,lg]}, max {@[1,17], K[1,17]},
max {Q1, K;} by downward induction. Unlike our analysis of the strongly
coupled pair max {@Q»g, Koo} and max {@[1,19], K[l,lg]}, we can derive the
desired estimates for max {Q[ 1,181, K1, 13]} by using only the already derived
estimates for max {@[1,19], K[l’lg]} and inequality (14.6). At the end of the
proof, we will describe the minor changes needed to derive the desired esti-
mates for max {Q[1,17]’ K[1,17]}, ..omax {Q + K}

To begin, we define an analog of (14.62):
L uy =y 181, u (@) u)e, as well as an analog of (14.58):

H(t,u) = SUPG.ayeiosix(o.n ( Gy max {Qpr, s (. ), Kip, 151G, ﬁ)}).
Note that compared to (14.62), we reduced by two the power of u_ ! in the
definition of ¢ 77 (¢', u’). As before, , lo prove the desired estimate (14.1a) (now
with K = 3), it suffices to prove H(t u) < Cé2.

To proceed, we set N = 19, multiply both sides of inequality (14.6) by
1271 (t,u) and then set (t, u) = (f, ii). With one exception, we can bound all
terms arising from the integrals on RHS (14.6) by < C&?+ %(1 +¢ YH+c¢H
(where C is independent of ¢) by using the same arguments that we used in
deriving the estimate for max {Q[l 191: K119 } . The exceptional termis the one
arising from the integral involving the above-present-order factor /Q19. We
bound the exceptional term as follows by using inequality (10.39), the approx-
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imate monotonicity of ¢, and the estimate /Qi9(f, u) < Ccép:“(t, u)
[which follows from the already proven estimate (14.63) for H (¢, u)]:

t

Ci i) 1/2 ——— Qg (', D) 1/2 \/QT(s ity ds dt’

=0 (¢, i) =0
E(léq;/(hu) sup Lg” U,U)VQMLMKI,M)}

(¢',u’)€l0,71x[0,4]

t 1 t 1
x/ 1/2 / ds dt’
v (', ) Js=o u34(s, )
< Cdiy /2@, on @ sp POV e )

(t',u")el0,71x[0,4d]

o F71/207 ~ 22, 1~
<C.€H /“(t,u) < C.€" + EH(t’ u). (14.72)
In total, we have obtained the following analog of (14.66):
~ ., C o~ 1~ ~
H(t,u) <Cc&”"+—(1+¢ HH(, u)+ EH(t, u)+ CcH(t,u), (14.73)
c

where C_ is the only constant in (14.73) that depends on c. The desired bound
H(t,u) < C& easily follows from (14.73) by first choosing ¢ to be suffi-
ciently small and then ¢ to be sufficiently large so that we can absorb all factors
of H on RHS (14.73) into the LHS.

The desired bounds (14.1a)-(14.1b) for max {Q1,17), K117},
max{Qy1,16], K[1,161}, - - - can be (downward) inductively derived by using an
argument similar to the one we used to bound max {Q[l 181, K1,18] } which
relied on the already proven bounds for max {Q[l 1915 Ky1,19] } The only differ-
ence is that we define the analog of (14.62) to be p.:P(t ,u )Ll(l‘ )Lz(t , u/)e‘” ,
where P = 5.8 for the max {Qy1,17), K{1,17)} estimate, P = 3.8 for the
max {Q[Lm], K[L]ﬁ]} estimate, P = 1.8 for the max {@[1’15], K[1’15]} esti-
mate, and P = 0 for the max {Q[1,514]’ Kn 7514]} estimates; these latter
estimates [i.e., (14.1b)] do not involve any singular factor of p:l . There is one
important new detail relevant for these estimates: in deriving the analog of the
inequalities (14.72) for max {Q[1,§14]  Ki1,<14) }, we use (10.42) in place of the
estimate (10.39); as in our proof of Lemma 14.24, the estimate (10.42) allows
us to break the p! degeneracy. This completes the proof of Proposition 14.1.
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15 The main theorem

We now state and prove the main theorem.

Theorem 15.1 (Stable shock formation) Let the scalar functions (p, vl v?)
be a solution to the 2D compressible Euler equations (1.1a)—(1.1b) under
any physical®’ barotropic equation of state except for that of a Chaplygin
gas (see Sect.2.16), let §2 be the specific vorticity defined in (2.4), and let
u be the solution to the eikonal equatlon initial value problem (2.24). Let

= (Wo, ¥1,¥2) := (R4), R(—), v ) denote the array of wave variables,
where the Riemann invariants R (+) are defined in Definition2.6. Assume that

the solution satisfies the size assumptions on Zé and 7735* 1 stated in Sect.7.1
as well as the smallness assumptions of Sect.7.6. In particular, let & > 0,
é >0, S > 0, and 6* > 0 (see (7.2) and Footnote 32 on p. 31) be the data-
size parameters from (7.1) and (7.3)—(7.8). Assume the following genericity
condition (see (7.2) and Footnote 32):

ci+1#0, (15.1)

where ¢ 1= f—pcs(p = 0) denotes the value of c; corresponding to the back-
ground constant state. Let Y be the change of variables map from geometric
to Cartesian coordinates (see Definition2.18). For each Uy € [0, 1], let

T(Lifespan): Uy

= sup {t € [0, 00) | the solution exists classically on M.y,

o . (15.2)
and Y is a diffeomorphism from

[0,1) x [0, Up] x T onto its image}

(see Fig. 2 on p. 19). If & is sufficiently small and if & is sufficiently small*®
relative to 5~ and 8 (in the sense explained in Sect.]1.6), then the following
conclusions hold, where all constants can be chosen to be independent of Uy.
Dichotomy of possibilities. One of the following mutually disjoint possibilities
must occur, where |1, (t, u) is defined in (10.2).

47 Physical in the sense described below Eq. (2.2).

48 Recall that in Sect.7.7, we showed that there exists an open set of solutions satisfying the
desired smallness conditions.
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D Tirifespany;uy > 25*_1. In particular, the solution exists classically on
the spacetime region cl./\/lzgfu Uy where cl denotes closure. Further-
*
more,

inf{u, (s, Up) | s € [0,25,']} > 0. (15.3)
D) 0 < T(Lifespany.uy < 267, and

Tiwisespamivy = sup {1 € 10,2871) | inf{was, Up) | s € (0,0} > 0]
(15.4)

In addition, case II) occurs when Uy = 1. In this case, we have®

TLifespany1 = {1+ Oy(&) + O(&)} 8§71 (15.5)

What happens in Case I). In case I), all bootstrap assumptions, the estimates
of Propositions 8.13 and 9.1, and the energy estimates of Proposition 14.1
hold on cl./\/lzg*_1 o with all factors € on the RHS of all inequalities replaced
by Cé. Moreover, for 0 < K < 5, the following estimates hold for
(t,u) € [0, 25;1] x [0, Up] (see Sect.5.2 regarding the vectorfield operator
notation):

gl 141:<1 ’ ‘ [L14=<2pi ’ )5513;52tr <ce.
H * 28 25 * (Small) L2z * X 2 —
(15.6a)
gpl5+K:<1 , ‘y15+K:§2Li ,‘2"4”“52& <ceu= K+ ).
* TP matd | gy * || 2 X 2y, SCER V00
(15.6b)
L0 |z |z < Cep e W),
‘ « T H L2(s) . (Smatd) || 25y b #X 2 = p N, u)
(15.6¢)
Y2, , H Y19 X, < ceu>(t, u).
Hu X gy M X gy = CEH (r,u)
(15.6d)

What happens in Case II). In case II), all bootstrap assumptions, the
estimates of Propositions 8.13 and 9.1, and the energy estimates of Propo-
sition14.1 hold on My, 0,00 With all factors & on the RHS of

49 See Sect. 2.1 regarding our use of the notation Oy () and O(-).
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all inequalities replaced by Cé&. Moreover, for 0 < K < 5, the esti-
mates (15.6a)—(15.6d) hold for (t,u) € [0, T(Lifespan);v,) X [0, Upl.
In addition, for 1 = 0,1,2 and « = 0,1,2, the scalar functions
g§11;§2\pl’ o@pfll;fZQ, prlO;fZaaQ, )?)?)?\_I}, o@pfll;SZLa, gfll;gZXot,
P s I L= S = O 5 v

extend to ET as functions of the geometric coordinates (t,u,9)
(Lifespan);Ug

belonging to the space C ([0, T(Lifespany;Up)s L=([0, Up] x T)). Inparticular,
the extension result for 9,52 implies that the specific vorticity §2 is uniformly
Lipschitz with respect to the Cartesian coordinates on cIMT,, 0. vy Uo-

Furthermore, the Cartesian component functions gaﬂ(\i‘) verify the esti-
mate gup = Map + Oy(&) + O(&) (Where myg = diag(—1,1,1) is the
standard Minkowski metric), and they have the same extension properties
as V (in particular, the same Z -derivatives of gup extend as elements of

c ([Oa T(Lifespan);Uo]» L ([0, Up] x T)))

Uos (Blowup) 1o the subset of SY

Moreover, let PIpae)
(Lifespan);Uqy

defined by

T(Lt fespan);Ug

Up; (Blowup)
T(Lifespan)'UO

{(T(Ltfespan) Uys U, V) € E | H(T(Lifespan);an u,v) = O} .

(15.7)

T(Ll fespan);Ug

Up; (Blowup)
T(Lifespan);l/o ’
a neighborhood containing it such that the following lower bound
holds in the intersection of the neighborhood with the set

{(t,u, ) €[0,00) x [0,Up] xT |t < T(Lifespan);Uo}-'

Then for each point (T(Lifespan);uys U, V) € there exists

5. 1
+ 1] e, u, )’

| XRp(t,u,9)| = e (15.8)

In (15.8), e /+1|
L; y-transversal  vectorfield X  is  near-Euclidean-unit  length:

Sap XXV =14 Oy (&) + O(&), where 8;j is the standard Kronecker delta.

g() ;(Blowup) Con-
(Lifespan); UO

Uy \ Uo (Blowup)

T(Lifespan); Uy T(Lifespzm): Uy ’

is a positive data-dependent constant [see (15.1)], and the

In particular,™ XR ) blows up like 1/ at all points in X

versely, at all points in (T(Lifespan);uy> U, 0) € X

50 From (2.15) and the L estimates of Proposition 8.13, it follows that X p and Xv! blow up
at the same points where XR ) blows up.
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we have

‘XR(-i-)(T(Lifespan);Uo, u, 79)‘ + |XR(—)(T(Lifespan);U0a u, 19)‘
+ | XV (TLi fespany: Ug» 4> )| < 00. (15.9)

Proof Let C' > 1 be a constant (we will enlarge it as needed throughout the
proof). We define

T(Max):U, := The supremum of the set of times 7(goor) € [0, 25;1] such that:
.\iz, 2,u, |, Lismall), and all of the other quantities
defined throughout the article exist classically on Mz, vp-
eThe change of variables map Y from Definition2.18
is a (global) ch! diffeomorphism from
[0, T(Boor)) x [0, Up]l x T onto its image Mz,,,,.U¢-
einf {.(z, Uo) | 1 € [0, T(Boor))} > 0.
oThe fundamental L* bootstrap assumption
(BA(¥, 22) FUND)

holds with ¢ := C’& (15.10)
for (¢, u)
€ x[0, T(oor)) * [0, Upl.
eThe following L>-type energy bounds hold (15.11)
for (t, u) € x[0, T(Boor)) x [0, Up] : (15.12)
1/2 1/2 o —
QL ) + KL o) <Ceu; K9 u),  (0<K <5, (15.13)
1/2 o
Qi gt ) + Kyt ) < e, (15.14)
VIRt u) < Cep %4, w), (15.15)
}g’iK(z w) < Cep; KD w),  (0<K <4), (15.16)
VIS < Ce (15.17)

It is a standard result that if & and € are sufficiently small and C’ is suffi-
ciently large, then T(p14x).v, > O (thisis a standard local well-posedness result
combined with the initial smallness of the L?-controlling quantities obtained
in Lemma 14.2).

By Proposition 14.1 and Corollary 12.2, the energy bounds (15.13)—(15.17)
and the fundamental L°° bootstrap assumption (BA(\IJ §2) FUND) are never
saturated for (¢, u) € [0, T(max):v,) X [0, Up] (for C” sufficiently large). Thus,
all estimates proved throughout the article hold on Mz, v, With ¢ replaced
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by Cé. We use this fact throughout the remainder of the proof without further
remark.

Next, we show that (15.6a)—(15.6d) hold for (¢, u) € [0, T(prax);v,) %[0, Upl.
To obtain (15.6a)—-(15.6c), we insert the energy estimates of Proposition 14.1
into the RHS of the inequalities of Lemma 14.6 and use inequalities (10.39)
and (10.42) as well as the fact that QQ[1, ) is increasing. Similarly, to obtain
inequality (15.6d), we insert the energy estimates of Proposition 14.1 into
RHS (14.28) and use inequality (10.39).

We now establish the dichotomy of possibilities. We claim that if

inf { (7, Uo) | t € [0, Tipax):v)} > 0. (15.18)

then Tiyax):.u, = 25; I and the solution can be classically extended to a
region MT(MHX);UO_FA,UO (for some A > 0) such that Y is a diffeomor-
phism from [0, T(pax):v, + A) x [0, Up]l x T onto its image, that is, that
T(Lifespan),Uy > 25; ! This claim can be established using the same argu-
ments given in the proof of [23, Theorem 15.1] (for & and € sufficiently small),
which were based on analogs of the fundamental L> bootstrap assumptions
(BA (Y, £2) FUND) (now known to be non-saturated) and the L°° estimates of
Propositions 8.13 and 9.1. We will not repeat the proof here; we only summa-
rize the situation by pointing out that the smallness of & and € and the positivity
assumption (15.18) can be combined with standard estimates that in total
allow one to conclude that Y extends as a global C!-! diffeomorphism from
[0, T(max):uo] * [0, Up]l x T onto its image and that moreover, neither the
solution nor its derivatives blow up with respect to geometric or Cartesian
coordinates for times in [0, 28; 1. It follows that I) T Max),uy = 25; I and
TLifespany:vp > 265" or I inf {11,(7, Uo) | 1 € [0, Tiptaxyvy)} = O.

We now aim to show that case II) corresponds to the formation of a
shock singularity in the constant-time hypersurface subset E;/(?WM)_UO
u first vanishes. We start by deriving the statements in the theorem regard-

ing the quantities that extend to E?OA
(Lifespan);Ugy

C ([0, T(Lifespan): Upl, L2([0, Up] x T)). Here we will prove the desired
results with T(pr4x);u, in place of T(z;fespan);Uys in the next paragraph, we
will show that Tyax).uy = T(Lifespan);Uy- Let q denovtev any of the quan-
tities Z=1i=2y, gr=lli=2 = grsIZ=2yegand XX Xx that, in the

theorem, are stated to extend to E;JO, as elements of the space
(Lifespan);Uqy

C ([0, T(rifespan): Up], L=(10, Up] x T)). Actually, we will address the quan-
tity 27=10:=29, 82 using a separate argument given later. We next use that
Vx*¥=V%forV e {L, X, Y}, Lemma 2.56, and the L°° estimates of Propo-
sitions 8.13 and 9.1 to deduce that ||Lq|| is uniformly bounded for

, where

as elements of the space

L(x,)
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0 <t < Timax).v,- Using this fact, the fact that L = %, the fundamental

theorem of calculus, and the completeness of the space L°°([0, Up] x T), we

conclude that g extends to EIT](‘L Lo, s function of the geometric coordi-
ax); 0

nates (¢, u, 9) belonging to the space C ([0, T(pax): ], L=([0, Up] x T)),
which is the desired result. The estimate gog(W) = mqpg + Oy (&) + O(€) and
the extension properties of the 2-derivatives of the scalar functions g, (W)

< Cy&+Ce

then follow from (2.18), the already proven bound H V] H Loo(ztoy =
[seq (8.23a) and (8.23d)], and the extension properties of th[e Z -derivatives
of W obtained just above. It remains for us to derive the desired extension
result for 9, £2. We first use (2.8¢) and (2.40) to express X2 = —L 2. Using
also Lemma 2.51 and Lemma 2.56, we express d, as linear combinations of
the (non-p-weighted) vectorfields {L, Y} with coefficients of the schematic
form f(y) (where y is as in Definition2.53). Hence, the same arguments
given above imply that |L2°=1%=23, 2| Loty is uniformly bounded for
0 <t < T(Max):Uy>» and we conclude the des[ired extension properties for
=10:=23, 2 using the same logic that we applied to the other quantities “g”
above.

We now show that the classical lifespan is characterized by (15.4) and that
TMax);Uy = T(Lifespan);Uy- To this end, we first use (2.54), (2.80c), and the
L estimates of Proposition 8.13 to deduce that X' = —1 4 O, (&) + O(8),
X% = O,(&) + O(8), and 8,5 X X" = 1 + Oy(&) + O(&). In particu-
lar, X has near-Euclidean-unit length. Also using (9.6), (10.12), the identity
X = pX, and the continuous extension properties proved in the previous
paragraph, we deduce that inequality (15.8) holds. From these estimates
and the continuous extension properties proved in the previous paragraph,
we deduce that at points in Eg‘;‘m)ﬂo where p vanishes, |XR(+)‘ must
blow up like 1/p. Hence, T(pmax):v, is the classical lifespan. That is,
we deduce that T(yaxy,uy, = T(Lifespan):Uy> and we also conclude the
characterization (15.4) of the classical lifespan. The estimate (15.9) fol-
lows from the estimates (8.23c) and (8.23d), the identity X = uXx,
and the continuous extension properties proved in the previous para-
graph.

Finally, to obtain (15.5), we use (10.15a) and (10.16b) to deduce that 1, (¢, 1)
vanishes for the first time whent = {1 + Oy (&) + O(é)} 5;1 . This completes
the proof of the theorem. O
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