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Abstract We study quantitatively the effective large-scale behavior of dis-
crete elliptic equations on the lattice Z¢ with random coefficients. The theory
of stochastic homogenization relates the random, stationary, and ergodic field
of coefficients with a deterministic matrix of effective coefficients. This is done
via the corrector problem, which can be viewed as a highly degenerate elliptic
equation on the infinite-dimensional space of admissible coefficient fields. In
this contribution we develop new quantitative methods for the corrector prob-
lem based on the assumption that ergodicity holds in the quantitative form
of a Spectral Gap Estimate w.r.t. a Glauber dynamics on coefficient fields—
as it is the case for independent and identically distributed coefficients. As a
main result we prove an optimal decay in time of the semigroup associated
with the corrector problem (i.e. of the generator of the process called “random
environment as seen from the particle”). As a corollary we recover existence
of stationary correctors (in dimensions d > 2) and prove new optimal esti-

A. Gloria ()
Université Libre de Bruxelles (ULB), Brussels, Belgium
e-mail: agloria@ulb.ac.be

A. Gloria
Project-Team MEPHYSTO, Inria Lille - Nord Europe, Villeneuve d’Ascq, France

S. Neukamm
Weierstrass Institute for Applied Analysis and Stochastics, Berlin, Germany
e-mail: stefan.neukamm @wias-berlin.de

F. Otto
Max Planck Institute for Mathematics in the Sciences, Inselstr. 22, 04103 Leipzig, Germany
e-mail: felix.otto @mis.mpg.de

@ Springer
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mates for regularized versions of the corrector (in dimensions d > 2). We also
give a self-contained proof of a new estimate on the gradient of the parabolic,
variable-coefficient Green’s function, which is a crucial analytic ingredient in
our approach. As an application of these results, we prove the first (and opti-
mal) estimates for the approximation of the homogenized coefficients by the
popular periodization method in case of independent and identically distrib-
uted coefficients.
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1 Introduction and main results

In the 1970s Yurinskii [39], Kozlov [26], and Papanicolaou and Varadhan [35]
proved the first homogenization results for elliptic equations with random
coefficients. They considered the elliptic operator —V - a(;)V (on a domain
of R9) with random, uniformly elliptic coefficients a(x) € R4%4 and stud-
ied its asymptotic behavior in the macroscopic limit ¢ | 0. For coefficients
that are stationary and ergodic (w.r.t. the shifts a(-) — a(- + z), z € R?) they
proved a qualitative homogenization result which says that as ¢ | 0 the elliptic
operator —V - a(;)V almost surely H-converges to the homogenized elliptic
operator —V - apom V. Morally speaking this means that the rapidly oscillat-
ing random coefficients a(;) can be replaced in the macroscopic limit by the
homogenized coefficient matrix apom, which is deterministic and characterized
by a homogenization formula. In the present contribution we consider stochas-
tic homogenization in a discrete setting where the continuum domain R is
replaced by the lattice Z¢. The qualitative homogenization theory is similar
to the one in the continuum setting, see Kiinnemann [28], Kozlov [27]. This
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Quantification of ergodicity in stochastic homogenization 457

problem corresponds to random conductance models for a network of resistors
(see Biskup [3] for a recent review).

We are interested in the homogenization formula. To be precise let d > 2
denote the dimension and A > 0 be a constant of ellipticity which is fixed
throughout this article. Let Q2 C (RdXd)Zd denote the set of admissible coef-
ficient fields, which is defined as the set of all functions from Z< to the set
of diagonal matrices with entries in [A, 1]. We endow 2 with a stationary
ensemble (-) that describes the statistics of the random coefficients. With (-)
we associate the symmetric matrix of homogenized coefficients apom € Rfyxnfl
via the minimization problem:

Ve e RY: e apome = inf ((e + V@) - a(e + V@)), (1)
%

where the infimum runs over all random fields @ : Q x Z¢ — R that are
stationary in the sense of p(a, x + z) = ¢(a(- +z),x) forall x, z € Z4 and
(-)-almost every a € 2. The Euler-Lagrange equation associated with (1) is
called the corrector equation:

V*a(Vp+¢) =0 on 74, ¢ is a(-)-stationary random field. ~ (2)

We refer to Sect. 2.1 for the definition of the finite-difference gradient V and
its adjoint V*. A solution to (2) is called a stationary corrector, as opposed to
the non-stationary corrector introduced by Kiinnemann [28]. In case it exists,
the stationary corrector minimizes the Dirichlet energy (1), and the homoge-
nization formula reads

Ahom€ = (a(Va + e)) . (3)

The goal of this paper is to introduce quantitative methods that yield optimal
estimates on the corrector equation (2) and on approximations of the homog-
enization formula (3). The methods we present continue and extend earlier
ideas of two of the authors in [21,22].

The quantitative theory for (2) is subtle. As a matter of fact, for general
stationary and ergodic ensembles the minimum in (1) may not be attained and
stationary correctors may not exist. On top of that, in dimension d = 2 station-
ary correctors do not exist even under the strong assumption of independent
and identically distributed (i.i.d.) coefficients. The only existence result of sta-
tionary correctors has been obtained recently in [21] by two of the authors in
the case of i.i.d. coefficients in dimensions d > 2.

Deterministic approaches to (2) that do not exploit the properties of the
underlying probability space (e.g. when a € 2 is just viewed as a parameter)
are too narrow: One generically does not have existence of bounded solutions
of (2) pointwise in @ € €2 (as we learn from the small ellipticity-contrast
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expansion). A natural way to benefit from the underlying probability space
relies on the observation that stationary fields ¢(a, x) are fully characterized
by the random variable ¢ (a) := @(a, x = 0). Based on this, one can introduce
a differential calculus for random variables and rewrite (2) as

D*a(0)(D¢ +¢e) =0  ¢is(-)-measurable. 4)

Here D and D* are what we call horizontal derivatives and related to V and
V* via stationarity (see Sect. 2.1 for the details). Moreover, a(0) stands for
the coordinate projection 2 > a +— a(0) on diagonal matrices. Thanks to
the discrete setting, D*a(0) D is a bounded linear operator on L” (£2) for any
1 < p < oo. However, it is highly degenerate as an elliptic operator since
the horizontal derivative D = (D, ..., Dy) with its d components typically
does not yield a Poincaré inequality for functions on the infinite-dimensional
space 2. Our quantitative analysis is based on the assumption that (-) satisfies a
Spectral Gap Estimate (SG) with respect to a Glauber dynamics on coefficient
fields: We assume there exists p > 0 such that

1 N2
2 . 2 ¢
Vee L’ @: (¢ - () )szzd<(@) > (SG)
VEZ
where ‘3—§ denotes the vertical derivative and can be viewed as a discrete version

of the classical partial derivative ggg‘;; (see Sect. 2.1 for details). Note that
(SG) can be seen as a Poincaré inequality, this time with respect to the vertical
derivatives {%}yezd. (SG) is stronger than ergodicity, but weaker than the
assumption that the coefficients are i.i.d. (cf. Lemma 1 below).

To circumvent the degeneracy of D*a(0)D one usually considers approxi-
mations of (4) that regularize the problem. In this paper we study two natural
approximations, which we introduce now.

The modified corrector equation. In the qualitative works by Papanicolaou
and Varadhan [35] and Kipnis and Varadhan [25], the corrector equation is
regularized by introducing an additional Oth-order (“massive”’) term. The result
is what we call the modified corrector equation

neg, + D*a(0) (Do, +e) =0 ¢, is(-)-measurable. &)

Here, the regularization parameter p is a positive number, sometimes written
as an inverse time % As a merit of the regularization, the modified corrector
equation always admits a unique solution in L2(Q). By standard arguments,
(|D¢M|2) and ,u(¢i) are bounded uniformly in p. For general ensembles,
bounds on ¢, that are uniform in p are not available, and thus one can only
pass to the limit « | O on the level of the gradient D¢, which is enough for
the qualitative homogenization theory. However, it is not sufficient for proving
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existence and estimates for the original problem (4). As an application of our
methods, assuming (SG), we shall prove in Proposition 1 that in dimensions
d > 2 the modified corrector ¢,, is bounded in L? (£2) uniformly in u for every
p < oo. In the case of the critical dimension d = 2 we obtain the estimate
(qﬁ) < (In wYe|?, the scaling in u of which is optimal.

The periodic approximation. Another natural approach to approximate (4)
is to replace (-) by a stationary ensemble (-)7 that concentrates on L-periodic
coefficient fields. In that case we can unambiguously find a solution ¢ of (4)
(with (-) replaced by (-)1) by solving for all L-periodic coefficient fields a the
periodic corrector equation on Z:

V*a(x)(Vé(a,x) +e) =0,  ¢(a,-)is L-periodic and
> $la.x)=0. (6)

xe([0,L)NZ)4

Standard arguments involving the Poincaré estimate on ([0, L) N Z)d only
show that (|D¢|*); and L=%(¢?); are bounded uniformly in L. Assuming
an L-periodic version of (SG), we shall prove that (¢p”); < |e|?, p < oo,
in dimensions d > 2, and that (¢2)L < (In L)|e|2 in dimension d = 2 (see
Proposition 1). Again the latter is optimal in terms of scaling in L.

A parabolic key estimate. We study both the modified and the periodic cor-
rector equations by a unified approach that is based on the parabolic equation
o;u(t) + D*a(0)Du(t) =0 t >0, 7

u(t =0)=2.

This equation defines a stochastic process on the space 2 of coefficient fields
that can be conveniently interpreted in the context of random walks in random
environments (see e.g. [4]): Consider a continuous-in-time random walker
(referred to as a particle) on Z¢ whose symmetric jump rate across a bond
{x, x 4+ e;} is given by a;; (x). Then the above process describes the “environ-
ment a as seen from the particle”.

The solution of (7) is unique and given by u(t) = exp(—tD*a(0)D)¢,
where ¢t — exp(—tD*a(0) D) denotes the group associated with D*a(0)D :
L?(Q) — L*(Q). The parabolic equation (7) and the elliptic equation (4) are
related by means of the formal identity

¢ = /u(l)dt,
0
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where for u(t) we choose the initial condition { = —D*a(0)e. This formal
relation becomes rigorous (and yields estimates on ¢) as soon as we have
suitable decay estimates on u(¢) in ¢.

Ergodicity of the ensemble implies that (uz(t)) — 0O ast 1 oco. (Indeed,
since D*a(0) D is non-negative, u(t) converges to the LZ(Q)—orthogonal pro-
jection of u(t = 0) onto the kernel of D*a(0)D, which by ergodicity only
consists of the constant functions). While ergodicity does not yield any rate
of convergence, we prove that (SG) yields an algebraic rate, and thus quan-
tifies ergodicity. As a main result we prove an optimal decay estimate for
exp(—tD*a(0) D) with initial conditions in divergence form.

Theorem 1 Assume that

() is stationary, L-periodic and satisfies SGr (p) (see Definition 1 below).
®)
Then there exists an exponent 1 < py < oo that only depends on the constant
of ellipticity A and the dimension d > 2 such that the following statement
holds for every p € (po, 00):
Foré& e Co(D? and t > 0 define

u(t) := exp(—tD*a(0)D)D*E.

Then we have

1
(lu@OPP) < @+ 1)~ u“uasumzp, ©)
where
2pﬁ
. 0
19€1y,20 = > <ﬂ > : (10)

ye([0,L)NZ)4

and < means < up to a multiplicative constant that only depends on the
integrability exponent p, the spectral gap constant p, the constant of ellipticity
A, and the dimension d.

A similar result that is formally obtained by letting L 1 oo holds for the
whole-space case, under the assumption

(+) is stationary and satisfies SG o (p) (see Definition 1 below). (11D

The exponent %-i—% in (9) is optimal, since in the case of vanishing ellipticity
contrast (that is, when a is a perturbation of the identity), one may replace at
first order the elliptic operator by the discrete Laplacian, in which case

1

1 2 d 1
(| exp(~tD* D)D*¢|*)2 ~(sup |VZG<2r,x)|) 1960112 ~(z+1>*<Z+f>||8s||m%>

xeZd
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for (-) i.i.d. and initial values & (a) that depend on a only through a(0). Here
V2G denotes the Hessian of the discrete heat kernel on Z<.

Asacorollary of Theorem 1 we obtain in Sect. 4 several optimal estimates for
the stationary corrector, the modified corrector and the periodic approximation
of the corrector. In addition, we obtain optimal estimates of the error introduced
by adding the Oth order term in the modified corrector equation. Based on these
estimates and spectral theory we derive error estimates for the approximation
of the homogenized coefficients by periodization, which we shall present now.

Error estimate for approximations of ayy. In this paper we provide an
optimal error estimate for the approximation by periodization of the homoge-
nized coefficients associated with an i.i.d. ensemble. Approximation by peri-
odization is widely used in the mechanical community and also called the
“representative volume element method”, see [34] for a qualitative analysis
in the stationary ergodic case. The homogenized coefficients ayom associated
with an ergodic ensemble (-) are approximated by the homogenized coeffi-
cients apom,z associated with a stationary L-periodic ensemble (-);, which
we think of as having the same statistical specifications as (-). Since @pom, 1
is still not computable in practice, one replaces anom,z by a spatial average
a,y 1 (a) where a is distributed according to (-); and @,y 1 : Q2 — Rfyff is
given by

. 1
cag (@e:= min — > (Vo(x)te)ax)(Vo(x)te). (12)
@L-periodic L
xe([0,L)NZ)4

As an application of our method we quantify the speed of convergence when (-)
is an i.i.d. ensemble. In that case it is natural to define (-)7 as the L-periodic
1.1.d. ensemble associated with (-) (cf. Definition 3). We estimate the mean
square error (|aay 7, — ahomlz) L, which naturally splits into two parts:

2 2
(laav,L — @hom| )L =vary[a.y, L]+ [{@ay, L)L — @hom|
2 2
= av,L — av,L/L hom,L — @hom
la (@aay.L)l”), +la @hom |

= (random error)2 + (systematic error)z, (13)

where vary denotes the variance w.r.t. the ensemble (-)7. Following the ter-
minology of Gloria and Otto [21], we call the (square roots of the) first and
second terms of the RHS the random error and systematic error, respectively.
The random error is due to the lack of ergodicity of the L-periodic ensemble
and measures the fluctuation of a,y ; around its average. Although a,y /1 is a
spatial average of highly correlated random variables, we obtain in Proposi-
tion 2 (under the weaker assumption that (-, satisfies an L-periodic version of
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(SG)) that the random error decays with the rate of the central limit theorem,
ie.
vary [aay. 1] < L7 (14)

The systematic error is of different nature: By replacing the infinite ensem-
ble (-) by the L-periodic ensemble (-);, we introduce artificial long-range
correlations (in order to enforce the periodicity of (-)7). This produces the
systematic error. In contrast to the systematic error, the effect of the random
error can be reduced by empirical averaging: For N € N define the random
matrix

N
1 .
Aay, L N ‘= N E aav,L(aZ)7 (15)
i=1

where a!, ..., a" denote N independent realizations distributed according to
(-)r. This is of particular interest since the systematic error is indeed much
smaller than the random error. With the help of Theorem 1 we obtain the
following optimal error estimate:

Theorem 2 Letd > 2, L, N € N. Let (-) be an infinite i.i.d. ensemble and let
(-)1L be the associated L-periodic i.i.d. ensemble. Then we have

1
—L
v N

where < means < up to a constant that only depends on A and d.

|
2\2 -4 —d 1.d
<|aaV,L,N — @hom| )z 5 24+ L “In" L,

The proof of Theorem 2 is given in Sect. 5 and uses new estimates on the
modified corrector equation. For a discussion of the literature on error estimates
for the approximation of homogenized coefficients (and in particular [5], [12],
and [40]), we refer the reader to [18] and [21, Section 1.2]. For a review on
applications of the approximation by periodization, see [24]. Theorem 2 is the
first quantitative result on this method in a stochastic (yet discrete and scalar)
setting. For associated numerical results, we refer the reader to [13].

Estimates of the Gradient of the parabolic Green’s function. An important
observation in the proof of Theorem 1 is that the vertical derivatives ag—;t) (with
u(t) solution of the parabolic problem (7)) can be characterized as the solution
of a parabolic equation whose RHS involves Vu(t). Hence, it can be repre-
sented using the parabolic Green’s function G associated with the parabolic
operator 9, + V*aV. The resulting Duhamel formula is a nonlinear identity
that involves the gradient of the parabolic Green’s function. The quantitative
statements we are interested in require estimates on the gradient of the par-
abolic Green’s function G (¢, a, x, y). For our purposes we need estimates that
are uniform in a, but nevertheless, are optimal in terms of the exponent in .
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By optimal we mean that the exponent should be identical to the one of the
constant-coefficient Green’s function. As a consequence, these estimates can-
not be pointwise in x, but rather integral estimates. In particular we shall need
to capture the decay in x in a better way than the following estimate does: For
allt >0

1
2 d
a1
> IVGt.a.z, 0| < @+

zez74

We do this by establishing weighted integral estimates with weight functions

1 1
lx|? 2 dist?(x, LZ%) 2
w(t, x) = ; +1) , wr(t,x) == t—i-—1+1 , (16)

where dist(x, LZ%) = min, ;4 |[x — Lz| denotes the distance to 0 on the
L-torus. Finally, in order to treat the nonlinear term, we shall need a slightly
stronger estimate than the square integral estimate. In Sect. 6 we establish the
following estimates for the discrete, whole-space parabolic Green’s function
G and the discrete, L-periodic parabolic Green’s function G .

Theorem 3 There exists an exponent qo > 1 (only depending on A and d)
such that for all 1 < q < qo and all @ < oo we have: For all L € N and
ac L

1

2q

2
> (0fx = YIViGLt a,x, p)])
xe([0,L)NZ)4

_(dlypd L t
,.S (t + 1) (2 2) 22 exp (_Coﬁ) s

where the multiplicative constant only depends on «, A, d, and q, and co > 0
denotes a constant that only depends on A and d.

A similar result that is formally obtained by letting L 1 oo holds for the
whole-space Green’s function.

The estimates of Theorem 3 are optimal in terms of scaling. Indeed, the
exponents are the same for the constant coefficient case (i.e. @ = id) as can
be seen by a scaling argument in the continuum case (i.e. Z¢ replaced by R?).
In the proof we make extensive use of the elliptic and parabolic regularity
theory by Nash [33] and Meyers [29]. The methods we use rely in particular
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on the maximum principle, which is the reason why we restrict ourselves, in
our discrete setting, to the case where a is diagonal.

Structure of the paper. In Sect. 2 we introduce the general framework, in
particular a discrete differential calculus for functions on the lattice Z9, a
“horizontal” differential calculus for random variables, the description of ran-
dom coefficients via the ensemble, and introduce our main assumption on the
ensemble, namely the Spectral Gap Estimate (SG). In Sect. 3 we prove The-
orem 1, which is the main result of the paper. In Sect. 4 we apply Theorem 1
to the corrector equation in stochastic homogenization. In Sect. 5 we prove
Theorem 2 which establishes an optimal error estimate for the approximation
of the homogenized coefficients by periodization. Finally, in Sect. 6 we prove
the quenched estimates on the gradient of the parabolic Green’s function of
Theorem 3.

Relation to previous works. The first paper on quantitative stochastic homog-
enization is due to Yurinskii [40]. Yurinskii considered the dependence of the
gradient of the modified corrector D¢, on . For dimension d > 2 and under
mixing assumptions on the statistics, he obtained non-optimal decay estimates
in 1 on the L% (2)-distance between the gradient D¢, of the modified corrector
and that of the original corrector ¢. As a central ingredient, Yurinskii appeals to
optimal deterministic estimates on the parabolic variable-coefficients Green’s
function.

The idea of combining stochastic homogenization methods with statistical
mechanics methods naturally arises in the study of scaling limits of Gradi-
ent Gibbs Measures. Gradient Gibbs Measures can be seen as a model for
thermally fluctuating interfaces, as introduced in the mathematical literature
by Funaki and Spohn [16], see [15] for a review. Naddaf and Spencer [31]
were the first to combine all the three concepts of (discrete) spatial, of hor-
izontal, and of vertical derivatives. They were also the first to use methods
of statistical mechanics in stochastic homogenization, cf. the very inspiring
unpublished preprint [32]. A main ingredient in [32] are deterministic esti-
mates on the gradient of the elliptic variable-coefficients Green’s function—as
opposed to the estimates on the parabolic Green’s function itself by Yurin-
skii. Implicitly, Naddaf and Spencer obtain deterministic ¢29-estimates (for
some ¢ slightly larger than 1) via Meyers’ argument. They use it to estab-
lish a variance estimate in the spirit of (14) in the case of small ellipticity
contrast (that is, when g > 2). This approach has been further developed
by Conlon and Naddaf [6] to obtain estimates on the annealed elliptic and
parabolic Green’s functions (that is, on the expectation of these Green’s func-
tions), and by Conlon and Spencer [7] to quantify the homogenization error,
for small ellipticity contrast. Some optimal annealed estimates on the first
and mixed second derivatives of the Green’s function (that is, pointwise-
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in-space estimates of moments of order 2g in probability) have also been
obtained by Delmotte and Deuschel [9] for any ellipticity contrast (yet for
q = 1 for the first derivative, and ¢ = % for the mixed second derivative
only).

Another source of inspiring ideas are the works on qualitative stochastic
homogenization by Papanicolaou and Varadhan [35] and Kipnis and Varad-
han [25], where the modified corrector problem (5) is introduced. The mod-
ified corrector yields an approximation @nom,, for the homogenized coeffi-
cients @nom, see Definition 4 below. In [25,35] the authors appeal to spec-
tral analysis to treat the original corrector problem (2) with the help of its
modified version (5). Furthermore, they devise a spectral representation for-
mula for the homogenized coefficients and its approximation @pom, ., Which
we use to develop quantitative estimates on the error |@hom,;, — @hom! via
Theorem 1.

In [21] and [22], the first and third authors obtained the first optimal
quantitative results on the corrector equation, namely the boundedness of
correctors, the optimal estimate of the random error, and optimal bounds
on the systematic error |@hom,;, — @nhom| for d > 2. In these contribu-
tions, an auxiliary result are optimal deterministic estimates on the gra-
dient of the variable-coefficients elliptic Green’s function. In [30], Mour-
rat obtained a suboptimal version of Theorem 1 for d > 5 by a different
approach. Then, Mourrat and the first author [19] obtained further quanti-
tative results for the systematic error by appealing to the spectral calculus
mentioned above. In particular, in [19], motivated by the spectral represen-
tation of apom, a different “higher order” approximation scheme by extrap-
olation for anom is introduced, and optimal error estimates for the associ-
ated systematic error are obtained for dimensions 2 < d < 6, still using
the deterministic estimates on the gradient of the elliptic Green’s function.
We use this scheme in our analysis of the approximation by periodiza-
tion.

The interest of the present contribution is threefold. First we obtain optimal
results on the corrector and on the systematic error in any dimension (and in
particular ford = 2 and d > 6), and give the first complete and optimal quan-
titative analysis of the very popular approximation by periodization. Second,
we introduce a unified method which quantifies optimally the ergodicity of the
environment as seen from the particle, result from which all the other estimates
follow. Last, the main auxiliary result are new deterministic estimates on the
gradient of the parabolic variable-coefficients Green’s function.

This article is the short version of lecture notes [20], which contain in
addition detailed proofs of several classical results which are recalled here
without a proof.
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2 Differential calculus on stationary random fields

In this section, we introduce two differential calculi on stationary random
fields, that we call horizontal and vertical.

2.1 Spatial derivatives, stationarity, and horizontal derivatives

Random coefficient fields. We consider linear second-order difference equa-
tions with uniformly elliptic, bounded, diagonal random coefficients. We
denote the set of admissible coefficient matrices by

Q) = {diag(al,...,ad)eRdXd:ASaj < lforj:I,...,d}, (17)

where diag(ay, ..., aq) is the diagonal, d x d matrix with entries ay, . .., a4,
and A > 0 is an ellipticity constant which is fixed throughout the paper. We
equip o with the usual topology of R*?_ A coefficient field, denoted by a,
is a function on Z4 taking values in 2. We endow Q = (Qo)Zd with the
product topology. For L € N we denote by €2; the subspace of L-periodic
conductivity fields (i.e. @ € Q witha(x + Lz) = a(x) forall x, z € /)

We describe a random coefficient field by equipping 2 with a probability
measure. Following the convention in statistical mechanics, we call a prob-
ability measure on €2 also an ensemble and denote the associated ensemble
average by (-). If (-) concentrates on 27 we call it an L-periodic ensemble.

Unless otherwise stated we always assume that (-) is stationary. Let T, :
Q — Q, a(-) — a(- + z) denote the shift by z. Then (-) is stationary if and
only if 7} is (-)-preserving for all shifts z € Z<.

Random variables and stationary random fields. A random variable is a
measurable function on Q. We denote by L?(2), 1 < p < oo, the usual
spaces of random variables with finite p-th moment. We denote by Cj(£2)
the space of bounded continuous functions on 2 equipped with the norm
¢ 1loo = sUpgeq £ (@)] < oo.

A random field ¢ is a measurable function on Q x Z¢. With any random
variable ¢ : © — R we associate its (-)-stationary extension ¢ : Q@ x Z¢ — R
via ¢ (a, x) = ¢(a(- + x)). Conversely, we say that a random field g: is (-)-
stationary if there exists a random variable ¢ with ¢ (a, -) = ¢ (a, -) (-)-almost
surely. Since (£ (x)) does not depend on x by stationarity, we simply write (¢)
for the expectation of a stationary field ¢.

Spatial and horizontal derivatives. For scalar fields ¢ : Z¢ — R, vector
fields € = (£1,...,&) : Z% — R and alli = 1,...,d, we define the
spatial derivatives
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Vig(x) ==¢(x +e) —¢(x), Vi¢(x)=¢(x —e) —(x),

d
V= (Vig, .., Val),  ViE =D ViE,
i=1

where {ey, . .., e} denotes the canonical basis of R?, V is the discrete gradient
for functions on Z¢, and —V* is the discrete divergence for vector fields
on Z¢. By discreteness V; and V} are bounded linear operators on £” Z%,
1 < p < o0o. They are formally adjoint, as are V and V*.

Next, we recall a similar standard structure for random variables: For
scalar random variables ¢ : Q — R, vector-valued random variables
E = (&,...5) : @ — R, andi = 1,...,d, we define the horizontal
derivatives

Di¢(a) :=¢(a(-+e€)) —¢(a), Dit(a):=¢(a(-—e)) —¢(a),

d
D¢ :=(Dig,....Dgt). D' :=> Djg.
i=1

The horizontal derivatives D; and D] are bounded linear operators on
LP(R2),1 < p < o0, and Cp(2). They are formally adjoint, as are D and
D*. An elementary but important observation is the following. Let (-) denote
the mapping that associates a random variable with its stationary extension,
see above. Then

Vi =Di¢, Vi¢=Df¢, and V*aV¢=D*a(0)D;. (18)

We use < (resp. 2) for < (resp. >) up to a multiplicative constant whose
dependence on the different parameters is made explicit in each statement.

2.2 Spectral gap on Glauber dynamics and vertical derivatives
Definition 1 (Spectral gap and vertical derivatives) We say that (-) satisfies a

spectral gap for the Glauber dynamics with constant p > 0, in short SGoo(p),
ifforall ¢ € L?(2) with (¢) = 0 we have

SEEDN(CINE (19

P yezd

where the vertical derivative g—i of ¢ w.rt. y is defined as follows. For all
e L*Q)and y € 79,
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9¢
5 = —(¢)y, where (¢)y 1= <§‘{a(x)}er"\{y}>’

i.e. (¢)y is the conditional expectation of ¢ given a(x) for all x € 7\ {y}).
More analytically, (¢), is the L?()-orthogonal projection of ¢ on the space
of functions of a that do not depend on a(y).

The L-periodic version of (SG) is the following:

Definition 2 (Spectral gap and vertical derivatives, periodic case) We say
that (-) satisfies a spectral gap with constant p > 0 on the torus of size L € N,
in short SGy (p), if forall ¢ € L?(€2) with (¢) = 0 we have

ISECEDMN(CO R

ye([0,L)NZ)4

where the (L-periodic) vertical derivative a% of ¢ w.r.t. y is defined as follows.
Forall ¢ € L?(Q) and y € Z¢,

a¢
Gy = @y, where (£ = (¢]t@Coczmyrz0)-

i.e. (¢) L,y is the conditional expectation of ¢ given a(x) forall x € 7\ {y +
LZ%.

The vertical derivative does not commute with the shift 7, : Q@ — 2, a(-) —
a(-+ x). We have (¢ o Ty) y = (¢) o Ty, which in terms of the stationary

extension (-) reads

y—x

(t@), =€)y (). (20)

Hence,

) _ 19
) (G(H))(x). @1)
Both identities also hold in the L-periodic case.

Remark I Let us comment on the naming of the derivatives D and ai' A
coefficient field @ € 2 might be viewed as a “surface” (x, a(x)) in the space
74 x Q. We call the directions associated with Z¢ horizontal and the direc-
tions associated with €2¢ vertical. The horizontal derivative D¢ monitors the
sensitivity of ¢ w.r.t. to horizontal shifts of the coefficient field. In contrast,
the vertical derivative 81 is associated with variations of the coefficient field

in vertical directions. It can be seen as a discrete version of the classical partial

.....

depends on the value of the coefficient field (74 > y > a(y)} atsite y.
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Remark 2 From the functional analytic point of view, (SG) is a Poincaré
inequality on L?(£2) for the vertical derivative %, which defines a bounded and

symmetric operator % - L2(Q2) — L%(). Since each site yE 74 is endowed
with a vertical derivative, the number of degrees of freedom that the vertical
gradient {3%} yezd controls matches the degrees of freedom of the underlying

probability space Q2 = Q(Z)d . One can show that SG o (p) implies that the under-
lying ensemble is ergodic (so that the qualitative stochastic homogenization
theory holds).

SGoo(p) is satisfied in the case of i.i.d. coefficients:

Definition 3 (i.i.d. ensemble) Let B be a probability measure on €2g. The
infinite i.i.d. ensemble associated with 8 is defined as the unique ensemble
with the property that the coordinate projections Q2 > a +— a(x) € Qq,
x € Z4, are independent and identically distributed with a(0) ~ f. Likewise,
we define for L € N the L-periodic i.i.d. ensemble associated with 8 as the
unique, L-periodic ensemble with the property that the coordinate projections
Q3ar> akx) e Q,x € ([0,L)N7Z), are independent and identically
distributed with a(0) ~ B.

Lemma 1 Every infinite (resp. L-periodic) i.i.d. ensemble satisfies SG o (p)
(resp. SG1,(p)) with constant p = 1.

The proof, which relies on the tensorization principle, is standard (cf. [20])
and is omitted here.

In the statistical mechanics literature, in the context of Ising models, there are
several criteria for the validity of the Spectral Gap estimate. In their seminal
contributions [10,11], Dobrushin and Shlosman (DS) introduced ten equiv-
alent conditions that ensure the existence and analyticity of Gibbs fields on
74 1t was then proved later that the (DS) mixing conditions are in addition
equivalent to the validity of a logarithmic-Sobolev inequality (which implies
(SG)) for discrete spin spaces [38, Theorem 1.8] and for compact spin spaces
[37, Corollary 3.19] and [36, Theorem 1.2]. The most suitable form of the
(DS) mixing conditions in our context is given by [38, DSM] (see also [37,
Remark 3.23]) and holds, roughly speaking, provided correlations are inte-
grable. However, the appropriate measure of independence of a(x) from a(y)
for [y — x| > 1 has to be integrable in y under conditioning on {a(z)};cs
uniformly in any subset S of the lattice. It is this uniformity condition that
puts the (DS) criterion in a different class than the usual mixing conditions in
the quantitative theory of stochastic homogenization (cf. the uniformly strong
mixing condition used in [40, (2.1)] and [2, Definition 2.1]). We don’t know
if the condition of integrable correlations on the level of the usual mixing
conditions is sufficient for our results.
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Roughly speaking, in particular disregarding the above-mentioned differ-
ence between these mixing conditions, it is clear that the condition of integra-
bility of correlations is necessary for some of our results, as we shall explain
now. Consider for instance Proposition 2. Suppose that we are in the case of
small ellipticity contrast, i.e. 1 — A < 1. In this situation, an expansion of the
definition (12) of the approximate homogenized coefficient in 1 — X reveals
that to leading order, @,y 1. (a) is a simple spatial average

au.1(@)~ L™ Z a(x).

xe([0,L)NzZ)4

This approximate representation indeed implies that the variance of a,y, 1 (@)
only scales as L~ if the covariances ((ax)—(a))@a(y)—(a)r))L = ((a(x—
y) — (a)p)(a(0) — (a)r))L are integrable in x — y (i.e. summable over the
periodic box with a sum that stays finite for L 1 00). A main contribution
of this paper is to show that this scaling is preserved in the case of arbitrary
ellipticity contrast A > O when a,y ;1 (a) is a bigly nonlinear function of a.

3 Decay of the variable-coefficient semigroup

This section is devoted to the proof of Theorem 1. The proof essentially relies
on the vertical differential calculus and the optimal decay estimates of the
parabolic Green’s function from Theorem 3. In order to exploit the vertical
differential calculus on the solution u of (7), we shall work with its stationary
extension u, as explained in the upcoming section. Section 3.2 is then devoted
to the proof of Theorem 1.

3.1 The parabolic equation and Green’s function, and Duhamel’s formula

Solutions of (7)—the parabolic problem in the probability space—are char-
acterized by a corresponding parabolic equation in the physical space Z<,
and thus admit a representation via the parabolic Green’s function on Z¢. To
make that precise, recall that the operator X > ¢ — D*a(0)D¢ € X is
bounded and linear with X denoting any of the spaces L”(2), 1 < p < oo,
or Cp(2). Hence, by standard semigroup theory, for all { € X the function
u(t) := exp(—tD*a(0)D)¢ is a C*°(R, X)-solution of (7). Thanks to (18) it
is elementary to see that for all ¢ € C;(€2), the stationary extension u of u
solves (for all @ € 2) the following parabolic equation in physical space:

[ o,u(t,x) + V¥a(x)Vu(t,x) = g(t, x) forall t >0,x € Zd, 22)

u(t =0,x) = golx) for all x € Zd,
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with g(¢, x) = 0and go(x) := ¢ (a, x). The solution of (22) can be represented
via Duhamel’s formula:

w0 = 3 Groax g0+ [ 3 G-s.ax e ds. 23
yezd 0 yezd

where G denotes the parabolic Green’s function and is defined foralla € €2 and
y € Z% as the function (r, x) — G(t,a, x,y) in C* R4, £ (Z4)) given by
G(t,a,-,y) :=exp(—tV*a(-)V)§(-—y),where§(x) = lifx = 0and§(x) =
0ifx € Z%\ {0}. Likewise, the L-periodic parabolic Green’s function G, L €
N, isdefined foralla € 2; andy € 74 as the function t,x)—» Gp(t,a,x,y)
in C®R*, £ (Z%)) given by G (t,a, -, y) = exp(—tV*a(-)V)S(- — y),
where 67, (x) := ZZ e74 8(x + Lz) denotes the Dirac function on the discrete
torus of size L.

Remark 3 Thanks to the assumption that a is diagonal (and elliptic) we have a
discrete mean value property in the following sense: If V¥*aVu = Othenu(-) <
max{u(- £ ey),...,u(- = eq)}, which yields a weak maximum principle for
d; + V*a(-) V. In particular, this implies that G and G are non-negative. This
is crucial, since our results heavily rely on estimates of the Green’s function
that are based on elliptic and parabolic regularity theory.

3.2 Auxiliary lemmas and proof of Theorem 1

We split the proof of Theorem 1 into several lemmas (which we prove in
Sect. 3.3). The starting point is the spectral gap estimate. Since we have to
estimate higher moments, we need the following version of (SG):

Lemma 2 (p-version of (SQG)) Let (-) satisfy (11). Then for all p > 1 and all
¢ € Cp(2) with (¢) = 0 we have
il
() < 192112042

where

o\ 2
1921 29,2 :=< > (%) > ,

yezd

and the constant only depends on p and p.
In the L-periodic case, i.e. when (-) satisfies (8), the statement remains valid

for zyezd and % replaced by zye([o’L)ﬁZ)d and %, respectively.
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In the course of proving Theorem 1 via Lemma 2, we have to estimate the
vertical derlvatlve , which can be conveniently characterized with the help
of the stationary extensmn u of u. Indeed, since u solves (22) with g = 0 and
go(x) = V*&(a, x), application of a% to (22) shows that the non-stationary

random field M is the unique solution of the parabolic equation (with

time variable ¢ and space variable x)

3, 3(1‘ a x) + V*a(x)Vau(t @.X) _ =V¥g(t,a,x,y) t>0,xeZf

u(r=0,a,x) __ V*(

= Jor  xezd,

I(y—x)
where by Leibniz’ rule

formally

glt,a,x,y) = 8a(x)Du(t a)(x).

Since a%(yx ) vanishes for x # y, Duhamel’s formula (23) yields after integrating

by parts

formally ()
%;x) Z V.G(t,a,x,2)- (a(giz))(Z)

zezd
t

—/vyG(z—s,a,x,y)-f’g—;”z)u(s,a)(y)ds. (24)
0

Note that the formula for g (and thus the identity above) is only formal, since
Leibniz’ rule does not hold for the (discrete) vertical derivative. However, we
obtain precisely the same estimate as if (24) was correct:

Lemma 3 Let (-) be stationary. Consider
u(t) :=exp (—~tD*a(0)D) D*¢, & e Cp(Q)".

We then have

t

2O = V.6(1,0,2)- (8(y z))(z)+/ VyG(t=s,0,5)8(s, y)ds (25)

zezd 0

(-)-almost surely, where g is the stationary extension of some g(t,a) that
satisfies

1 1
(18?7 < 2(|Du(n)|*P)? (26)
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forall p < occ.
Likewise, the statement holds for ZzeZd’ E)(;;—z)’ and G replaced by

P .
ZZE([O,L)QZ)d, Lo and G, respectively.

Lemma 3 shows that we need time-decay estimates of VG. These are given
by Theorem 3. As we shall see in the proof of Lemma 4 below, the fact that
in Theorem 3 we obtain optimal decay for VG for exponents up to some 2qq
slightly larger than 2 is crucial. In fact, the exponent pg in the statement of
Theorem 1 is the dual exponent of gg. This explains why we are forced to
estimate high moments of u even if ultimately we are mostly interested in the
second and fourth moments, cf. Sect. 4.

Combining the Spectral Gap Estimate in its p-version with the representa-
tion formula of Lemma 3 we get:

Lemma 4 In the situation of Theorem 1 there exists an exponent 1 < pg < 00
(only depending on ) and d), such that for every p € (po, 00) we have

L €L
(2P O)7 S+ 107 ED o8l 2 +/(t—s+ 1)~ (1Du(s)2P)?7 ds,
()
' 0
(27)

where ||0& Ilmzp

on p, p, A, andd

is defined as in Theorem 1, and the constant only depends

To complete the proof of Theorem 1 we have to gain control over the non-

1
linear term fot(t -5+ 1)_(%+%) (|Du(s)|?P) 2 ds. This is done by using Cac-
cioppoli’s inequality in probability combined with an ODE-argument. More
precisely, the following lemma shows that (| Du()|?”) has better decay than

WP (1)).

Lemma 5 (Caccioppoli) Let {-) be stationary. Consider u(t) := exp(—tD*
a(0)D)¢ with ¢ € Cp(R2). Then for all p > 1 we have

d
mmmWﬂs—E«ﬁme

where the constant only depends on d and p.

The following lemma shows how to absorb the nonlinear term into the LHS
of (27).
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Lemma 6 (ODE-argument) Let 1 < p,y < oo and a(t), b(t) > 0. Suppose
that there exists C; < oo such that for all t > 0,

t
at) <C @+ D77 +/(t —s+D77"b(s)ds |, (28a)
0

bP (1) < Cq (—%ap(t)) ) (28b)

Then there exists Co < 00 depending only on Cy, p and y such that
a(t) =G+ D77

We are in position to prove Theorem 1.

Proof of Theorem 1 Let py be given by Lemma 4, and fix an exponent p €
(po, 00). By homogeneity we may assume that ”"E”elﬁf’ = 1, so that the
Y=
desired estimate reduces to
1

(W2 )7 < (¢ + 1)~ G, (29)

Set

€L

a(t) =W ®)*,  b@):=(Du®)*P)??, y=

ENIENW
| =

By Lemmas 4 and 5 we have

t
a(t) < (t+ D7V + /(t — s+ 1D77b(s)ds,
0
d
2p < _ 2 2p
b°P (1) S dta ().

Hence, Lemma 6 yields (29) in the form of a(r) < (r + 1)~(¥+2).

We finally state a slight improvement of Theorem 1 that yields an additional
exponential decay (for times r > L?) in the L-periodic case:

Lemma 7 In the situation of Theorem 1 the following holds: If (-) satisfies
(8), then there exists co > 0 depending only on d such that

—_

1 A 1
(lexp(—1D*a(0)D)D*E%)? < exp (_%[) (1€17)7
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where the constant only depends on p, A, and d.

3.3 Proofs of the auxiliary lemmas

We prove the auxiliary lemmas in the case (11). The argument in the periodic
case (8) is similar.

Proof of Lemma 2 The only technicality is due to the failure of the Leibniz
rule for the vertical derivative. In what follows, for alla € R and p > 0, we
use the notation a2? := (a?)P.

Step 1. Substitute for the Leibniz rule: For all p > 1,

<<a(z§|yf">>2> < <é_2(p1) (g_i)z + (%)2p> (30)

where the constant only depends on p and d.
By definition of % (30) can be rewritten as

(@le1P=" = @18177))%) 5 (2070 = (€))2 + @ = (©)).
Since ((-)y) = (-), it suffices to show that

(CleP=" = c1e1P=h )2,

(2@ = @, + @ = (©))%)  ()-almost surely.
y

Since the conditional expectation is an orthogonal projection in L?(2), we
have

Vi e LA(Q), Ve e R : <(§ _ (§>y)2> < <(Z _ c)2> (-)-almost surely.
y y
In particular, with = ¢|¢|P~'andc = (g“)y|(§)y|1”_1 we get (-)-almost surely

(1Pt = (cle P~ %y < (@217 =), ey IPTH2),.

Hence, it suffices to argue that

(@lZ17=" = (), 10),177hH?),

(2@ = @, + @ = (©),)%)  ()-almost surely.
y
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The latter follows from the elementary inequality:

Va,beR: (alal’~" = bbP™H2 < a*P~ V(g — b) + (a — b)*P.

Step 2. Application of the Spectral Gap Estimate.
For all p > 1 we claim that

) < (6 +< > (%Y >

yezd

Assume that p > 1. The application of SGoo(p) to ¢|¢|P~! — (¢]¢|P~ 1)

yields
1 2
(G ESDY <(%(c|¢|ﬁ—1>) >

yezd

which, by Step 1 and the triangle inequality, turns into

(c2) < (ie17)* + <2(” ”Z( ) 2(3_5)2”> (31)

yezd yeZd

We treat each of the three terms on the RHS of (31) separately. For the third
term we appeal to the discrete £27-¢2 estimate. For the second term on the
RHS of (31) we use Holder’s inequality with exponents (— p), combined
with Young’s inequality. We turn to the first term. For p = 2 there is nothing
to do, whereas for p > 2 we may apply Holder’s inequality with exponents

QI 2221 to (1617) = (12177 [¢17°T):
) p

(1217 < (£22)7T (£2)7T

and we absorb the first factor into the LHS of (31) by Young’s inequality.

Step 3. Conclusion.
Application of SG(p) to ¢ combined with Jensen’s inequality yields

so that the claim of Lemma 2 follows from Step 2. O
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Proof of Lemma 3 Recall that the stationary extension u(z, -) of u satisfies (for
alla € Q) the spatial parabolic equation (22) with ¢ = O and go(x) := V*&(x).
We take the vertical derivative % of this equation:

[ a du(l‘ X) + V*a( )Va”(t ,X) V*%‘l(t’x’ y) forall ¢ > 0, X € Zdv

%}O){) =V*&(x,y) forall x € Z,

(32)
where

£1(t,x,y) == a(@)VEED — L (a()Via(t, %))

go(x, y) = 5

Duhamel’s formula, cf. (23), and two integrations by parts yield

t

3”<’0) = > V.G(1,0,2)-&(z y)+/ 2 ViG(t=5.0.2)-81(5.2.y) ds.

ze74 0 zezd
(33)
We then claim that
sor. ) = (55 @), (34)
§1(t,x,y) =68(y —x)g(t, x), (35)

where g(t) := (a(0)Du(t))g — a(0) (Du(t))g .

Indeed, (34) is a consequence of (21). Let us prove (35). Since & (¢, x, y) =
(a(x)Vu(t, x)), —a(x)V (u(z, x)), vanishes for all y # x, (35) follows from
the properties of the stationary extension:

(a(x)Vu(t, x)), —a(x)(Vu(t, x))y
= <a(0)Du(t)(x)> —a(x)<Du(t)(x)>
y y
(20

= 8(y —x)((@©) Du(t))y_, — a(0) (Du(1)),_,)(x)
=48(y —x)g(t, x).

Jur,0) _ du(r)

Since u(t) = u(t,0), we have o = oy and the combination of (33)-

(35) yields (25), whereas (26) follows from the triangle inequality in L?P()
and Jensen’s inequality in probability. O
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Proof of Lemma 4 Since (D*&¢) = 0, we have (u(¢)) = 0 forall # > 0, so that
Lemma 2 yields
- 2 p
(2P (1)) < <( > ("3‘—;”) ) >

yezd
The representation formula of Lemma 3 for du(t)

dy
1
w.r.t. { (ZyEZd ()2)P)2r and in the time integral show that

and the triangle inequality

1
2)p>”
p

t %
+/< > 1V,G( 5.0, )P IE(s, ) > ds.
0

yezd

(755) @

(u2p(t))ﬁ < <( Z Z IV.G(t,0,2)|

yezd \zezd

(36)

1 1
Recall that (|g(¢, x)|?P)2r < 2(|Du(t)|*’)2r. To estimate the first term
of the RHS we change variables and use the triangle inequality w. r. t.

(e (IDP) 7

2\ P %
< > 20 1v:60,0, 91 |(575) @ >
yezd \zezd
2\ P %
x:==y—2< > X W6a 0y -0l [Ew-»| >
yezd \xezd

J— 2 P\ 2
g—i(y—x)‘) >

€L

P\ 2p

xezd x'ez4

A-inequality
< Z< > (|vyG(t,o,y—x>|

xezd yezd

Hence, (36) turns into
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P\ %
W) < Z< > (e 0. |Ew)|) >

xezd yezd

, P
+/< D IVyG( 5.0,y (s, ) > ds.
0 yezd

It remains to show that

p 1

<@+ D <‘gi‘2”>7 NET)

—_—
)

<<Z (19,60,

_— 2
%(y)‘) )
yezd
P\ 2p .
<(Z IV,G(t — 5,0, y)I*3(s, y)|2> > S @ =5+ DTG (IDu)P)7

yezd

(38)

We only give the argument for (37), the argument for (38) being similar. Let
q = % be the dual exponent of p, let « > 0 be some exponent to be fixed
later, and let w(¢, x) be the weight defined in (16). By Holder’s inequality
with exponents (g, p) and the symmetry G (¢, a, x,y) = G(t,a, y, x) of G,
we have

> (WGw o [Ew|) = [ 3 @@ nv6e . 0)*

yezd yezd

> (07w

yezd

?

g%ky)‘)zp

%

Hence, by stationarity of 3=,

€1
2q

acQ

1
Py 2p
<<Z (1v,6.0.9)] 3§(y>\)2> > < sup (Z (w“(t,y)|VyG(t,y,0)|)2q>

yezd yezd
1
” 2p\ %
2 9 P\ 2p
X Ea) P(t, y) <£ > .
yezd

(39)
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We now address the choice of p and «. First, set pg to be the dual exponent
of go defined in Theorem 3, and let p > po, so that its dual exponent g lies
in the range [1, go) of applicability of Theorem 3. We then choose « so large
that 2pa > d. Theorem 3 thus implies

2q
d 1y,d 1
sup | 37 (o (L IV, Gy O ) S+ T

ac

yezd
whereas
> lyI? e a
TEPY(E ) = — 41 <(t+1)2.
> w7, ) Z(i+1+) S+
yezZd yezd
Combined with (39), this yields the desired estimate (37). O

Proof of Lemma 5 Forallt > 0and p > 1

_ d 1
A{D(ulul*P~%) - Du) < ~Ji1p (@®P).

Indeed, since u(t) = exp(—tD*a(0)D)¢,
0 *
au + D*a(0)Du =0 t >0, (40)

whose weak formulation with test-function u|u |2P 2e(C® (R4, Cp(£2)) reads

d 1

i (@HP) = —(DW|u*’~?) - a(0)Du) < —A(D(u|u|*’~?) - Du),

where we used the diagonality of @(0) in the last inequality. The claim follows
from the inequality D (u|u|*?~2)- Du > | Du|*?, which is a consequence of the
elementary estimate: Forall a, b € R we have (a|a|*? =2 —b|b|*’~%)(a—b) >
(a — b)*. O
Proof of Lemma 6 The claim can be reformulated as

A@) ;= sup (1 +s)a(s) < 1. 41

0<s<t

Step 1. Two auxiliary estimates.
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We claim that

bsyds S 1, (42)

The first estimate follows from Holder’s inequality, Eq. (28b), and the non-
negativity of a:

1

(%) 19

1 d 1
/b(s)alss(rz—n)1 z —/Eaf’mdt < (- Pa).
T] T

(43)
The second inequality can be deduced from the first one as follows: Let N € N
satisfy 2N=lz < 17, < 2N ¢|. We then have

© No1 27 43y N-1 1
/b(s)ds < > / b(s)ds < > (Q2"t) "7 a"m)
7 n=0 oy n=0

N—1 ,
< D> A+ 2 ) AR )
n=0
N—-1

A t 1
mo;o one A(‘L’z) Z(an’l)l_;(l + 211_[1)—)/
n=0
N-—1
1=l 1—y—1
< AW S Ay |7
n=0

Step 2. A threshold estimate.
Letl <t < zltt' We claim that

1

t+Da@) S 14777 + (zl‘y‘i + m(t—+l))A(t).
(t+ 17

First notice that by (28b) the function a(-) is non-increasing. Hence,
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2 t / /
a(t) < ;/a(t)dt

L
2

28a) | | 1 r
S ;/(f”r H7Vde + ;//(f/—s—i- D)7Vb(s)dsdt’. (44)
: £

The first term of the RHS is estimated by

t
1
;/(t’ +D)7Vdt S @+ 177 (45)
3

For the second term of the RHS of (44), we split the inner integral into three
contributions that we estimate separately. More precisely, we shall prove that

tr T
1 1
;//(t/—s—i—l)_”b(s)dsdt/ <+ D7, (46)
% 0
1 :

1

;//(t/—s—l—l)_”b(s)dsdt/ e+ 1) TTTEAW), (47)
LT

2
t

t/
1
;//(t/ — s+ 1)7Vb(s)dsdt S+ 1)77

t

MAU). (48)

t+1)7

[T

2

Argument for (46): Since T < fT < %, wehavet —s +1 > %/ + 1. Hence,
T

(42) 1
/(t/ — s+ D7Vb(s)ds < (' + 1)_”/b(s)ds < '+ 1)_7’r1_5a(0),
0 0

and (46) follows by (45) and (28a) for t = 0 in the form of a(0) < 1.
Argument for (47): As above we have

I !

2
(42) ,
/(t/—s—l—l)_yb(s)ds,S(t'—l—l)"’/b(s)ds <@+ TTTIAW),
T

T
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and (47) follows by (45) and the monotonicity of A.
Argument for (48): Since

!
f<t'<t and 5S<s<t
<
f‘ <s<t and max{s, %} <t < min{2s, t},

we obtain by switching the order of the integrals:

t ot
1
;//(t/—s—l—l)_y dt' b(s)ds

L

7
1 t t—s
= ;//(t”—i—l)_ydt”b(s)ds
% 0

t t

>1 1
< /b(s)ds x ;/(t”+1)‘1dt“
0

t

t/
1
;//(t/ —s+1D77b(s)ds dt’

1
2 32

IA

<

ESEN

42

1 In(t +1
<+ ,,A(t)@

In(t + 1)
(t+1)7

>1
tS (t+D7VAQ)

The claim of Step 2 follows from the combination of (44)—(48).

Step 3. Proof of (41).
For = > 1, ln(t—Hl)
(t+1)P

Step 2 can be upgraded to

is monotone decreasing for ¢+ > t. Hence for v > 1,

_1 1 In(r+1
C+D7a@) S14+7' 77 JF(T1 Tt (—+1))A<r).
(t+1Dr
1
1=7=% and M tend
T+1)?
to zero as T — 00. Hence, by Step 2 we can find a threshold 7o > 0 only
depending on p, y and C; such that for all t > 41,

Because of y > 1 and p < oo, the expressions t

1

(t +1)7a() < C, (1 + r;_f’) + %A(t),
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where C; is a constant only depending on p, y and Cy. For all > 0 we then
have

A@) < sup (1+s)a(s)+ sup (1+s) a(s)
0<s<4rg drp<s<t
1-1 1
< sup (I+s)a(s)+Cr (1 + 1, ”) + EA(I),

0<s 54‘[()

that is |
1—-1L
A() <2 sup (1+s)a(s)+2C(1+1, 7).
0<s<4r1y
Since
(28b) 1 (28a) :
sup (1+95)7a(s) < (144" 77a0) < (1+41)" 77,
0<s<dr

we deduce that A(¢) is bounded for all # > 0 by a constant that only depends
on p, y,and C. O

Proof of Lemma 7 Letv(x) := D*§(x) denote the stationary extension of the
initial data. Since £ is almost surely L-periodic, we have

Z v(x) = Z V*€(x) =0  (-)-almost surely,
xe([0,L)NZ)4 xe([0,L)NZ)4
and consequently
Z u(t,x) =0  (-)-almost surely.

xe([0,L)NZ)4

From the Poincaré inequality for mean free L-periodic functions, we deduce
that

2

L
> e <= > |Vut.x) () -almost surely,
xe([0,L)NZ)4 ¢ xe([0,L)NZ)4
and thus, by stationarity,
120) < E 10uo?) < L (pu) - a@bu) = —L— 4 2o
) ~ Ccor 2coA dt ’
so that the claim follows by Gronwall’s lemma. m|
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4 Estimates on the corrector in stochastic homogenization

The corrector ¢ can be formally recovered by integrating in time the function
u(t) := exp(—tD*a(0) D)0, (49)

where 0 := —D*a(0)e is the RHS of the corrector equation (4). Making
this connection rigorous for the modified and periodic correctors yields the
following moment bounds.

Proposition 1 Letd > 2andlete € R? be an arbitrary direction with |e| = 1.

(a) (Modified corrector). Let u > 0. Assume that (-) satisfies either (11) or (8)
(for some L € N). Then the unique solution ¢, € L?(Q) of the modified
corrector equation (5) satisfies

| nz(L+1) ford=2and1<p<2.
(Ipul”)? SYIn(; +1)  ford =2and p > 2,
1 ford > 2,

(DG 1P)7 <1,

foralll < p < oo.

(b) (L-periodic corrector). Let L € N and assume that (-) satisfies (8). Then
the unique solution ¢ € L*(2) of the corrector equation (4) in the form of
(6) satisfies

1 In2(L+1) ford=2and1 < p <2,
(I¢17)» S{In(L+1) ford =2and p > 2,
1 ford > 2,

(1DpIP)? <1,

foralll < p < oo.

For both (a) and (b), the multiplicative constants only depend on p, p, A, and
d.

(The proof is postponed to the end of this section). For d > 2 in the case of
(11), the boundedness of the corrector was obtained originally in [21, Proposi-
tion 2.1] (the spectral gap estimate SG(p) indeed implies the version of the
spectral gap estimate used in [21, Lemma 2.3]). For d = 2 in the case of (11),
and for d > 2 in the case of (8), these results are new. In terms of scaling in
w and L, these estimates are optimal except for d = 2 and p > 2. Yet, using
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the spectral gap estimate on the corrector equation and bounds on the elliptic
Green'’s function, one can prove that for d = 2 and for all p > 1 (see e.g. [23]
in the case of continuum elliptic equations),

(I6ul”)? S b + (1D IP)7

so that the optimal bound for p > 2 follows from the bounds on (| D¢, |”) in
Proposition 1. The same argument holds for periodic ensembles.

Remark 4 In dimensions d > 2 Proposition 1 implies that the corrector equa-
tion (4) admits a unique solution ¢ € L?() with (¢) = 0. In addition, for all
1 <p<oo,

1
(I¢17)r S 1.
In dimensiond = 2 stationary correctors do not exist. However, as it | 0, D¢,

converges to some potential field ¥ in L2(2)¢ which, in view of Proposition 1,
satisfies forall 1 < p < o0

1
(Iw7)yr S 1.

Proof of Proposition 1 Both statements (a) and (b) follow from Theorem 1
using the same strategy, and we only prove the former. Let u be given by

1
(49). Since for any 1 < p < oo we have Zyezd«g_S)Zp)w < 2, Theorem 1

combined with Jensen’s inequality in probability yields

(|u(t)|1’)% <(t+ 1)‘(%+%) forall 1 < p < oo, (50)

from which we deduce that

o0

du ::/exp(—ut)u(t)dt

0
defines a function in L”(£2). By construction ¢,, satisfies the identity:

o0

ndy = M/eXp(—w)u(t)dt

0
00

9 a
= —/ g(exp(—ut)u(t)) + exp(—ut)gu(t) dt
0
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o

=u(0) — / D*a(0)D(exp(—ut)u(t)) dt
0
— 0 — D*a(0)D¢,.

It remains to establish the desired estimates. By the triangle inequality in
LP(2) and (50) we have

o o0
1 1
(op)r < / exp(—ut) (Ju(®)|?)7 di < / exp(—ut)(t + 1)~ dr
0 0
1 —
< ln(ﬁ + 1) ford =2,
~11 ford > 2.

For the sharper estimates on ¢, for d = 2 and p < 2, it is enough to use the
semi-group property for p = 2. Since D*a(0) D is symmetric, we have for all
t,s =0, (u(s)u(r)) = (u?(:$)). Hence,

[e.¢] 2 o0 o0
<(/u(t)exp(—m)dt) > = //(ﬁ(%)exp(—u(s+r))>dzds
0 0 0
o0 o0
= 2//(u2(t) exp(—2ut)) dr ds
03
o0 0
(50)
< //exp(—Z,ut)(r + 1) 2dtds
03
< InG; + 1),
as desired.
It remains to prove the estimates on the gradient D¢, for d = 2 (for

d > 2 this follows by discreteness and the estimate on ¢,, itself). By Jensen’s
inequality in probability, it is enough to prove the claim for p = 2p with
p > 1 so that one can appeal to the Caccioppoli inequality of Lemma 5. We
fix y € (p — 1, p) and note that this yields both

o0 o0
/(z +1) 7 Tdt <00 and /(r 1) Pdr <00, (51)
0 0
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As announced, we then have:

1 A-inequality 7 1
(1Dg1P)7 L / (| exp(—un) Du()|?)? di
0
0
1 V4 _Y
< /(|Du<r)|P)ﬂ (t+ 1)+ 1) 7 dr
0
=1
Holder

<

(IDu()|P) (¢ + 1) d /(z + 1)t
0

(5D,
Lemma 5

|

d
dt

(lu?) (t + 17 dt

(@) <1 1
< (lu@®P) ¢ + 17 ar | +1

~

2
0\8 0\8 0\8

1
(50),

QU

=2 (51

&Y 14
/(r+1)V—1—sz +1 < 1.
0

N

5 Approximation of the homogenized coefficients by periodization

In this section we prove Theorem 2 which establishes an optimal error estimate
for the approximation of apom by periodization. We present a complete analysis
for i.i.d. coefficients and partial results for ensembles satisfying (SG).

5.1 Auxiliary results and proof of Theorem 2

The mathematical version of the periodization method is the following: Let (-)
denote a stationary and ergodic ensemble and apon, the homogenized matrix
associated with (-) via (1). To approximate anom we

e approximate @pom bY @hom,r, Where anom,; is the homogenized coeffi-
cient associated via (1) with a suitable stationary L-periodic ensemble
(-, which we think of as having the same “specifications” as (-). This
introduces a systematic error, which we will only fully study in the case of
the 1.1.d. ensembles;
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approximate @nom,1 by @ay, 1, cf. (12), for some realization @ distributed
according to (-) 7. By stationarity and periodicity we have

cayr@e=L"" > (Vpx)+e)ax)(Ve(x)+e) and (@ay,L)L=Chom.L-
xe([0,L)NZ)4

where 5 is defined via (6). Replacing anom, 1, by @4y 1. introduces a random
error.

Remark 5 In case of the i.i.d. ensemble studied in this paper, the definition
of the stationary periodic ensemble (-); and its coupling to (-) is natural, see
Definition 3. For a general ensemble, this is more subtle, and we shall now
sketch two situations in which it is clear what to do.

ey

2

Suppose that (-) is the push-forward of an ensemble (-)¢ under a transfor-
mation ®: Q — €2, which is stationary in the sense of ®(a)(x + z) =
®(a(- + z))(x) (in order to preserve stationarity of the ensemble), and
which we think of being short-ranged (e. g. a convolution operator with
integrable kernel). Suppose further that the base measure (-)q is such that
there exists a natural stationary L-periodic version (-)o, 7, and that it is nat-
urally coupled to (-)o. The latter means that there exists an ensemble () .
on the product space (a, b) € ([0, L)N Z)? x 74 such that the distribution
of a is that of (-)¢ 1, the distribution of b is that of (-)¢, and that @ = b in
(the middle of) ([0, L)NZ)“ (as would be the case for the i.i.d. ensemble).
Then a suitable L-periodic ensemble (-);, and coupling (-). is given by the
push forward of (-)o,z, and (-)o . under ®.

Suppose that, in the jargon of statistical mechanics, the ensemble (-) is an
infinite-volume Gibbs measure, with a translation invariant formal Hamil-
tonian coming from finite-range specifications. To fix ideas, we consider
the one-dimensional lattice (i.e. d = 1), a two-valued spin space (i.e.
a(x) € {A, 1}), and a nearest neighbor interaction (i.e. given by the specifi-
cation H (a(x), a(x+1))). Inthis case, the natural definition of a stationary
L-periodic ensemble is the following: The probability of a configuration
a = (a(0),...,a(L — 1)) is given by

1 L—1
PL(@) = - exp(— > H(a(x),a(x + 1)) — H(a(L - 1), a(O))),

x=0

where Z is a normalization constant. The coupling is more subtle: consider
(-]a(0)) L, i.e. the L-periodic ensemble (-|a(0))r conditioned on a(0), and
(-]b(0), b(L)), the infinite ensemble conditioned on (b(0), b(L)) (we use
the latter b for the random variable of the infinite ensemble to avoid con-
fusion). Because the interaction is nearest neighbor, (b(1), ..., b(L — 1))
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and {b(x)}rg(0,...1) are independent under (-|b(0), b(L)). Because the
interaction is stationary, (a(1),...,a(L — 1)) and (b(1),...,b(L — 1))
are identically distributed under (-|a(0)); and (-|b(0), b(L)) provided
a(0) = b(0) = b(L). Hence it is straightforward to couple the conditional
measures (-|la(0)) 7 and (-|b(0), b(L)) in such a way that (a(1), ..., a(L—
1)) = (bA),...,b(L — 1)) provided a(0) = b(0) = b(L). Let
(la(0), b(0), b(L)), denote this coupling. Then a coupling (-). of (-)r
and (-) is given as follows: Let Pr(a(0)) denote the probability of a(0)
under (-); and let P(b(0), b(L)) denote the probability of (5(0), b(1))
under (-). For any function ¢ = ¢(a; b) we set

Oe= D > (£1a(0),b(0), b(L)),
(b(0),b(L))e{r,1}2 a(0)e{r, 1}
x PL(@(0)) P(b(0), b(L)).

This is a good coupling: Since the distribution of a(L/2) under (-|a(0))r,
depends only weakly (exponentially weakly in L >> 1) on a(0) and like-
wise the distribution of (L /2) under (-|b(0), b(L)) depends only weakly
on (b(0), b(L)), we have a(L/2) ~ b(L/2) under the distribution of
(-]a(0), b(0), b(L)). and thus under (-).

We first discuss the random error, which is the variance of @,y 1. Using the
bound on the quartic moment of the gradient of the corrector in Proposition 1
(b), we shall prove the following optimal estimate:

Proposition 2 (Optimal variance estimate) Let d > 2, (-) be stationary, L-
periodic and satisfy SGy (p). Then for all e € RY, |e| = 1, we have

var[e - @ay.re] S L7,

where the constant only depends on p, A, and d.

Proposition 2 shows that the random error decays at the rate L% of the central
limit theorem. Since this error is due to fluctuations, its effect can be reduced by
empirical averaging: For N € N consider the random matrix a,y, 1y defined
via (15)wherea', ..., a" denote N independent realizations of the coefficient
field distributed according to (-). Under the assumption of Proposition 2, for
alle € RY, |e| = 1, we then have

var[e - aay. 1 Ne] = Nvar[e “agy.rel S NL , (52)
where the constant only depends on p, A and d.
For the systematic error we prove the following estimate under the assump-

tion that the coefficients are i.1.d.:
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Proposition 3 (Optimal estimate of the systematic error) Let d > 2, (-) and
(-)1 be the infinite and L-periodic i.i.d. ensembles associated with the same
measure 3 on Qq (cf. Definition 3). Then we have

—d 1,.d
|@hom — ahom,LI § L™ In“ L,

where the constant only depends on A and d.

Evidently, Theorem 2 is a direct consequence of Proposition 2 in the form of
(52) and of Proposition 3.

In order to estimate the systematic error we require additional “inner”
approximations that rely on the modified corrector equation (5). To that end
notice that—as a merit of the pu-regularization—the modified corrector ¢,
(associated with a direction e via (5)) can be defined independently of the
ensemble: Indeed, pointwise in @ we have ¢, (a) = aﬂ(a, x = 0) where

Eﬂ (a, -) is the unique bounded solution of
1, (a, x) + Va(x)Ve,(a,x) = —Va(x)e, xeZ (53)
The resulting function ¢, : 2 — R is continuous and thus a measurable

solution of (5) (see [21, Lemma 2.6]).

Definition 4 (u-approximation) Let (-) be a stationary ensemble. For k € Ny
and u© > 0 we inductively define symmetric matrices via: For all

eeRd,

k
ahom,p.

e oy € =€ ahomue = (Dgy + ) - a(0) (D, + ¢)),
1 54)
k . k+1 _k—1 k—1
ahom,u i 2k+1 _ (2 * ahom " ~ hom 2u)

where ¢, denotes the modified corrector (for direction e).

By elementary spectral theory one can show that @hom, . —> @nom as u | 0 for
general ergodic ensembles. The matrix aﬁ m. is a “higher-order” approxima-
tion for apem based on a Richardson extrapolatlon With these approximations
at hand we split the systematic error |@hom, — @hom| iNto two systematic

sub-errors and a coupling error: For arbitrary p > 0 and k € Ny we have
|@hom, . — @hom| < |aﬁom,L,u — @hom, L|
+ |aﬁ0m’ T Ahom | (systematic sub-errors)  (55)
+ Iaﬁova’lL — aﬁom,ul (coupling error),

where aﬁom and ahom L are associated with (-) and (-)p respectively,

through the induction (54)
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We first discuss the systematic sub-errors, the estimate of which only
requires (SG). Following [19], we estimate the systematic sub-errors by
appealing to spectral calculus. Indeed, since the elliptic operator D*a(0)D
is bounded, symmetric, and non-negative on L?($2), the spectral theorem
yields the existence of a spectral measure P(dv) on [0, +00) such that for
all ¢ € L*>(€2), and suitable continuous functions f, we have

F(D*a(0)D) = / FO)Pdv)e.
0

As already used by Mourrat in [30], estimates on the semigroup allow one
to quantify the bottom of the spectrum of D*a(0)D. In particular, by [19,
Theorem 7] (see also [30, Theorem 2.4]), Theorem 1 answers positively a
conjecture of [19] and yields:

Corollary 1 Let d > 2. Let (-) denote either a stationary ensemble that sat-
isfies SGoo(p), or a stationary, L-periodic ensemble that satisfies SG(p).
We let P(dv) denote the spectral measure of the operator D*a(0)D, and
let © = —D*a(0)e denote the RHS of the corrector equation in some fixed
direction e € R? with le| = 1. Then, for all v > 0, we have

v
/ P (dv)d) < 33+,
0

where the constant only depends on p, A and d.

Based on this, we shall prove the following estimate of the systematic sub-
error:

Lemma 8 Letd > 2. Let {-) denote either a stationary ensemble that satisfies
SG o (p), ora stationary, L-periodic ensemble that satisfies SG1,(p). Let @nom
and aﬁom, M be associated with (-) via (1) and (54), respectively. Then for all

non-negative integers k > % — 2 and u > 0 we have

IS

k
|ahom,u — Qhom| § n=,

where the constant only depends on k, p, A, and d.

Note that this lemma applies to both errors |aﬁ0m’ W Qhom| and Iaﬁom’ Lo~

Qhom, L l.
Finally, we study the coupling error. It is the only term that relates the
original ensemble (-) with the periodic proxy (-)z. Hence we need to specify
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the approximation mechanism used to construct (-); from (-). In the present
contribution we discuss this issue rigorously only for i.i.d. coefficients, for
which the L-periodic proxy (-); can unambigously be obtained by using the
same base measure . For our purpose the following estimate on the coupling
error is sufficient:

Lemma9 Letd > 2, (-) and (-), be the infinite and L-periodici.i.d. ensembles
associated with the same measure 8 on Q2 (cf. Definition 3). Then there exist
o > 0 only depending on d and co > 0 only depending on A and d, such that
forall n € (0, 1] and any direction e € RY, |e| = 1, we have

le - Qhom,L,u€ — € - ahom,ue| S \//_L_a GXp(—CoﬁL), (56)

where the constant only depends on A and d.

5.2 Proofs of the auxiliary results

Proof of Proposition 2 Set£ := e-auy e = L™¢ ZXE([O’L)QZ)d (Vo(x)+e)-
a(x)(Vp(x) + e). In the following we drop the subindex L in the notation for

ad
m and ( )L,y-

: 9.
Step 1. Estimate of VW'

> VE[ £ fle+vaomP), . (57)

xe([0,L)NZ)4
We apply the vertical derivative aiy to (6):
0=V'a(0)VEE 1 V* (a(0) (V) + ), — [a) (VH (o) + ), )

Hence, 3¢§‘y’") is an L-periodic function and satisfies

V¥a(x)v2ex) 3“’(“ Y — V*E(a, x, y)

forall x,y € Z¢ and (-)-almost every a € 2, (58)
with a RHS given by
£(a,x,y) = ([@)(VE(x) + o), — a(x) (Vo) +e), .
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This yields &(a, x, y) =0 whenever x —y & LZ%. The weak formulation of
(58) with (periodic) test- functlon y1elds the a priori estimate

LD IVEMP = VR - £0.y) < 2AVE M + VB,
xe([0,L)NZ)4

Combined with |V%(y)|2 =< 2 e, )Nz IV%(JC)IZ, we get (57).

: €.
Step 2. Estimate of %

2] < 279 (14 VEOP + (le + VE0IP), ).

Indeed, by the following vertical Leibniz rule

a(cm) =2 0{2 aclg 3{1@_<&@>
dy dy ay dy y’

we have

L=1 > a: 35 (e + Vo) ® (e + V(1))

xe([0,L)NZ)4

4 Z M e+ Vo) ® (e + Vo(x))
xe([0,L)NZ)4

LY M (o4 VE) ® (e + V)
xe([0,L)NZ)4

—L > (M (e V() @ (e + VEW)))) -

xe([0,L)NZ)4 Y

For convenience, we denote by /; the first term of the RHS, and by I, the
sum of the other three terms. Since

da(x)
dy

_ 2 ifx —yeLZ4,
0 else,

and |af| < ¢l 4 (I¢l)y forall ¢ € L*(2), we have

L1 S L7 (IV80) + el + {IVE() + ), ).
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To estimate /| we appeal again to the vertical Leibniz rule:

n=L" a(x): 9 ((e + Vo(x) ® (e + Vh(x)))
dy

xe([0,L)NZ)4

=207 > a@:i(e+ V) ® vg—‘iﬁ(x)
xe([0,L)NZ)4
—d . 65 6$
—L > aw): V@) ® Vi)
xe([O,L)ﬂZ)d
—d . 85 Ba
_L > aw: <V®(x) ® Va—y(x)>y.
xe([0,L)NZ)4

The first term of the RHS vanishes identically by (6), whereas the last two
terms are controlled by Step 1.

Step 3. Conclusion via Spectral Gap Estimate.

We apply the Spectral Gap Estimate to e - @y home, use Step 2, and then
Jensen’s inequality to bound the variance of e - @, home by the quartic moment
of D¢:

1 2
varle - az pomel = ((€ — (£))?) < ° Z <(%) >
ye([0,L)NZ)4
Step 2

LS (e VRO + [l + VB2

ye([0,L)NZ)4
< L™ le + Dol*).
so that the claim follows from Proposition 1 (b). O

We only display the proofs of Corollary 1 and Lemma 8 in the case (11)
since the argument in the periodic case (8) is similar.

Proof of Corollary 1 We simply apply the semigroup ¢ — exp(—tD*a(0)D)
of Theorem 1 to 0, and define for all t > 0

u(t) := exp(—tD*a(0)D)0.
By the spectral theorem, u(t) = fooo exp(—tv) P(dv)0, so that for all ¢ > 0,

1
o0

W(t)) = / exp(—211) (0 P(dv)d) > exp(—2) / P (dv)d).
0

0
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Corollary 1 thus follows from the estimate (u?(1)) <@+ 1)7(%+1) of Theo-
rem 1.

Proof of Lemma 8 We start with writing the Richardson extrapolation in spec-
tral variables in the spirit of [25] and [35]. First, notice that by (4) we have

€ - Ahom, € = <(D¢u +e)- a(o)(D¢u +e))
= (e-a(0)e) +2(D¢, - a(0)(D¢, + e)) — (D¢, - a(0)D¢,)
= (e-a(0)e) — 2M<¢i) — (¢ (D*a(0)D)p). (59)

Since ¢, = (u + D*a(0)D)~ ', the spectral theorem yields ¢, =
fooo # P (dv)0, and thus (59) turns into the spectral representation formula:

o0

2u+v

e - apom,ue = (e -a(0)e) —

By the Lebesgue dominated convergence theorem, we obtain in the limit i | 0

C

e - anome = (e - a(0)e) — /l (0P (dv)0). (60)
0

The combination of both yields

oo

1
e - (@hom,u — @hom)e = Mz/ m(aP(dv)a).

From (54) we conclude by an elementary induction argument that for all k €
No,

o0

pr(v, 1)
e (aﬁom,u — @pom)e = Mk+2/

V(2% + )2 (2K 4 v)?

(0P (dv)o),

where p; denotes a linear combination of monomials x/v/ of total degree
i +j =k.Since |pr(v, w)| < (u+ V) forall v, & > 0,

o0

1
k k+2
le - (ahom,u — @nom)e| 5 n + /

—— (0 P(dv)0).
k+2
/ v(pn +v)
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Corollary 1 implies for all monotone decreasing functions f(v):

1 1
/ FOQP@EV) < / Fyvidy,
0 0

and thus
ro 1 1
d
_@P@) < [ viT!
/V(u+v)"+2( @) >N/” END e
0 0
1
d i b
_ Ltk -
a (d+ope2
ik

—(lﬁ)kﬂ is integrable on (0, co) for k > % - 2.
Combined with [ 1 (0P(dv)0) < 1(cf. (60)) the claim of the lemma follows.

where we used that v +—

Proof of Lemma 9 We split the proof into four steps.

Step 1. Definition of the coupling.
For L e N consider the periodization mapping

T : Q — Qp, a— Tra,

where Ty a denotes the unique element in €2; such that a(x) = Tra(x) for
all x € ([—%, %) N Z)?. Since () is a product measure, (-); is obviously the
pushforward of (-) under 77, i.e.

(fY)r =(foTr) forall (-);-measurable f. (61)

Step 2. Reduction to an estimate on the corrector.
We claim that

1
oA
|e‘ahom,L,ue - e'ahom,uel § E (l‘pu oTyyoTpoT y, — ¢/L| )2 s

(62)
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where T, : 2 — Q, a — a(- + x) is the shift operator. Thanks to (61) we
have

€ - Qhom,L,u€ = ((D‘,bu +e)- a(O)(D¢u + e)>L
= (D¢ + ) -a(0) (D¢, + e)) o Ty)
“OL= O (D 0 T + ) - a(0) (D o Tp + ),

so that

e - (ahOIIl,L,pL - ahom,p,)e
=((D¢y o TL +e)-a(0) (D¢, o Ty +e) — (D, + ) - a(0) (D, + e))

<106, 01 - 06,7 (D8 +(Dour?) +1)

—_

S(IDgy o TL — Dgul?)?,

using the elementary a priori estimates (|D¢M|2), (|D¢)M|2) L < 1. Combined
with

(1D o TL—D¢ul*)? < d(lpy o TL—pl*)’

d 1
+ D (l¢uo T 0 Tr o To—¢ul’)?

i=l

this yields (62).
Step 3. Representation formula for the difference of the correctors.

Letxg € {0, €1, ..., eq} befixed. Fora € Qdefinea := (Ty,0Tr0T—y,)(a).
We claim that

|6u@ — pp@)] = D [V:Gu(@. 0.0V, (a.2) +el.  (63)
z€Zd
Iz\z%

where G (a, -, -) is the Green’s function of the elliptic operator u + V*aV.
Indeed, since Eu (a,-) — $M (a, ) is an £>°(Z%)-solution of

(u+V*av) (¢,@ ) — ¢ (@ ) =Via—a)(Ve,a, ) +e),
the Green representation formula reads

$,@.0)~¢,@.0) = > V.G,(@0.2) (). with f(2) = (a(z) ~@(2) (Vo (@.2) +e).

zeZ4
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By construction, we have a(z) = a(z) for z + xg € ([—%, %) N Z)?. Hence,

Vo, (a,)+e| forlz| =%,
0 else,

| f ()] 5[

and the desired estimate (63) follows.

Step 4. Conclusion.

We note that 0 < G,(a,0,z) < u_' exp(—co./ulz|), for some c¢o > 0
only depending on A and d, as can be seen by an elementary argument (see
e.g. [20, Lemma 23]). Thanks to discreteness, we get

IV:Gu(@,0,2) S ™" exp (—cov/mlz) (64)
The combination of (62), (63), and (64) then yields

e - (ahom,L,/L - ahom,u)e
1

2 2
5< > exp (—cov/mlzl) V@, (2) + el >
MES
A-ineq. and stationarity of V¢ 1
< " ((IDguP)+ 1) D T exp (—cov/alzl) -

L
lz|>%F

and (56) follows from the energy estimate (|D¢M|2) < 1 and the evaluation
of the sum on the RHS.

Proof of Proposition 3 Fix a non-negative integer % -2 <k < %, and let

aﬁom, . (resp. aﬁom’ L. u) be the approximate homogenized coefficients of Def-

inition 4 associated with (-) (resp. (-)z). By combining (55), Lemma 8, and
Lemma 9 in the form of

k k
|ah0m’L,M - ahom”ul g Sup |ah0m,L,[L - ahOm,ﬂla
pn=p=2kp
we get
d _
|@hom,L — @hom| S 12 + /i " exp (—co/1L) . (65)
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It remains to optimize (65) in w. To this aim, note that for all @’ > 0, ¢p > 0
and L > 1, we have

InL\¢ o
() < min (v via expt—coviin)

L
d
()’
~\ L
where the constant only depends on o', ¢ and d. Combined with (65), Propo-
sition 3 follows. O

6 Estimates on the gradient of the parabolic Green’s function
6.1 Auxiliary lemmas and outline of the proof of Theorem 3

Unless stated otherwise, a denotes in this section an L-periodic coefficient
field in p (cf. Sect. 2.1) and G (¢, a, x, y) is the associated L-periodic
Green’s function. When no confusion occurs, we suppress the argument a
in the notation. Note that G := L~ is the spatial average on ([0, L) N 7)4
of Gp(t,-,y)forallt > Oandy € 74, Throughout this section we shall write
f dx for the sum over x € ([0, L) N Z)¢. We denote by d; the L-periodic
weight d; (x) := dist(x, LZ%) + 1 and recall that

1
d? 2
wr(t,x) = ( tL—lfxl) + 1) .

We first recall standard pointwise bounds on the Green’s function itself:

Lemma 10 (Estimate of G1) For any weight exponent B < 00 we have

GLit,x, ) S+ 2w (t,x—y) fort SL2 (66)
_ I3
1GL(t,x,y) — G| S L% exp (_COE) fort > L2, (67)
where the constant depends only on B, next to . and d, and coy > 0 is a constant

that only depends on A and d.

Lemma 10 essentially reflects the exponentially decaying tail of the Green’s
function. It is well-known that in the continuum case the exponential decay
can be upgraded to a Gaussian decay:
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2
Gcont(t’x’ y) S t—% exp (_CO |x _t M ) ’

as was first established for the continuum Green’s function G°™ by Nash [33]
and Aronson [1]; see also Fabes and Stroock [14] for a stream-lined approach.
In the spatially discrete case the Gaussian behavior of the tail does not hold.
A lower bound with the exact (exponential) tail behavior has been obtained
by Delmotte [8]. For the upper bound and a partial Aronson lower bound see
also [17, Propositions B.3 and B.4].

Lemma 10 treats the L-periodic Green’s function, not the whole-space
Green’s function as addressed in [8]. Its proof is a slight refinement of the
classical approach by Nash, smuggling in the weight function when needed.
Since the argument is standard, we omit the proof and refer to [20, Section 7]
for details.

In addition, we need for the proof of Theorem 3 the following Meyers
estimate for discrete L-periodic parabolic equations:

Lemma 11 (Discrete, L-periodic, parabolic Meyers’ estimate) There exists
g > 1 depending only on A and d such that for all u : R x Z¢ — R,
f:RxZ! - Rand g : R x Z¢ — R4 compactly supported in t and
L-periodic in x, with u smooth in time and related to f and g via the equation

ou+VavVu=V¥ig+ f (68)

for some a € Q, we have forall1 < q <gq

1
2q 2q

o o0
//|W|24dxdt < //|g|2qudt
(0.0)

o0

q+d i
/ (/ |f|24+d dx) dt , (69)

where the constant only depends on q, A, and d.

This result is the discrete counterpart of the well-known parabolic version
of the original Meyers estimates for elliptic equations [29]. Since the proof is
standard we only sketch the argument and refer to [20, Section 7] for details.
The argument relies on the Calder6n—Zygmund estimate for discrete parabolic
and elliptic equations (with periodic boundary conditions), and a perturbation
argument where a is viewed as a perturbation of the constant matrix Lrrig -

2
recall that we assume the uniform ellipticity in the form of A < @ < 1. Indeed,
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a direct calculation shows that we may rewrite (68) in terms of the function
i = u — i (where i denotes the mean of u) as

it + AV Vi = Vg

with RHS
g:=g+Vv—(a—Fid)Vi

and v given as the unique solution with Z([o Lynzyd v = 0 of the L-periodic
Poisson equation

V*Vu=f—f (with f the mean of f).
In the constant-coefficient case, i.e. when a = %id and therefore g =
g + Vv, the estimate (69) directly follows from

o0 o
//|Vﬁ(z,x)|2qudt§//|§(¢,x)|24dxdz, (70)
—0o0 —o0

2q+d

2 29 . < A2 d
Vv [ dx < [ f(x) — fl2+d dx . (7

Estimate (70) is a discrete, parabolic Calderén—Zygmund estimate, while (71)
is obtained by combining a discrete elliptic Calderén—Zygmund estimate with a
Sobolev—Poincaré inequality. Both discrete Calder6n—Zygmund estimates can
for instance be obtained from their well-known continuum counterparts by a
direct comparison of the associated discrete and continuum Fourier multipliers
(see [20, Section 7.4] for details). The additional Vii-term that appears in the
variable-coefficient case in the definition of g can be absorbed into the LHS.
Indeed, the multiplicative constant in (70) tends to 1 as ¢ — 1, whereas
[(a — lJrT’\id)VIﬂ < 1%X|Vﬁ| by uniform ellipticity. For the details we refer
to [20, Step 3 and 4, Proof of Lemma 24].

The proof of Theorem 3 is organized as follows. We only address the L-
periodic case, that is, statement (b). Based on Lemma 10, we shall derive the
following pointwise-in-time estimate

d 1
/ (@7 (1, x = MIVGLE, x, y)l)2 dx S+ 177 exp (_COE) :
(72)
see Steps 1 and 2 of the proof. The most delicate part is to increase the exponent

of integrability from 2 to 2q > 2 by appealing to Lemma 11. Statement (a) of
Theorem 3 follows from statement (b) by soft arguments in the limit L 1 oco.
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Indeed, by the Arzela—Ascoli theorem, the periodic Green’s function G (ay)
converges pointwise to the whole-space Green’s function G(a) if a; € Q2 is

the periodic extension on Z¢ of the restriction a|(—-L/2,L/2)NZ)-

6.2 Proof of Theorem 3 (b)

We shall need a Leibniz rule and a chain rule for discrete spatial derivatives:

Vu,v:Zd—>R, {

and forall 8 > 1

Va,b>0: |a? —bP| < C@?™' + P~ V)|a — b|,

where C only depends on 8.
For further reference we note that

Voo (t,x)] < (t +1)72,
wp(t,x) <1 fort 2 L2,

and recall that the weight d; satisfies

dp(x £ e) Sdp(x),
|Vdr (x)] < 1.

that for 2o > 1, we have

(74),(77b),(77a)

|V;d? (x)] 42 (x).

~

Step 1. L2¢2 estimate of VG

2T

1 o 2

7 | [t = pmiGie ) dxar
T

T
<S(T+1)" 2 lexp (—coﬁ).

Vi(uv) = (Viu)v +u(- + ¢;) Vi,
Viuv) = (Viu)v +u(- —e;) Vv,

(73)

(74)

(75)
(76)

(77a)
(77b)

(77¢)

In what follows, the spatial gradient of the Green’s function is always taken
w.r.t. the first variable, and we write VG (¢, x, y) for V, G (¢, x, y). Since
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the estimates are uniform in @ € €2, we may assume y = 0. In view of (76),
this statement follows from the two inequalities:

—// “(t, x)|VG (1, x,0)|* dx dt <(T+ 1)_’_1 for T < L%, (78)
<L T
— IVG(t, x, O)| dxdt < L T~ exp —coL2

for T > L2, (79)

up to changing ¢y when bounding L =47 ~! exp(—cy %) by 73! exp(—coﬁ)
for T > L?. We first note that integrating the inequality

L[ YGLt,x,00 = G)?dx = [(GL(t,x,0) — G1)3,G (1, x, 0) dx
= —fVGL(t,x, 0)-aVG(t,x,0)dx
<A [IVGL(t,x,0)>dx

from T to 27T yields

2T

//WGL(t,x,O)Fdxdt5/(GL(T,x,0)—c';L)2dx. (80)
T

Combined with (67), it yields (79). We now turnto (78). For T < 1 this reduces
to

—// A1, )| VGL(t, x,0) > dx dt <1,

which follows from the discrete estimate |V; G (t, x,0)| < |G(t,x,0)| +
|GL(t, x + e;,0)| and (66). It remains to address the case 1 < 7 < L2, By
definition of wy,

2T 2T
1 1
T//w%“(t,x)lVGL(t,x,0)|2dxdt§ 7//|VGL(t,x,0)|2arxdt
T T

+W//dl%a(x”VGL(f,x,0)|2dxdt.
T
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Hence, we need to show that for all « > 0,
//di"‘(X)IVGL(t,x,0)|2dxdt < %% for T < L2 81)

By Holder’s inequality, it is enough to show (81) for « = 0 and « > 1. For
o = 0, this is a consequence of (80) and (66), where the latter is used for a 8
with 8 > %. The starting point for « > 1 is the identity

—/di“() G (t,x,0)dx

—/V(dL“(x)GL(t,x,O))-a(x)VGL(t,x,O)dx

@ —/di"‘(x)ch<z,x, 0)-a(x)VGL (1, x,0)dx

d
—/ZGL(t,-+ei,O)Vidf“(x)aii(x)ViGL(f,x,O)dx,

which, combined with (77c), yields

—/df“( )=G2(t,x,0)dx < ,\/dza(x)WGL(r,x,onzdx
+C [ @ 06 LG 0 G L x, 00 dx

for some constant C only depending on « and d. Young’s inequality then yields

/d,%“(x)WGL(t x, 0% dx < ——/d )5 G (t, x,0)dx
+/d2"‘ 2(x)G3 (1, x,0) dx,

which we integrate between T and 27':

//d%"‘(x)WGL(t, x,0)>dx dt
T

/dga(x)G (T, x, 0)dx+//d2°‘ 2(x)G3 (t, x,0)dx dt
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<(T + 1)“/w§“(T, x)G3 (T, x,0)dx

2T
+/(r+1)°‘1/wi"‘—z(z,x)Gﬁ(z,x,O)dxdz.
T

We combine this inequality with (66) for a 8 with 2a — 28 < —d, and the
estimate

(1. x) dx < x P 1_%d < (417 82
/a)L(,x x_/(t+1+) x S+ (82)

R4
which holds for 7 < L? and any r > d, and which we apply withr = 2(8—«)

and r = 2(B — (o — 1)). In conclusion we get (81) for o > 1.

Step 2. L>°¢2 estimate of VG :

o 2 _d_ t
(a)L(t,x —NIVGL(t, x, y)|) dx S (t+1)"27exp —COE .

(83)

This upgrade of Step 1 follows from the semigroup property G (T, x, y) =
[ GL(t,x,2)G(T —t, z, y) dz, which we use in the form of

27/3

3
GL(T,x,y) = T / /GL(t,x,z)GL(T —t,z,y)dzdt.
T/3

We differentiate this identity w. r. t. x and use that 3 fTZ/T3/ 3 [GL(T —
t,z,y)dzdt = 1, so that by Jensen’s inequality

27/3

3
VGL(T.x P = 2 / /GL<T—t,z,y)WGL(z,x,z)Fdzdz. (84)
/3

Note that for all & € [0, 1], we have by the triangle inequality for all # > 0,
X,y,7 € Zd,
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> _di(x—y) dj(x —2) +d}(z —y)
LN =TT 1

2 2
sz(ﬁiil9+4)(ﬁ£:32+1)
t+1 t+1

< 203 (01, x — )01 ((1 — )1,z — ). (85)

+1<2

+1

Thus, integrating (84) on ([0, L) N 7)% and using (85) with 8 = % e [0, 1]
yields

/?%%nx—yNVGuTJ;wﬁdx

2T/3
3
i57'/!/Q%WT-hy—ZXhiT—uay)
T/3
x /wi“(t,x — 2IVGL(t, x,2)* dx dzdt. (86)

Next, we use Lemma 10 to estimate the term wi"‘ (t',z — y)GL(t', z,y) for
t' =T —tin (86):

Caset’ < L?:Estimate (66) showsthat G (1, z, y) < (t'+ 1)_%602}/ (', z—
y) for any weight exponent y < o0o. Taking y = 2« +r for some r > d yields

_d
(12— NG 2. ) S+ D 2o (2~ y).

Case ¢/ > L?: Estimate (67) shows that G (¢, x, y) < L™¢. Combined
with (76), this yields

(1 2 =Gt 2, y) S L™
Sincet' =T —r € [T/3,2T/3], we get

0¥ (T —1,2—y)GL(T —1,2,y)

T+ )0 (T z—y) for T < L2 &)
~lL for T > L%|°

We note for further reference that the integral of the RHS is of order 1:

T<L2: [(T+1) %0 (Tz=ydz | (88)
Tsz:fL_ddZ T
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which follows from (82).
Inserting (87) into (86) yields by Fubini’s theorem

- ’
/wi"‘(T,x—y>|ch(T,x,y>|2dx5/{”“) op (Tz—y forT <L

L for T > L2
27/3
wd 200 x —7)|V 2dxdrd
7 wp (t,x —2)|VG (1, x,2)|"dxdrdz.
T/3

By Step 1 (with T replaced by 7'/3 and y replaced by z), this estimate turns
into

/wi“(T,x—y)|VGL(T,x,y)|2dx

_d _y 2
5/ (T_—dH) 20, (T, z—Y) forTgL2 dz
L for T > L

_d_q T
x(T+1)"27 " exp —coﬁ )
which by (88) yields (83).
Step 3. Weighted L,Zqﬁ)ch—estimate of VGy: Forall 1 < g < ¢qo =

min{q, ﬁ}, where g is the Meyers exponent of Lemma 11, we have

€1
2q

2T

1

7| [ @i = nvGiax ) axar
T

_d_1,4d 1 T
ST+ 1) 272 2% exp (‘coﬁ)’ (89)

where the constant only depends on A, d, «, and ¢. In order to treat the cases
of T < L? and T > L? simultaneously, we introduce the notation

! _ ]G x,y) for T < L?
GL(I,X,)’) ‘_[GL(t,X,y)—GL fOI‘TzLZ .

W.lo.g. we assume that y = 0. We first treat the case T < 1. Since

~

IViGp(t,x,0) < |Gp(t,x,0)| +|GL(t, x + e, 0)], (77a) and the discrete
Eiq —K%—estimate yield
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/(wg(t,x)wGL(z,x,on)zq dx 5/(wg(z,x)|GL(t,x,0)|)2q dx

q
< (/ (@S, )IGL{, x, 0)])° dx) :

so that (89) follows from (66) for T < 1.

We now assume that 7 > 1, so that T ~ (T + 1). Let n : Rt — [0, 1] be
a smooth temporal cut-off function for the interval [T, 2T ] such that n(z) = 0
fort < %andt >4T,n(t) = 1forT <t < 2T,and|f1—'t7| < %.Weshallapply
the Meyers estimate of Lemma 11 to u(t, x) = n(t)wj (T, x)G’L (t, x, 0) (note
that 0% (T, x) does not depend on t). By applying the (continuum) Leibniz rule
to the time derivative, by adding and substracting the term n(V*aVG/)w9,
and by the defining equation of the Green’s function

8ZGL(tv a, x, O) + V;(a(x)vaL(tv a, x, 0) = 09
we have

du + V*avVu = (3G} + V*aVG))nw§ + nV*av(w]G})
—n(V*aVG)w§ + (3mwi G,
=nV*aV(]Gy) — n(V*aVG))w] + (9w Gy . (90)
For the first term on the RHS we use the discrete Leibniz rule (73) for all
i=1,...,d:
Vi (@i Vi(w]G})) = Vi (aii (ViG] ) + Vi (aii (Vio]) G (- + €)))
= (V}(aiiViG))) of + (Vi) (aiiViG}) (- — e)
+V; (aii (Vio}) G (- + €)) .

Hence (90) turns into
du+ V*aVu = V*(ago) + fi + f 91

with

d

go(t,x) := > (Viof (T, ) n()GL(t, -+ e;, 0)ei,
i=1

filt,x) == 2(10) 0§ (T, x)G (1, x, 0),

d
fo(t, x) == n(1) Z (Viw§ (T, x)) aji(x — e)ViG(t,x —¢;,0).
i=1
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Since we have written (91) in the form of (68) we may apply Lemma 11. We
thus need to estimate agg, fi; and f>. It suffices to establish the pointwise-in-
time estimates

5 % _d_l,d1 t
la(x)go(t, x)|*! dx S 22722 exp 077 ) (92a)

2+d
2qd_ 2qd
(/|f1(t,x)|2"+"dX) <
2+d
Tl _a_1,d1 t
( / | fa(t, x| dx) < e (—coﬁ). ©920)

Indeed, (92a)—(92c¢) yield

1 1
i & i 2qd # “
//la(x)go(t,x)|2qudt + /(/|f1(t,x)|2q+d dx) dt

o0

[ee] 2g+d ﬁ
2qd_ d L d_1yd1 T
+ | f2(t, x)|24+d dx dt ST2T 272722 exp —coﬁ ,
o

so that the desired estimate (89) follows from Lemma 11 and the identity
Vu =nopVGL + go.

It remains to prove (92a)—-(92c). From (74), (77a), (75), and the definitions
of go, f1 and f>, we learn that

[la()go(t, x)|2‘f dx < nz‘f(t)(H- 1)~2% [l T, x)G’ (z x, 0)]%4 dx,

Hia []e% (T, 0)G, (. x, 0){2q+d dx,

J 1A% ax < |90y
2qd_
J 12,0559 dx < % 1) 32 J (e T 0IVG L X 01) 7 dx.

93)
By definition of 1, we only need to consider r > % 2 1. Since wp (1, x) ~
wr (T, x) (uniformly in x) for all % <t < 4T, estimates (92a)—(92c¢) follow
from (93) combined with

1
2q _d d 1 t

( / |w%‘1<t,x)G/L(r,x,0>|2‘fdx) LS exp (—Coﬁ), (94a)
2+d

a , 2qd_ 2qd _i+l+ii t
lw7 (t, x)G (1, x,0)| 2+ dx <t 272722 exp —coﬁ ,
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(@Y, Xx)|VGL(t, x 0)|)% ax) < exp (—e0 s
L ’ L ’ ’ ~ p 0L2 ’

(%94c¢)

which we prove next.
Note that (94a) and (94b) can be combined into the single statement: For
alll < ¢’ <ooand0 < a < o0,

o / ! i *Q‘FQL/ t
(/ lwf (¢, x)G (1, x, 0)] dx) St 2 2d exp (—coﬁ). (95)

To prove (95) we distinguish the cases T < L% and T > L2. In the latter case
we have t > % > %Lz, so that (67) in Lemma 10 combined with (76) yields

1

_ ’ q _ 1 t
(/}wg(t,x)(GL(t,x,O)—GL)\" dx)q < L7 exp (—coﬁ)

up to redefining co. This proves (95) for T > L2.
ForT < L%, wehavet < 4L2, so that (66) in Lemma 10 (with B=a+r/q
for some r > d) yields

% (t,x)Gr(t,x,0) a dx v 9 a) "(t,x)dx
L L

d

2

This establishes (95) for r < L2.

We finally turn to (94c). We note that for g < d2 in dimensions d > 2

(and all ¢ < oo in dimension d = 2) we have 2{;’% < l.Forall 1 <

q < qo := min{q, dde}’ we then have by Holder’s inequality with exponents

( 2q+d 2q+d)
2g+d—qd’ qd 77

29+d

2qd 2qd
(/( 1, 0)|VGL(, x, 0)|)2‘”" x)
2q+d

22‘1‘11 2gd 2qd
= (/wL Tt x) (f (1, 0)|VGL(t, x,0)]) %+ dx)
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2q+d—qd 1

2qd .
ﬁ<2,Holder __ 2qd 2qd 2
< (/a)L 2"*d*‘f"(z,x)dx) (/ (2 (t, 0)IVGL(E, x, 0)]) dx)

2q+d<1 q) >d,(82) d 2q+d—qd 2
< 12 2ad /(w‘g(z,x)WGL(t,x,on) dx

1
(83) d 2q+d—qd _d_y t 2
S 2 2 1727 exp —coﬁ

_did1 t
+
<t 1774 xp(—co—Lz).

This establishes (94c).

Step 4. L 24_estimate for VG :Foralll < g < go = min{q, 7 2} and all
0 < a < oo, we have

(/ (2(T, x = )IVGL(T, x, y)|)* dx) .

T
_7_,_1’_7
S(T+1) 22 73 exp (_COLQ) .

We essentially repeat the argument of Step 2. The only differences are:

e In (84), we use Jensen’s inequality applied to RY 5 g — |g|%4:

27/3
3
IVGL(T, x, y)|* 57 / /GL(T—I,Z, WIVGL(t, x, 2)[*dzdt.

7/3

e In (86), we multiply by »?*

/ WM(T, x — y)VGL(T, x, y) dx

27/3
3
=7 / / 01T =1,y —2)GL(T — 1,2, y)
T/3
X/wiqa(t,x—Z)IVGL(t,x,z)|2‘f dxdzdt. (96)
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e In (87), we replace 2« by 2ga:

T_%wZ’(T, z—y)forT < L?
L4 for T > L?
CH)

01 (T =1, 2= )G (T —1,2,y) S

Inserting (97) into (96) then yields

/ WM(T, x — y)|VGL(T, x, y)I* dx

- / T~ %0, (T,z —y) for T < L?
~) L for T > L?
27/3
1
“T / /wi”’“u,x—z>|VGL<r,x,z>|2‘f dxdidz,
T/3

and the conclusion follows from Step 3 and estimate (88).
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