
&p.1:Abstract Much is known about the anatomy of cortico-
cortical connections, yet little is known concerning their
physiology. In order to have access to the synaptic and
temporal aspects of the activity elicited through cortico-
cortical connections, we developed an in vitro approach
on slices of rat visual cortex. We used extracellular re-
cordings of field potentials combined with electrical
stimulation to localise regions of areas 17 and 18a that
are connected. We found that corticocortical connections
between areas 17 and 18a can be preserved in 500µm
thick slices, with a focus of activity separated from the
stimulating electrode by 1.5 mm to more than 3 mm. The
potentials elicited in one area after stimulation of its
neighbour displayed fast events, corresponding to action
potentials, and slow events, corresponding to synaptic
potentials. Intracellular recordings showed that the earli-
est synaptic responses consisted of monosynaptic excita-
tory potentials. Measurement of response latency showed
that axons involved in both feedforward and feedback
corticocortical connections are slowly conducting
(0.3–0.8 m/s). Conduction velocity for antidromically
activated cells was not significantly different for the two
sets of connections. In an attempt to establish the spatial
organisation of functional synaptic inputs, field potential
recordings were performed in the different cortical layers
and used to establish current source density (CSD)
graphs along the depth axis. The CSD maps obtained
were found to be somewhat variable from one case to an-
other. It is suggested that this variability results from the
use of electrical stimulation, which activates axons that
are both afferent and efferent to a given cortical area.
The field potentials are therefore likely to contain re-

sponses that correspond to the activity mediated by the
intrinsic collaterals mixed in variable amount with re-
sponses produced by corticocortical synapses. With this
restriction in mind, it is suggested that, after stimulation
of the supragranular layers, the functional synaptic in-
puts of feedforward connections are concentrated in lay-
er 4 and the bottom of layer 3, while those of feedback
axons involve mainly the upper part of the supragranular
layers. The intrinsic collaterals of the neurones partici-
pating in corticocortical connections seem also to pro-
vide the bulk of their inputs to the upper part of the su-
pragranular layers. The laminar pattern of activity ob-
tained after infragranular layer stimulation was compara-
ble to that obtained after supragranular layer stimulation,
except for the addition of a supplementary region of acti-
vated synapses in the infragranular layers.
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Introduction

The visual cortex of mammals is composed of a number
of areas, which contain a more or less complete repre-
sentation of the contralateral visual hemifield. In the ro-
dent, area 17 appears to be the main recipient of the vi-
sual inputs relayed through the lateral geniculate nucleus
(Ribak and Peters 1975; Hughes 1977; Dürsteler et al.
1979; Spatz et al. 1991). Two other cytoarchitectonic ar-
eas of the occipital cortex, referred to as area 18a and ar-
ea 18b (after Krieg 1946a, b), have been associated with
vision. Area 18b lies medial to area 17 and area 18a lat-
eral and rostral to 17. Within area 18b and 18a (and area
7 of Krieg 1946a), the existence of about ten functional
visual areas has been demonstrated by mapping studies
(Montero 1973; Montero et al. 1973a; Thomas and Esp-
inoza 1987), labelling of ipsilateral corticocortical con-
nections (Montero et al. 1973b; Olavarria and Montero
1981, 1984; Montero 1993; Coogan and Burkhalter
1993), labelling of callosal connections (Cusick and
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Lund 1981; Olavarria and Montero 1984; Thomas and
Espinoza 1987; Coogan and Burkhalter 1993) and volt-
age-sensitive dye studies (Orbach and Van Essen 1993).

The different visual cortical areas tend to be recipro-
cally connected. Initially in the monkey, it has been
shown that different types of corticocortical connections
can be distinguished on the basis of the laminar distribu-
tion of parent neurones and terminal axonal arborisation.
Neurones that provide feedforwardinputs are mainly lo-
cated in the supragranular layers, and their axonal termi-
nals are found at the level of layer 4 and the bottom of
layer 3 (Rockland and Pandya 1979; Maunsell and Van
Essen 1983). In contrast, feedbackconnections arise
mainly from infragranular layers neurones, although a
substantial proportion of supragranular layer neurones
participate in these connections when the two areas are
near each other (Rockland and Pandya 1979; Maunsell
and Van Essen 1983; Kennedy and Bullier 1985). Termi-
nals of feedback connections are found throughout the
different cortical layers, except in layer 4, with a pre-
dominance in layer 1 (Tigges et al. 1977; Rockland and
Pandya 1979; Lund et al. 1981; Maunsell and Van Essen
1983; Rockland and Virga 1989; Rockland et al. 1994).

The anatomical organisation of rat visual cortex does
not appear as ordered as that of the primates. Area 17
neurones sending feedforward connections are present
not only in the supragranular layers, but also in substan-
tial numbers in layers 4, 5 and 6 (Dürsteler et al. 1979;
Olavarria and Montero 1981; Miller and Vogt 1984;
Coogan and Burkhalter 1988; Burkhalter and Charles
1990; Johnston and Burkhalter 1994). The projection
layers of feedforward axons are a matter of debate. Us-
ing anatomical techniques, some authors found terminals
in supragranular layers with little involvement of layer 4
(Montero et al. 1973b). Others observed a denser label-
ling in layer 4 than in other layers (Olavarria and Monte-
ro 1981). One study reported labelling in all layers ex-
cluding layer 4 (Miller and Vogt 1984), whereas a recent
report reached the conclusion that all layers receive feed-
forward inputs (Coogan and Burkhalter 1993). A possi-
ble explanation for these discrepancies is the recent ob-
servation that, in the cat (Henry et al. 1991) and the rat
(Coogan and Burkhalter 1993), anterograde tracer injec-
tions restricted to the upper layers tend to label axon ter-
minals mainly in the upper layers, whereas injections
placed deeper in cortex lead, in addition, to a substantial
amount of labelling in the infragranular layers.

The neurones providing the feedback inputs from ex-
trastriate cortex to area 17 are found, like parent neuro-
nes of feedforward connections, in all cortical layers
(Dürsteler et al. 1979; Olavarria and Montero 1981;
Miller and Vogt 1984; Dreher et al. 1985; Johnson and
Burkhalter 1994). Terminals of feedback axons, as in
other mammals, are not observed in layer 4 but are pres-
ent in all the other layers, with a predominance in layer 1
(Miller and Vogt 1984; Johnson and Burkhalter 1992;
Coogan and Burkhalter 1993).

Much of the research on corticocortical connections
has concentrated on their anatomical organisation. Less

is known, however, concerning the physiological func-
tions they participate in. In order to gain a more com-
plete understanding of the functions of corticocortical
connections, it is necessary to have access to the tempo-
ral and synaptic aspects of the responses they elicit. For
that purpose, we developed an in vitro approach on slices
of rat visual cortex. An in vitro study of corticocortical
connections requires that they are preserved in slices,
and that they can be identified easily by electrophysio-
logical methods. For this identification, we relied on
electrical stimulation and recording of field potentials to
map the visual cortex in order to identify interconnected
regions in two cortical areas (areas 17 and 18a).

We were mostly interested in the synaptic physiology
of corticocortical connections. Field potentials provide
information about the latency and strength of the synap-
tic responses elicited by electrical stimulation. When
combined with current source density (CSD) analysis,
they also give access to the location of the activated syn-
apses (Haberly and Sheperd 1973; Freeman and Nichol-
son 1975; Nicholson and Freeman 1975; Mitzdorf and
Singer 1978, 1979; Mitzdorf 1985). We therefore at-
tempted to study the pattern of CSD produced in the dif-
ferent cortical layers to determine the functionalorgani-
sation of corticocortical synaptology. This functional or-
ganisation may differ from that inferred from labelling
studies, which do not give indication on the strength of
synaptic inputs present in a given cortical layer. Both
feedforward and feedback connections were studied this
way. Because terminals of projections from upper and
lower layers neurones seem to be somewhat segregated
in the depth of the target area (Henry et al. 1991; Coogan
and Burkhalter 1993), we also compared the field poten-
tials and CSD maps obtained after supra- and infragranu-
lar layer stimulation. Some aspects of the results ob-
tained using field potential recordings were further stud-
ied using intracellular and extracellular single unit re-
cordings.

Materials and methods

Brain slice preparation

The brain slice preparation has been described in detail in another
paper (Nowak and Bullier 1996). Under deep halothane anaesthe-
sia, male or female, Wistar or Sprague Dawley rats (150–300 g)
were perfused through the heart with a modified Artificial Cere-
bro-Spinal Fluid (mACSF) at a flow rate of 10 ml/min. The com-
position of the mACSF, intended to provide a protection against
ischaemia, was (in mM): NaCl 91.7; NaHCO3 24; NaH2PO4 1.2;
KCl 3; MgCl2 19; MgSO4 1; D-glucose 25. It was oxygenated for
1 h before the beginning of the surgery with a mixture of 95% O2
and 5% CO2, and cooled to 3–4°C.

After removal of the skull, the whole brain was removed and
500µm thick, coronal slices were prepared with a vibratome (Ox-
ford). The slices were thereafter stored at room temperature for at
least 1 h in a chamber filled with 800 ml of a standard Artificial
Cerebro-Spinal Fluid (ACSF) of the following composition (in
mM): NaCl 126; NaHCO3 24; NaH2PO4 1.2; KCl 3; CaCl2 2.5;
MgSO4 1; D-glucose 10. The chamber was bubbled with a mix-
ture of 95% O2 and 5% CO2 (pH 7.4). Recordings were performed
in a submersion type chamber where the temperature was
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33–34°C. The standard ACSF was gravity-fed at a flow rate of
6–8 ml/min.

Recording and stimulation

Intracellular recordings were made with micropipettes pulled on a
BB-CH puller (Mecanex, Geneva) from 1.2 mm OD capillaries
with internal microfibre (Clark Electromedical Instruments). Mi-
cropipettes were filled with 3 M potassium acetate (DC resistance
80–120 MΩ). Extracellular recordings of field potentials were
made with glass micropipettes filled with 1 M NaCl (DC resis-
tance 1–5 MΩ). For precise visualisation of their placement, the
tips were painted black with permanent ink.

Intracellular and field potentials were amplified on an amplifi-
er (Biologic VF 180) containing an active bridge circuit as well as
capacity and resistance compensations, followed by a Neurolog
device for further amplification and filtering. For field potentials, a
high frequency cut-off of 1 kHz was used, while the low frequen-
cies were not filtered.

Extracellular recordings of single units were made with tung-
sten-in-glass microelectrodes (Merrill and Ainsworth 1972) with
15–25 µm exposed tips and plated with platinum black (imped-
ance <0.5 MΩ at 1000 Hz). Signals were amplified and filtered
with the Neurolog recording system.

Cathodal monopolar electrical stimulation was applied at a fre-
quency of 0.5 or 0.3 Hz (pulse duration 0.2 ms) through a stimula-
tion isolation unit (Neurolog). For the field potential studies, the
stimulation intensity was 50µA in all cases, except when we stud-
ied the relationship between stimulus intensity and amplitude of
the evoked potential (Fig. 3). According to our measurements of
stimulating current spread (Nowak and Bullier 1996), an intensity
of 50 µA should activate axons in a sphere 40–150µm in diame-
ter. Stimulating electrodes were tungsten-in-glass microelectrodes
for which the glass was generally removed over a length of
100–200µm from the tip. For a subset of cases of intracellular re-
cording and for a subset of extracellular recording of antidromic
action potentials, the glass was removed over a length of
15–25µm only.

Signals were visualised on line on a Philips oscilloscope (PM
3335), from which hard copies were printed using an X-Y plotter
(Hewlett Packard 7470A). When signals were averaged (on line),
an averaging oscilloscope (Hewlett Packard 54501A) was used,
from which hard copies were printed on a Hewlett Packard (Think
Jet) printer.

Current source density analysis

Field potentials were averaged over 30–50 stimulus repetitions.
The corresponding plots were enlarged and sampled using a digiti-
sing tablet. The high-frequency noise was filtered out in this pro-
cess. The stimulation artefact per se was not sampled, but the shift
of potential it induced was sampled since part of it may overlap
with potential changes of neuronal origin. The digitising tablet and
the associated software transformed the traces in ASCII files. Files
of voltage/time sequences were obtained with a sampling frequen-
cy around 500 points per 100 ms. These irregularly spaced time
series were smoothed and interpolated using a thin-plate spline
technique (see below) and then resampled at a uniform sampling
interval of 0.2 ms.

Each averaged waveformwas then digitally low-pass filtered
to give the filtered response, using a Butterworth digital filter with
a cut-off frequency of 2000 Hz. The filter coefficients were of or-
der 4, and each waveform was filtered forwards and backwards in
time, which gives a total filter order of 8 and zero phase distortion
at all frequencies.

For each point in time, the waveforms were then interpolated
over the spatial domain with a one-dimensional thin-plate spline
(Wabha 1990). This gives at each time-point the curve that mini-
mises a hybrid cost function consisting of the residual sum of
squares between data values and fitted curve, plus a smoothing pa-

rameter (lambda) times the bending energy, defined as the square
of the second derivative integrated over space. The parameter
lambda adjusts the degree of smoothing of the interpolation: a val-
ue of zero gives the classical cubic spine interpolation, while in
the limit for large lambda, the interpolation tends towards the
least-squares regression line. In all the cases a small value of
lambda (0.0001) has been used, that produced only a limited filter-
ing in the spatial dimension.

Interpolated responseswere calculated for a regular sequence
of spatial locations at 5 times finer spatial resolution than the orig-
inal data. For the lateral sequences of recording (Figs. 1, 2) and for
depth sequences (Figs. 5–8), the interpolated field potentials are
plotted as contours on the domain of time and space. Contour step
size is indicated above or within the contour plot; the interior of
the negative contours is shaded. The contour at zero is omitted to
avoid excessive noisiness.

For recording sequences obtained over depth through the lay-
ers of the cortex (Figs. 5–8), the current source density(CSD) was
estimated by the negative of the second differences over depth for
the interpolated responses, divided by the square of the interpolat-
ing depth-step size (100µm). This gives values in units of milli-
volts per square millimetre. Contour plots of estimated CSD are
presented on the domain of time and space, in alignment with the
contour plot of the corresponding field potential. CSD step size is
indicated above the contour plot, the interior of the negative con-
tours, corresponding to current sinks, is shaded, and the contour at
zero value is omitted.

Criteria for identification of antidromic activation
and latency measurements

The identification of antidromic action potentials in extracellular
recordings relied on the following criteria: (a) The latency should
not vary when the current intensity was 1.5 times the threshold
current intensity. (b) The latency should not decrease by more than
10% when current intensity was raised from threshold to twice the
threshold. (c) The refractory period should be lower than 3 ms. (d)
The activation should be observed during high-frequency stimula-
tion (100 Hz or more during 200 ms). The validity of these criteria
for the identification of antidromic action potentials was con-
firmed in five cases for which recordings were performed in a me-
dium where Ca2+ was replaced by 2 mM Mn2+.

Antidromic action potentials were also recorded in two intra-
cellularly recorded neurones and were identified by their constant
latency, the absence of an underlying excitatory postsynaptic po-
tential (EPSP) and the occurrence of initial segment spikes that
could be evoked without soma-dendritic spikes.

For single units, the latency was measured between the begin-
ning of the stimulation artefact and the foot of the action potential.
The onset latencies of field potentials have been measured for the
potentials presenting the largest amplitude in laminar profile anal-
ysis. If antidromic action potentials obscured the onset, the latency
of the nearest potential was used. Only the cases with supragranu-
lar layer stimulation have been taken into account. With infragran-
ular layer stimulation, there was a risk of activating not only the
axons involved in corticocortical connections but also axons from
other sources travelling in the lower part of the grey matter, such
as bifurcating thalamocortical axons.

Histology

In the initial experiments, electrolytic lesions were made at the
stimulation and recording sites of interest. In later experiments,
reference points were placed by pressure ejection of alcian blue
dissolved in ACSF through a broken glass micropipette. The ejec-
tion was made in the white matter, in order not to disturb the neu-
rones at stimulation and recording sites. For the reconstruction of
the different recording and stimulation positions with respect to
the cortical layers and to the 17–18a border, the X-Y coordinates
of the stimulating and recording positions, of the dye injection
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sites, of the pial surface and of the white matter at different places
were measured from the cursors of one of the micromanipulators.
These cursors had a precision of 10µm.

After the experiment, slices were placed in fixative (4% para-
formaldehyde in phosphate buffer), then in a sucrose solution
(10% then 30% in phosphate buffer). Sections 40 or 50µm thick
were made on a freezing microtome and stained with cresyl violet.

Statistics

Data are given as mean ± 1 standard error of the mean. The Mann-
Whitney U-test was used for statistical comparisons.

Results

General

For convenience, experiments in which electrical stimu-
lation was applied in area 17 and recordings obtained in
area 18a will be termed ‘feedforward’ experiments, al-
though the present results suggest that feedforward con-
nections were not the only set of connections to be acti-
vated (see Discussion). With the same reservation, exper-
iments for which stimulation was applied in area 18a and
recordings obtained in area 17 will be termed ‘feedback’
experiments.

The data base includes intracellular recordings from
21 neurones recorded in the upper half of the cortex. The
membrane properties have been measured for 18 of these
neurones and were the following: the resting membrane
potential (RMP) was –78.7 ± 2.1 mV. All action poten-
tials were overshooting. When measured from rest, their
amplitude averaged 106.6 ± 3.3 mV, and 75.6 ± 2.3 mV
when measured from spike threshold. The input resis-
tance and time constant, determined from injection of
small negative current (–0.1 nA), were respectively
41.5 ± 5.0 MΩ and 7.9 ± 0.9 ms. The width of the action
potentials measured at half height from threshold was
0.75 ± 0.08 ms. In all the cases, the rising phase of the
action potential was shorter than the falling phase. In ad-
dition, all the cells presented an accommodative dis-
charge in response to the injection of long lasting depol-
arising current. These features are those of ‘regular spik-
ing’ cells (Connors et al. 1982; McCormick et al. 1985).

Localisation of the parts of area 17 and 18a
that are interconnected

Corticocortical connections between areas 17 and 18a
are organised in a retinotopic fashion (Montero 1993). It
follows that low-intensity electrical stimulation applied
at a given location in one area will activate only the re-
gion containing the terminals of the axons activated by
the stimulation. We relied on this organisation to localise
the interconnected regions of the two cortical areas. For
that purpose, we recorded field potentials at increasing
horizontal separations (i. e. along the medio-lateral axis)
from the stimulating electrode.

The alteration in field potential shape and amplitude
for increasing horizontal separations and its relationship
to the border between the cortical areas is illustrated in
Fig. 1 for a ‘feedforward’ experiment. Figure 1A shows
a cresyl violet stain of the slice. The border between ar-
eas 17 and 18a is indicated by the arrow. It was identified
by a decrease in cell density in layer 4 of area 18a com-
pared with that of area 17.

The same slice is schematised in Fig. 1B. The electri-
cal stimulation was applied in the supragranular layers of
area 17 (cross on Fig. 1B). The field potentials were re-
corded in the supragranular layers of area 17 and 18a.
Recording sites were spaced apart by 100µm in the hori-
zontal dimension (dots on Fig. 1B). The recordings were
made 250µm below the surface of the slice, as were all
the other field potentials recorded in the present study.
Recordings were located 400µm from the pial surface,
because preliminary experiments indicated that large
‘feedforward’ field potentials could be obtained at that
distance. The smallest horizontal separation between the
stimulating electrode and recording position was
0.6 mm, and the largest was 2.2 mm for the case illus-
trated.

Figure 1C shows the series of field potentials obtained
at the different horizontal separations. Separations be-
tween 0.6 to 1.2 mm correspond to the field potentials
obtained within area 17. The potentials obtained nearest
to the stimulating electrode display a large negative com-
ponent.

The traces obtained from 0.9 to 1.1 mm are character-
ised by a small positive component that precedes a slow
negative component. The early positive potential is likely
to correspond to a current source, i. e. to the current
flowing out of the cells to match the inward current
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Fig. 1A–D Modification of field potential shape and amplitude
for increasing horizontal separations and its relationship to the
border between cortical areas 17 and 18a in a ‘feedforward’ exper-
iment. A Photomicrograph of a Nissl-stained section of the slice
used for that experiment. The open arrowsin white matter indicate
the alcian blue labels used as landmarks. The black arrow indi-
cates the border between areas 17 and 18a. B Schematic drawing
of the same slice. The scale is not corrected for shrinkage. The
cortical layers are indicated on the right (w.m. white matter). Dot-
ted line is the border between cortical areas. The cross indicates
the site of electrical stimulation. C Series of field potentials ob-
tained for the different horizontal separations. The horizontal sep-
aration between stimulating electrode and recording positions is
indicated on the right of the traces. D Spatio-temporal representa-
tion of the field potentials. The grey areasrepresent the negative
potentials. Positive potentials were smaller than 0.015 mV and
therefore do not appear. Upper partshows potentials after their re-
sampling (see Materials and methods). The largest trace, which
corresponds to the recording obtained at 0.6 mm horizontal sepa-
ration, contains an inflexion not visible in C. This inflexion results
from the sampling that did not take the stimulation artefact into
account. Lower part Plot as a function of time and space of the
field potentials. The plot shows two regions of negative potentials.
One is confined to area 17, and corresponds to the intrinsic activi-
ty mediated through horizontal connections. The other is essential-
ly contained within area 18a, with the largest amplitude at
>1.5 mm (after interpolation) from the stimulating electrode&/fig.c:
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(sink) generated nearer the stimulating electrode. The
slow negative potential following the positive one is
characterised by its small amplitude and its long onset
latency. It may correspond to polysynaptic activities
transmitted through the intrinsic horizontal connections.

The potential obtained at 1.1 mm is nearly flat. Those
obtained for larger separations show a negative compo-
nent that increases in amplitude up to a maximum at
1.5 mm (within area 18a). These potentials are character-
ised by a constant and monophasic shape. Their negativi-
ty indicates their proximity to regions of depolarising re-
sponses. Their onset latency is about 5 ms. Their maxi-
mum amplitude is reached slowly, 5–7 ms after the on-
set, and their decay is monotonic, the baseline being
reached about 40 ms after the stimulus. These features
indicate a synaptic origin. The first negative trace was
obtained at 1.2 mm, still within area 17. This is not in-
compatible with the presence of a current sink in area
18a, because field potentials spread in space away from
the synapses that generate them.

The amplitudes of the potentials obtained at
1.8–2.0 mm decrease, indicating that the recording sites
were moving away from the region of activated synapses
(a large antidromic action potential is visible on the trace
obtained at 1.9 mm). For the largest separations (2.1 and
2.2 mm), the potentials are flat. There is no region of
positive potentials inserted between the negative and the
flat potentials. Near the border of areas 17 and 18a there
is also a lack of positive potentials with a time course
comparable to the slow potentials recorded in area 18a.
This suggests that, contrary to the potentials elicited
within area 17, the current does not flow in the horizon-
tal direction. Instead, most of the synaptic current gener-
ated in area 18a after stimulation in area 17 may flow in
the vertical direction.

The contour map (Fig. 1D) summarises the pattern
presented in the series of recordings of Fig. 1C. Large
negative potentials are observed in area 17. Their ampli-
tude decreases as the separation between recording and
stimulating sites increases. Near the frontier between ar-
eas 17 and 18a (dashed line), the potentials have nearly
disappeared. Negative field potentials of increasing am-
plitude are observed anew for larger separations within
area 18a and lead to the appearance of a large drop-
shaped area. The antidromic action potential observed at
1.9 mm produces a stack of narrow rings.

Figure 2 illustrates the same kind of experiment for
‘feedback’ connections. A Nissl-stained section of the
slice used for that experiment appears in Fig. 2A and a
schematic representation of the same slice in Fig. 2B.
The stimulating electrode, indicated by the cross, was lo-
cated in the supragranular layers of area 18a. The differ-
ent recording positions are represented by the dots in ar-
eas 18a and 17. They were separated from each other by
100 µm along the medio-lateral axis. The recordings
were always obtained at 200µm from the pial surface.
This corresponds to the distance at which preliminary
experiments showed large amplitude for ‘feedback’ field
potentials.

Figure 2C shows the series of field potentials obtained
for these different recording positions. Contrary to that
of Fig. 1C, the series starts at the top of Fig. 2C with the
recordings obtained at the largest distance from the stim-
ulating electrode (3.38 mm) and ends with the smallest
(0.88 mm). The recording obtained at the largest separa-
tion is flat. Then, as the electrode is displaced within ar-
ea 17 towards area 18a, slow negative potentials appear
and grow in amplitude until a separation of 2.78 mm,
where the maximum amplitude is reached. Then the am-
plitude decreases until the potentials become flat
(2.08 mm). All these slow negative potentials, indicative
of synaptic activation, were obtained within area 17.
Their onset latency was longer than 6 ms. They reach
their maximum amplitude 3–5 ms after the onset. Com-
pared with those of Fig. 1C, these potentials have a
smaller amplitude, and reach the baseline faster. They
were often preceded by fast negative potentials corre-
sponding to antidromic action potentials (at 3.08, 2.68,
2.48 and 2.38 mm).

Traces obtained at 1.88–1.38 mm separations display
a positive component only. These are likely to corre-
spond to current sources. However, their latency and
time course do not correspond to the negative potentials
recorded in area 17. They are more likely to match the
current sinks generated in area 18a, nearer the stimulat-
ing electrode. The following traces, from 1.28 to
0.88 mm, present more complex shapes. All have an ear-
ly positive component, on which action potentials are
sometimes superimposed, followed by a negative one.

Field potentials are plotted in a space-time domain in
Fig. 2D. The presentation is inverted with respect to that
of Fig. 2C, so that the upper part of the map corresponds
to the intrinsic activity generated within area 18a. Be-
tween 0 and 3 ms, one can see a grey strip extending
from the top to the base of the map, which corresponds
to the stimulation artefact. Within area 18a, the poten-
tials always begin with a positive component that has a
latency of about 3 ms. The positive potentials are fol-
lowed by negative potentials. These are less and less
prominent as the distance from the stimulating electrode
increases, and are finally replaced by potentials that are
positive only. As the recording progresses in area 17, a

224

Fig. 2A–D Modification of field potential shape and amplitude
for increasing horizontal separations and its relationship to the
border between cortical areas 17 and 18a in a ‘feedback’ experi-
ment. A Photomicrograph of a Nissl-stained section of the slice
used for that experiment. The border between areas 17 and 18a is
indicated by the black arrow and the alcian blue labels used as
landmarks by the open arrows. B Schematic drawing of the same
slice. The scale is not corrected for shrinkage. Conventions are as
in Fig. 1B. C Series of potentials at decremental horizontal separa-
tions (indicated on the right). D Upper partField potentials of C
after resampling. Lower partPlot of field potentials in the space-
time domain. The grey areasrepresent negative potentials and the
blank areaspositive potentials. Two regions of negative potential
are visible: one in area 18a and another in area 17. They are sepa-
rated by a region of positive potential near the border between ar-
eas 17 and 18a&/fig.c:
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drop-shaped region of negative potential appears. It is
preceded by action potentials that give rise to the small
rings with latency around 7–8 ms.

Provided recordings were made in the supragranular
layers, the features of the field potentials obtained at in-
cremental horizontal separations from the stimulating
electrode were similar for all experiments. The potentials
obtained nearest the stimulating electrode displayed vari-
able shapes and multiple components. Their amplitude
was larger than that obtained in the other cortical area
and their onset latency was always short, although pre-
cise measurements were not always possible due to the
presence of the stimulation artefact.

As the recording site moved away from the stimulat-
ing electrode, field potentials decreased in amplitude,
and finally reversed in sign. Positive potentials were ei-
ther prominent, as in Fig. 2, or of small amplitude, as in
Fig. 1, but were always observed. These positive poten-
tials, which were always obtained in the vicinity of the
border between the two cortical areas, indicated that the
recording electrode was leaving the region in which acti-
vation was mediated by the intrinsic connections.

After this region of positive potentials, negative po-
tentials were observed anew. Their shape was highly re-
producible between experiments. Their onset latency was
longer than that obtained with intrinsic activation (at
these larger separations, the stimulation artefact was less
prominent, allowing accurate measurements of latency).
With respect to the onset latency, the peak latency was
delayed by 5–8 ms. They returned to the baseline level in
a slow and monotonic fashion.

Extensive mappings, such as those presented in
Figs. 1 and 2, have been done in six cases for ‘feedfor-
ward’ and two cases for ‘feedback’ connections. The
width of the region in which the field potentials dis-
played an amplitude equal to half the maximum ampli-
tude (width at half height) was 690 and 630µm for the
‘feedback’ experiments and averaged 424 ± 49µm for
the ‘feedforward’ experiments. This suggests stimulation
in area 18a activated synapses over a larger surface of ar-
ea 17, rather than the opposite. This is compatible with
the larger size of area 17 compared with that of the dif-
ferent subfields of area 18a.

The distance from the stimulating electrode at which
‘feedforward’ field potentials displayed their maximum
amplitude ranged between 1.5 and 3.3 mm (mean
2.2 mm). It was 1.9 mm and 2.6 mm for the two ‘feed-
back’ experiments. The maximum amplitude of the cor-
ticocortical field potentials and the distance from the
stimulating electrode did not appear to be correlated.

These experiments indicate that intact corticocortical
connections can be preserved in slices over long distanc-
es, and that interconnected loci can be located by elec-
trophysiological means. Detailed (and time-consuming)
mappings, such as those presented in Figs 1 and 2, were
not done in all cases. However, less detailed mapping
was done in all cases, since this is the method on which
we relied to determine interconnected regions of areas 17
and 18a.

Mapping experiments were not always successful,
but, provided a sufficient number of attempts with differ-
ent stimulation sites were done, connected regions of ar-
ea 17 and 18a could be identified in about 70% of the ex-
periments.

Stimulation intensity

The relationship between stimulation intensity and field
potentials amplitude is illustrated in Fig. 3. Figure 3A
and C show the series of field potentials obtained at dif-
ferent stimulation intensities, for a ‘feedforward’
(Fig. 3A) and a ‘feedback’ (Fig. 3C) experiment. Figure
3B represents the relationship between stimulation inten-
sity and the amplitude of the slow field potential of
Fig. 3A measured at 13 and 20 ms (dashed vertical
lines). Figure 3D presents the same relationship for the
slow potential of Fig. 3C, measured at 11 and 14 ms
(dashed vertical lines). In both cases, the amplitude first
increases steeply, then more slowly, until it reaches a pla-
teau. Fast potentials corresponding to orthodromic popu-
lation spikes (arrow in Fig. 3A) appear when the stimula-
tion intensity is larger than 40–50µA. However, like the
slow potentials, the fast potentials do not grow further
with increasing stimulation intensity. This suggests the
presence of a saturation phenomenon: the number of ax-
ons activated may increase as the stimulation current in-
creases, until all axons that project near the recording
site have been activated. The plateau of the field poten-
tial amplitude may also be related to the anodal surround
phenomenon (that is, when axons are not activated but
inhibited by large stimulation current: see Ranck 1975).
The saturation could also correspond to the recruitment
of inhibitory synapses that may shunt part of the late ex-
citatory currents responsible for the negative potentials.

Increasing stimulation strength results in the appear-
ance of orthodromic action potentials, but does not in-
crease the amplitude of the slow synaptic potentials.
Since we were mostly interested in synaptic responses,
an intensity of 50µA was used for field potential experi-
ments – a compromise giving robust synaptic field po-
tentials, with relatively little contamination by orthodro-
mic action potentials.

Nature of synaptic potentials underlying
the field potentials

In one ‘feedforward’ experiment, kynurenate (a broad
antagonist of excitatory amino acids) was applied while
recording field potentials (not shown). The kynurenate
completely suppressed the slow field potentials.

Intracellular recordings of relatively large synaptic
potentials were performed in ten cases, both in ‘feedfor-
ward’ and ‘feedback’ experiments. With small to moder-
ate stimulation intensities, all the postsynaptic potentials
(PSPs) that were depolarising at rest remained so when
the neurones were depolarised by current injection, indi-
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cating that these PSPs were excitatory and therefore like-
ly to be mediated by excitatory amino acids.

The same experiments allowed us to examine their
voltage dependency. An example is shown in Fig. 4A.
This EPSP can be subdivided into two components: The
early one displays a conventional voltage dependency, in
that its amplitude was slightly reduced when the cell was
depolarised. The late component displays an anomalous
voltage dependency: it was not visible at rest but grew in
amplitude when the cell was depolarised. Similar behav-
iour was observed in the majority of cases, for both
‘feedforward’ and ‘feedback’ EPSPs. It suggests that
both Alpha-amino-3-hydroxy-5-methyl-4 isoxazole pro-
pionic acid (AMPA) AMPA and N-methyl-D-aspartate
(NMDA) receptors may contribute to the EPSPs record-
ed (Thomson 1986; Artola and Singer 1990), although
voltage-dependent conductances may also be involved in
their anomalous voltage dependency (Stafstrom et al.
1985; Deisz et al. 1991; Hwa and Avoli 1992). In two
cases, however, the whole of the EPSP decreased in am-
plitude with depolarisation of the neurone.
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Fig. 3A–D Relationship between stimulation intensity and cor-
ticocortical field potential amplitude. A, C Series of potentials ob-
tained at incremental stimulation intensities, for stimulation in ar-
ea 17 and recording in area 18a (A), and for stimulation in area
18a and recording in area 17 (C). The first trace was obtained with
a stimulation intensity of 10µA, the second of 15µA, the next
one of 20µA. Then the stimulating current was increased in steps
of 10 µA up to 100µA. B Relationship between stimulation inten-
sity and field potential amplitude of the series shown in A. Ampli-
tude was measured at 13 and 20 ms (dashed vertical linesin A). D
Relationship between stimulation intensity and field potential am-
plitude of the series shown in C. Amplitude was measured at 11
and 14 ms (dashed vertical linesin C) &/fig.c:

Fig. 4A, B Intracellular records of synaptic potentials. Synaptic
potentials in A and B were recorded in area 17 after stimulation in
area 18a. In A the stimulation intensity was 50µA. Resting mem-
brane potential (RMP) = –77 mV. When the cell was depolarised
by intracellular current injection, the late part of the excitatory
postsynaptic potential (EPSP) grew in amplitude while the earliest
part showed little change. A series of recordings at different mem-
brane potentials from another cell appears in B. The stimulation
intensity was 100µA in that case. At rest, the synaptic response is
depolarising. This response consisted in an early EPSP, which re-
mained depolarising 27 mV above rest, and an inhibitory postsyn-
aptic potential (IPSP), which became hyperpolarising when the
cell was sufficiently depolarised. RMP= –83 mV&/fig.c:



Another question of interest is whether inhibitory
postsynaptic potentials (IPSPs) contributed to the field
potentials. It is usually assumed that IPSPs generate pos-
itive field potentials in vivo. However, the situation in
vitro, where neurones have a resting membrane potential
more negative than that in vivo, is somewhat different:
IPSPs are depolarising at rest (Connors et al. 1982,
1988; Avoli and Olivier 1989) and would produce nega-
tive field potentials (inward current). The example of
Fig. 4B shows that, in our experimental situation, IPSPs
could indeed be depolarising at rest. At rest, the response
to electrical stimulation consisted in a large depolarisat-
ion that corresponded in fact largely to an IPSP, revealed
as such by depolarising the cell. This indicates that IP-
SPs could contribute to the negative potentials observed
in our experiments. However, different lines of evidence
(see Discussion) suggest that this contribution, at least to
the earliest part of the field potentials, must be minor.

Laminar pattern of field potentials
and current source density: ‘feedforward’ connections

In the majority of the experiments, stimulation was ap-
plied in the supragranular and infragranular layers in an
interleaved fashion, such that recordings were obtained
from the same groups of neurones for the two stimula-
tion sites. The recordings were made 100µm apart in the
plane perpendicular to the cortical layers (referred to as
‘depth’), starting at the top of cortex and ending near the
border between white and grey matter or in the white
matter. The laminar analysis was made for the position
that yielded the largest field potentials during the hori-
zontal mapping experiments such as those described in
Fig. 1.

Results for a first ‘feedforward’ case are presented in
Fig. 5. Figure 5A–C correspond to stimulation in the su-
pragranular layers of area 17, Figs. D–F to stimulation in
the infragranular layers.

The first traces of Fig. 5A, obtained at the surface of
the cortex and within layer 1, appear positive. These pos-
itive potentials are indicative of current source. All the
traces that were obtained deeper, from 0.2 up to 1.2 mm
depth, are negative. The trace at 0.3 mm depth contains
an antidromic action potential.

The spatio-temporal pattern of the field potentials
shown in Fig. 5A is illustrated as a contour map in
Fig. 5B. The largest negative potentials were obtained in
layer 4. The contour map shows a second peak above the
middle of the supragranular layers. Another region of
negative potential can be seen in layer 5.

The corresponding CSD analysis is shown as a con-
tour map in Fig. 5C. The areas shaded in grey corre-
spond to current sinks, those left blank to current sourc-
es. Considering only the slowest components, one can
see two regions of current sink: one is located in the up-
per half of the supragranular layers, the other is in layer
4 with a small extension to the bottom of layer 3. Three
regions of current source are visible: one is in layer 1,

and is likely to be associated with the current sink of the
upper part of the supragranular layers. The two other
current sources flank the layer 4 current sink in the su-
pragranular layers and in layer 5. Therefore, the active
synapses responsible for the field potentials of Fig. 5A
and B were mainly located in the upper half of the supra-
granular layers and in layer 4.

Figure 5D–F present data obtained from the same ex-
periment but with infragranular layer stimulation. The
features of the potentials obtained at the different cortical
depths are similar to those obtained with supragranular
layer stimulation. Positive potentials are present in layer
1 and in the bottom of layer 6. The potentials obtained in
all the other layers are negative. The slow field potentials
are often preceded by sharp negative potentials corre-
sponding to antidromic or orthodromic action potentials.
The amplitude of the potential generated in the infra-
granular layers appears larger than that after supragranu-
lar layer stimulation, and provides an additional large
peak in the lower half of layer 5 (Fig. 5E).

The CSD map of Fig. 5F shows the corresponding
current sinks and sources. The antidromic and orthodro-
mic action potentials generated groups of small rings at
short latencies in all layers, and at long latencies in layer
5. Slow and long-lasting current sinks due to synaptic ac-
tivation are present, as in Fig. 5C, in the upper half of the
supragranular layers and in layer 4. However, an addi-
tional current sink, not present with supragranular layer
stimulation, emerges just above the border between lay-
ers 5 and 6.

Another example of a laminar pattern of field poten-
tials and associated CSD obtained in area 18a after stim-
ulation in area 17 is illustrated in Fig. 6. The upper part
(Fig. 6A–C) corresponds to supragranular layer stimula-
tion in area 17, the lower part (Fig.6 D–F) to infragranu-
lar layer stimulation.

Examining the series of potentials of Fig. 6A shows
little difference with that of Fig. 5A: Field potentials are
positive in layer 1. They are negative for the remaining
depths up to 1 mm. Then, traces present a shallow posi-
tivity until the white matter is reached. The trace ob-
tained at 0.8 mm (in layer 5) is again contaminated by
orthodromic action potentials from a bursting neurone.
Examining the field potential contour map of Fig. 6B re-
veals one difference with respect to that of Fig. 5B that
was not clearly visible on the series of potentials: the
amplitudes of the field potentials have only a single max-
imum, located near the middle of the supragranular lay-
ers.

The CSD map of Fig. 6C further shows the presence
of only one current sink, which extends from the upper
third to the top of the supragranular layers. The current
source associated with this sink occupies layer 1 and
spreads slightly below the border between layers 1 and 2.
The small current sources and sinks located in layer 5 re-
sult not from synaptic activities, but from the orthodro-
mic action potentials of the layer 5 bursting neurone.
Thus, the major difference between this case and the one
depicted in Fig. 5 is that synaptic activation did not occur
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in layer 4; it remained confined to the upper part of the
supragranular layers.

The laminar organisation of the field potentials result-
ing from infragranular layer stimulation is shown in
Fig. 6D and E. The shape and latency of the potentials
are very similar to those obtained with supragranular lay-
er stimulation. Nevertheless, two differences are visible:
First the amplitude of the potentials recorded in the su-
pragranular layers is smaller than that obtained after
stimulation of the supragranular layers of area 17. Sec-
ond, negative potentials appear in layer 6. Their ampli-
tudes, however, are small compared with those of the su-
pragranular layer potentials.

The CSD contour plot (Fig. 6F) differs to some extent
from the one obtained after supragranular layer stimula-
tion. The major current sink is still present in the supra-
granular layers, but its shape at the earliest latencies
shows a bifurcation due to the action potentials observed
at 0.3 and 0.4 mm. A current sink that was not observed
after supragranular layer stimulation appears in the mid-
dle of layer 6. Finally, infragranular layer stimulation led
to the appearance of a current sink in the bottom of layer
4. However, its amplitude is very small compared with
that of the supragranular layers.

The laminar patterns of ‘feedforward’ field potentials
and associated CSDs have been examined in six cases
with supragranular layer stimulation in area 17 and four
cases with stimulation in the infragranular layers. Be-
cause feedforward connections are thought to terminate
predominantly in layer 4, we ranked the cases with re-
spect to the strength of the current sink generated in lay-
er 4. The example of Fig. 6C showed the presence of a
current sink restricted to the upper part of the supragran-
ular layers with no sink in layer 4. In a second case,
the supragranular layer current sink was found to be
wider than the one presented in Fig. 6, but no current
sink appeared in layer 4. In a third case, the supragranu-
lar layer current sink was even wider, with its lowest
part crossing the border between the supragranular lay-
ers and layer 4. In the fourth case, the single band of
synaptic current sink described so far was replaced by
two bands, the deeper of the two covering the upper part
of layer 4 and the lowest part of the supragranular lay-
ers. In the fifth case, two bands of synaptic current were
visible, as in the case of Fig. 5C, but the layer 4 current
sink was slightly smaller than that of the supragranular
layers. The final step in this ranking is represented by
the case illustrated in figure 5C, where the supragranular
and the layer 4 current sinks have comparable intensi-
ties.

These results indicate that the most consistent obser-
vation is the current sink in the upper part of the supra-
granular layers, with its associated current source in lay-
er 1. Contrary to what could be expected given the anato-
my of corticocortical connections, a current sink in layer
4 was not observed in all cases. Possible reasons for such
a variability will be proposed in the Discussion. Finally,
current sinks in the infragranular layers, when present af-
ter supragranular layer stimulation, were of negligible

strength compared with those observed in the supragran-
ular layers.

The same variability was observed in the four cases
with stimulation in the infragranular layers of area 17:
they always showed a current sink in the upper part of
layer 2–3 and its associated current source in layer 1, but
displayed variability with respect to the synaptic current
sink in layer 4. In addition, infragranular layer stimula-
tion led in all cases to the appearance of an additional
large current sink in the infragranular layers that was not
visible after supragranular stimulation. However, the po-
sition of this additional current sink was also variable
from one experiment to another: it was observed in the
lower half of layer 5 (Fig. 5F), or in the upper or middle
part of layer 6 (Fig. 6F). The exact position of the infra-
granular current sink did not appear to be related to the
pattern of synaptic activation in the supragranular layers
and in layer 4.

When compared within one experiment, the current
sinks generated in the supragranular layers and in layer 4
with supragranular layer stimulation were also observed
with infragranular layer stimulation. In general, the am-
plitudes of the field potentials generated after stimulation
of the infragranular layers were smaller than those ob-
tained after stimulation of the supragranular layers.

Laminar pattern of field potentials
and current source density: ‘feedback’ connections

In an attempt to characterise the responses generated by
‘feedback’ connections, we next examined the laminar
organisation of functional synaptic inputs obtained after
stimulation in area 18a and recording in area 17. Lami-
nar mappings have been carried out in three experiments.
In all cases stimulation was applied in both the supra-
granular and infragranular layers of area 18a. Results
from two experiments are shown in Figs. 7 and 8.

Figures 7A and B illustrate the potentials obtained in
area 17 at different depths when electrical stimulation
was applied in the supragranular layers of area 18a. Neg-
ative potentials are observed in layer 1. This is different
from experiments on ‘feedforward’ connections where
the potentials in layer 1 were always positive. Negative
potentials are also present in the supragranular layers.
The largest is observed in the upper part of the supra-
granular layers just below layer 1 (0.2 mm depth).
Smaller-amplitude slow potentials are also present in
layer 5 and 4. The onset latency of the slow negative po-
tentials is longer than 6 ms. Action potentials from a
bursting neurone appear in the upper part of layer 5.

The associated CSD map is depicted in Fig. 7C. Nu-
merous small rings are present, related to the action po-
tentials visible in Fig. 7A. Considering only the slow
events, one current sink can be observed covering layer 1
and the upper part of the supragranular layers.

Figure 7D–F illustrate data obtained during the same
experiment but with electrical stimulation applied in the
infragranular layers of area 18a. The field potential con-
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tour plot shows, as with supragranular layer stimulation,
a region of negative slow potentials that includes layer 1
and the upper part of the supragranular layers. In addi-
tion, long-latency negative potentials are observed in lay-
ers 5 and 6.

Submitted to the CSD analysis (Fig. 7F), this series of
field potential retains features essentially similar to those
illustrated in Fig. 7C: The antidromic action potential
observed at 0.3 mm depth generates the multiple ring-
shaped sources and sinks in layers 2–3. A slow current
sink of synaptic origin covers layers 1 and 2 between
10 and 15 ms after the stimulation, but disappears from
layer 1 and remains in the upper half of the supragran-
ular layers at post-stimulus time longer than 15 ms.
The small negative potentials observed in the infragran-
ular layers produce some regions of current sink, but
their amplitudes are hardly higher than the noise level in
layer 6.

Figure 8 illustrates the results of a second experiment
on ‘feedback’ connections. In Fig. 8A the field potential
recorded in layer 1 (0.1 mm depth) is positive, contrary
to the one recorded in layer 1 of the preceding case. Neg-
ative field potentials, with onset latencies longer than
6.5 ms, are present in the middle of the supragranular
layers (Fig. 8A, B). Negative potentials, of smaller am-
plitude but shorter latency, also appear in layer 5. Final-
ly, small positive potentials are visible in layer 6.

The CSD map (Fig. 8C) demonstrates the presence of
a large current sink in the upper half of the supragranular
layers. It is accompanied by a current source that covers
layer 1 and the top of the supragranular layers. Unex-
pectedly, another current sink of lower strength appears
in the bottom of layer 4. It is separated from the first sink
by a region of current source. Finally, a small sink ap-
pears in the middle of layer 5.

Figure 8D–F illustrate the pattern of activity obtained
for the same experiment but with infragranular layer
stimulation. Negative field potentials are still present in
the supragranular layers. Although their amplitudes are
smaller than those of potentials obtained after stimula-
tion of the supragranular layers, their onset latencies ap-
pear shorter (4–6 ms). Infragranular layer stimulation re-
sulted in the presence of additional negative potentials in
layer 6 that have a larger amplitude and longer duration
than those present in the supragranular layers. The CSD
map (Fig. 8F) shows current sinks and sources compara-
ble to those of Fig. 8C in the upper half of the cortex: a
region of current sink is present in the supragranular lay-
ers, as well as a narrow strip extending along the bottom
of layer 4. However, in the lower half of the cortex, in-
fragranular layer stimulation resulted in the generation of
a robust current sink in the upper part of layer 6, which
was not observed after stimulation of the supragranular
layers.

The third case studied in this series of ‘feedback’ ex-
periments demonstrated the activation of synapses in the
upper third of the supragranular layers, with a small ex-
tension in layer 1, for stimulation applied in both supra-
and infragranular layers. However, most of layer 1 was
occupied by a large current source. In both cases, a small

current sink was visible in layer 5. Infragranular layer
stimulation resulted in the appearance of an additional
synaptic activation over the border of layers 5 and 6.

Thus, the results obtained for ‘feedback’ experiments
also showed a variability in the pattern of synaptic acti-
vation. The strongest current sink was observed either in
layer 1–2 or in the upper half of the supragranular layers.
Similarly to what was observed for ‘feedforward’ experi-
ments, stimulation in the infragranular layers of area 18a
led to synaptic activation in the infragranular layers of
area 17.

One difference was obvious between ‘feedforward’
and ‘feedback’ experiments, namely the potentials ob-
tained after stimulation of area 18a were smaller than
those obtained after stimulation of area 17. The mean
amplitude of the largest potentials obtained for ‘feedfor-
ward’ experiments was –177.7 ± 27.4 mV (n = 10, supra-
and infragranular layer stimulation combined) compared
with –65.6 ± 9.4 mV for ‘feedback’ experiments (n = 6,
supra- and infragranular layer stimulation combined).
The difference is significant (P = 0.0034).

Latency

Latency measurements have been made for several
events. First, we recorded intracellularly 15 monosynap-
tic unitary EPSPs(uEPSPs), i. e. EPSPs that resulted
from the activation of a single axon. These EPSPs were
all evoked by stimulation applied in area 17 while re-
cordings were performed in area 18a. Two examples are
presented in Fig. 9A and B (note the different time scales
for A and B). Their unitary nature was recognised by
their small amplitude and their occurrence in an all-or-
nothing fashion. They were monosynaptic as determined
by their short and constant latency, their fast rise time,
and their ability to sustain high-frequency stimulation
(up to 20 Hz). The threshold to evoke them ranged be-
tween 1 and 12µA (mean 6.3µA). Their mean ampli-
tude was 0.896 ± 0.110 mV (range 0.189–1.840 mV),
which places them in the upper range of uEPSPs deter-
mined for intrinsic connections by spike-triggered aver-
aging (Komatsu et al. 1988; Thomson et al. 1988), dual
intracellular recording (Mason et al. 1991; Nicoll and
Blakemore 1993; Thomson and West 1993; Thomson et
al. 1993) and minimal electrical stimulation (Volgushev
et al. 1995). It is possible, however, that this relatively
large mean amplitude resulted from a sampling bias to-
wards the largest EPSPs. Their rise time was
2.014 ± 0.351 ms and their width at half height was
5.727 ± 0.914 ms.

The distribution of their latency is presented in
Fig. 9C. The mean latency was 6.967 ± 0.389 ms. The
histogram further shows a relatively wide range of laten-
cy for the uEPSPs (4.4–9.4 ms).

The onset latency of field potentialselicited in ‘feed-
forward’ and ‘feedback’ experiments is presented in
Fig. 9D. The onset latency of ‘feedforward’ field poten-
tials was 4.96 ± 0.34 ms. That of ‘feedback’ potentials
was between 6.7 and 7.8 ms. This apparent difference is
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in fact related to different distances between recording
and stimulating sites. When velocities were compared to
take the distance into account, no difference was ob-
served between ‘feedforward’ and ‘feedback’ field po-
tentials.

When compared with that of the uEPSPs, the onset la-
tency of ‘feedforward’ field potentials was significantly
shorter(P = 0.005). This can be understood since the la-
tency of the field potentials is determined by that of the
fastest axons. In that respect, the shortest latencies for
uEPSPs and field potentials differed by 0.5 ms only (3.9
and 4.4 ms, respectively).

The temporal aspects of responses produced through
corticocortical pathways was further studied using mea-
surement of latencies for antidromic action potentials.
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Fig. 9A–D Latency of unitary
EPSPs and field potentials. A,
B Two examples of unitary
EPSPs (note different time
scales). Traces are averages
over 50 repetitions. C Histo-
gram representing the distribu-
tion of the onset latency of uni-
tary EPSPs. D Histogram of the
onset latency of field poten-
tials. Only laminar profiles ob-
tained with supragranular layer
stimulation have been consid-
ered&/fig.c:

Fig. 10A–F Latency for antidromic activation of corticocortical
neurones and conduction velocity of their axons. A Distribution of
antidromic latency for neurones involved in feedforward connec-
tions (stimulation in area 18a, recordings in area 17). B Distribu-
tion of antidromic latency for neurones involved in feedback con-
nections (stimulation in area 17, recordings in area 18a). C Rela-
tionship between antidromic latency and separation between stim-
ulating and recording electrodes. The sample size is smaller than
in A and B due to missing values of separation for one feedfor-
ward and one feedback case. The equation of the regression line
is: Latency (ms) = 2.025 × separation (mm) + 1.352 (r2 = 0.323,
where r is the correlation coefficient). The histogram in D repre-
sents the distribution of conduction velocity of the axon of neuro-
nes involved in feedforward connections, that in E of the axon of
neurones involved in feedback connections. F Conduction velocity
represented as a function of separation between recording and
stimulating electrode. There is no significant relationship in that
case (r2 = 0.04)&/fig.c:



For the reasons already mentioned (see Materials and
methods), we concentrated on data obtained after stimu-
lation of the supragranular layers of area 17 or area 18a.
Some of the antidromically activated neurones were
identified during field potential experiments. Others have
been recorded with tungsten-in-glass microelectrodes.
Two have been intracellularly recorded and identified as
regularly spiking neurones. The antidromic latencies are
presented in the histograms of Fig. 10A and B. The mean
latency for neurones involved in ‘feedforward’ connec-
tions was 5.69 ± 0.34 ms (range 3.66–7.87 ms, n = 12);
that for neurones of ‘feedback’ connections was
6.00 ± 0.54 ms (range 4.1–8.9 ms, n = 11). The distribu-
tions of latencies for the two populations do not differ
(P = 0.97).

The graph of Fig. 10C illustrates the relationship be-
tween antidromic latency and separation between record-
ing and stimulating electrode. The slope of the regres-
sion line is significantly different from 0 (P = 0.007, t-
test on slope), indicating that the onset latency increases
as a function of the separation.

Figure 10D and E present the distributions of conduc-
tion velocities. The velocity of axons involved in ‘feed-
forward’ connections (0.413 ± 0.31 m/s, range
0.291–0.6 m/s) and that of axons involved in ‘feedback’
connections (0.377 ± 0.023 m/s, range 0.270–0.476 m/s)
do not differ significantly (P = 0.72). These data also in-
dicate some dispersion of conduction velocities, with the
slowest axons having conduction velocities that are half
those of the fastest.

The relationship between conduction velocity and
separation between recording and stimulating electrode
is depicted in Fig. 10F. Contrary to what was observed
for latency, there is no significant relationship (P = 0.3,
t-test on slope).

Discussion

Localisation of corticocortical connections in vitro

The aim of our experiments was to study the synaptic
physiology of corticocortical connections in vitro. The
first step was to establish their preservation despite the
slicing procedure. Area 18a contains a number of func-
tional visual areas (Montero 1973, 1993; Montero et al.
1973a, b; Olavarria and Montero 1981,1984; Cusick and
Lund 1981; Thomas and Espinoza 1987; Coogan and
Burkhalter 1993; Orbach and Van Essen 1993). Some of
these areas establish reciprocal connections with area 17
that are oriented parallel to the frontal plane (Montero et
al. 1973b; Olavarria and Montero 1981; Coogan and
Burkhalter 1993; Montero 1993), which is the plane used
for slicing. The terminal field observed in area 18a after
anterograde labelling of forward connections appears rel-
atively narrow: 300–400µm diameter in Montero et al.
(1973b), about 500µm diameter in Coogan and Burkhal-
ter (1993). Therefore, it seemed possible that at least part
of these connections could remain intact in 500µm thick

slices. By mapping of the field potentials along the me-
dio-lateral axis, we indeed found interconnected regions
in area 17 and 18a in the majority of our experiments,
with separation between the stimulating electrode and
the largest corticocortical potential of between 1.5 and
3.3 mm.

The shape of the field potentials varied as the record-
ings were obtained farther and farther away from the
stimulating electrode (Figs. 1, 2). Field potentials gener-
ated through intrinsic connections displayed complex
shapes and large amplitudes. As the recording pro-
gressed away from the stimulating electrode, their ampli-
tude decreased. This decrease must be related to the re-
duction in density of terminals from intrinsic axon col-
laterals, which in labelling experiments do not spread
farther than 1–1.5 mm from the injection site (Burkhalter
1989; Burkhalter and Charles 1990; Lohmann and Rörig
1994). Orbach and Van Essen (1993) showed that electri-
cal activation of intrinsic horizontal collaterals in rat area
17 leads to synaptic activation in a radius of about 1 mm
around the stimulating electrode.

Further away from the region in which intrinsic nega-
tive potentials were observed, positive potentials were
recorded that are likely to correspond to current sources
accompanying current sinks generated by the activation
of intrinsic connections. These positive potentials were
useful electrophysiological landmarks that indicated the
recording micropipette was leaving the region of intrinsi-
cally generated field potentials.

With continued progression away from the stimulat-
ing electrode, one of two things happened: either the po-
tentials remained flat, and it was concluded that the stim-
ulation failed to activate the corticocortical connections,
or the recording micropipette entered a region where
negative potentials reappeared and grew in amplitude
with increasing separation from the stimulating elec-
trode. This distant region of negative potentials was al-
ways in a cortical area different from the one in which
electrical stimulation was applied, as shown by histologi-
cal examination. Within area 18a, the nearest functional
subdivision that lies medial to area 17 is the area called
‘LM’ (Montero et al. 1973b; Montero 1981). The record-
ings for ‘feedforward’ experiments were presumably ob-
tained in this area. The stimulation, for ‘feedback’ exper-
iments, was presumably applied in LM too.

Interconnected loci were not observed with separation
smaller than 1.5 mm for the largest amplitude. Two rea-
sons may account for this observation: (1) For small sep-
arations there may be a continuity of negative potentials,
from the intrinsic to the extrinsic corticocortical connec-
tions, without the clear transition we relied on to ascer-
tain we were entering another cortical area. (2) Alterna-
tively, the large positive potentials generated after intrin-
sic activation may have obscured the negative potentials
associated with corticocortical connections with small
separations. This points to the fact that the separation be-
tween stimulating and recording electrodes must be large
enough for an unambiguous electrophysiological identi-
fication of interconnected loci.
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Contrary to those elicited through intrinsic connec-
tions, the corticocortical field potentials recorded in the
supragranular layers had a stereotyped and reproducible
shape: their rise time was long, usually around 5 ms, and
their decay was slow and monotonic. The ‘feedforward’
field potentials differed from the ‘feedback’ field poten-
tials not by their shape, but by their larger amplitude.

From pharmacological manipulation or from intracel-
lular recordings, we inferred that the earliest part of the
field potentials corresponded to monosynaptic excitatory
potentials. This confirms the results obtained by John-
ston and Burkhalter (1994) who showed that neurones of
both feedforward and feedback connections are retro-
gradely labelled by tritiated aspartate captured by their
terminals.

Although inhibitory synapses can generate current
sinks (Fig. 4), a number of arguments suggest that their
contribution to the field potentials is very small. First,
EPSPs were evoked in isolation with moderate stimula-
tion intensities (50µA in Fig. 4A); higher intensities
were required to generate IPSPs (100µA in Fig. 4B).
Second, the onset latency of the IPSPs was delayed by
3–5 ms with respect to the onset of the EPSPs. These
two observations suggest that the IPSPs were disynaptic.
Third, orthodromic action potentials were only rarely en-
countered with the stimulation strength used (50µA).
Therefore, the contribution of disynaptic responses to the
field potentials must have been minimal and, if signifi-
cant, must have been limited to their latest part. Further
arguments have been presented in support of the prepon-
derance of excitatory currents in field potentials (Mitzd-
orf 1985).

In a recent study, McDonald and Burkhalter (1993)
suggested that direct inhibitory connections link area 17
and 18a. In our intracellular recordings we never ob-
served IPSPs in isolation. IPSPs were visible only with
stimulation intensity stronger than that producing isolat-
ed EPSPs, and their latency was longer. Both features are
consistent with these IPSPs being disynaptically generat-
ed. It suggests that, if a direct inhibitory linkage exists
between area 17 and 18a, it must contribute a fairly
small number of synapses compared with the direct exci-
tatory linkage.

Laminar pattern of field potential
and current source density analysis

The second step in our study was to study the functional
anatomy of corticocortical connections. For that purpose,
we used extracellular recording of field potentials and
their analysis by CSD.

The proper application of the one-dimensional CSD
analysis requires that the current flows in only one of the
three spatial dimensions. For corticocortical field poten-
tials, positive potentials, indicating current sources, were
observed only along the depth axis. They were not ob-
served in the horizontal dimension (Figs. 1, 2). They
were also not observed when recordings were made at

different depths below the surface of the slice (not illus-
trated). This suggests that most the of current was flow-
ing in one dimension, that of the depth axis.

The data we obtained after CSD analysis showed a
pronounced variability. Electrical stimulation in area 17
was expected to reveal synaptic activation in layer 4 of
area 18a, but this was observed in only half the cases.
Stimulation in area 18a was expected to reveal a synaptic
activation in layer 1 of area 17, but this occurred in only
one third of the cases. The possibility that this could be
explained by the fact that some slices were damaged by
the preparation appears unlikely because, in all cases, the
potentials were stable during several hours of recordings
and there was no relationship between the type of CSD
pattern and the sizes of the potentials (with the exception
of the smaller size of the ‘feedback’ potentials observed
in all cases).

The most likely explanation for this variability is re-
lated to the use of electrical stimulation. In another paper
(Nowak and Bullier 1997a) it has been shown that elec-
trical stimulation does not activate cell bodies, but axons.
It follows that the stimulation applied, for example in ar-
ea 17, activated the efferent axons of area 17, those that
are involved in feedforward connections, but it also acti-
vated axonal trunks and terminals of the afferents to area
17, including axons involved in feedback connections.
The antidromic action potentials propagating backwards
along the main axon could have invaded the intrinsic re-
current axon collaterals. This invasion could have result-
ed in an orthodromic activation in area 18a.

Given that antidromic responses have been observed
in only two of 21 intracellularly recorded cells, one may
argue that the activation of the recurrent collaterals does
not account for a large part of the recorded signal. How-
ever, after stimulation of an axon, the antidromic inva-
sion may be observed in only one cell body but invasion
of the collaterals can produce an orthodromic response
in, say, 100 other cells. This means that the invasion of
axon collaterals could account for all the recorded sig-
nal.

Therefore, the field potentials presented in this paper
may have resulted from the activation of two pathways:
one is the ‘real’ corticocortical pathway; the other corre-
sponds to an intrinsic collateral pathway specific to the
neurones from which corticocortical axons are issued.
The variability reported in our experiments could be re-
lated to the relative weight of these two pathways in the
stimulated axons. This could vary in different experi-
ments because of variability in the cutting process. An-
other possible explanation is given below.

One important difference between these two sets of
axons is the size of their terminal arbors. As schematised
in Fig. 11, feedforward axons arborize in area 18a over a
region smaller than 0.5 mm in the horizontal dimension
(Montero et al. 1973b; Coogan and Burkhalter 1993). On
the other hand, the intrinsic collaterals from supragranu-
lar layer neurones arborise over more than 1 mm (Loh-
mann and Rörig 1994). The laminar pattern of synaptic
activity generated by stimulation in area 17 will then de-
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pend on the precise placement of the recordingelectrode
in area 18a (Fig. 11). If it is placed exactly within the re-
gion where the activated feedforward axons arborise,
then both pathways will contribute to the field potentials.
If the recording electrode is displaced laterally with re-
spect to the focus of feedforward connection terminals,
then it is possible that only the intrinsic collaterals will
contribute to the field potentials. At intermediate posi-
tions, variable importance of the synaptic contribution of
either pathway may be the basis for differences in
strengths of activation in the different cortical layers.

In all the ‘feedforward’ experiments, a strong synap-
tic activation occurred in the upper part of the supragran-
ular layers that was accompanied by a prominent current
source in layer 1. We attribute this to the activation of in-
trinsic axon collaterals in area 18a. It implies that neuro-
nes that are sending feedback axons have intrinsic collat-
erals providing the bulk of their functional synapses to
the upper part of the supragranular layers. This is consis-
tent with labelling studies showing intrinsic anterograde
tracing mostly in the upper part of supragranular layers
of visual cortical areas in the rat (Coogan and Burkhalter
1993). The CSD study of Luhmann et al. (1990) per-
formed in cat area 17 also showed that the stimulation of
intrinsic horizontal connections leads to a strong synap-
tic activation of the upper part of the supragranular lay-
ers.

In a subset of our ‘feedforward’ experiments we ob-
served a strong activation in layer 4 and the bottom of
layer 3. We hypothesise that this resulted from recording
in the arborisation region of the ‘real’ feedforward ax-
ons. This strong and focussed synaptic response is in
keeping with the conclusion of Olavarria and Montero
(1981) that feedforward axons terminate mostly in layer
4, but is at odds with other reports (see introduction) that
indicate that layer 4 is not the major site of termination
of feedforward connections in the rat.

Variability in CSD patterns was also observed for
‘feedback’ experiments. This could again be related to

the difference in arborisation patterns of intrinsic collat-
erals and feedforward axons in area 18a. Because of the
restricted terminal arbors of feedforward axons, anti-
dromic activation of intrinsic collaterals of feedforward
neurons in area 17 is not always present. This is consis-
tent with the observation in one case of a restricted acti-
vation of layer 1 and the upper part of layers 2–3
(Fig. 7), which is likely to correspond to a specific acti-
vation of the feedback pathway. The CSD pattern ob-
tained in that case is very similar to the one obtained by
Cauller and Connors (1994) after stimulation of the iso-
lated layer 1. It could mean that the feedback connec-
tions provide their strongest synaptic inputs to the very
top of the cortex.

In the two other cases of feedback connections stud-
ied, the main synaptic activation was observed in the up-
per part of the supragranular layers, and was accompa-
nied by a current source in layer 1. This pattern of activi-
ty might reflect the activation of intrinsic collaterals.

In all the cases of ‘feedforward’ and ‘feedback’ ex-
periments, although in variable amount, infragranular
layer stimulation led to the appearance of a synaptic acti-
vation in the infragranular layers that was not observed
with supragranular layer stimulation. This pattern is con-
sistent with the anatomical results showing a segregation
of pathways from supra- and infragranular layers (Henry
et al. 1991; Coogan and Burkhalter 1993). However, one
cannot rule out the participation of intrinsic collaterals.
Corticocortical neurones that provide axonal arborisation
in the infragranular layers of their target area may also
have intrinsic collaterals in the infragranular layers.

In summary, the CSD patterns suggest the presence
of a synaptic activation in the upper part of the supra-
granular layers by the intrinsic collaterals of neurones
involved in corticocortical connections. The strongest
feedforward inputs would target the upper half of layer 4
and the lowest part of layer 3. Feedback connections
would generate the bulk of their synaptic activation in
layer 1 and the upper part of the supragranular layers. In
addition, infragranular layer neurones would be the re-
cipients of synaptic inputs from either the infragranular
layers of the other cortical area, or their own intrinsic
collaterals.

These conclusions are similar to those reached in a re-
cent study by Domineci et al. (1995), which also reports
CSD analyses of the synaptic responses elicited by feed-
forward and feedback connections in rat visual cortex.
Variability is also apparent in the results reported by this
group, since two of their illustrations (Figs. 4, 5) do not
show a current source in layer 4 after a ‘feedforward’
stimulation.

Response latency

The conduction velocity of the axons involved in area
17–18a connections ranges between about 0.25 m/s and
0.6 m/s. The field potential latency may be used to esti-
mate the velocity of the fastest axons, which appears to
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Fig. 11 Horizontal extent of intrinsic and corticocortical axonal
arborisations in areas 17 and 18a. The smaller extent of the termi-
nal arborisations of feedforward axons compared with that of col-
laterals of feedback axons may explain why current sinks are not
always observed in layer 4, whereas current sinks are always ob-
served in upper layers 2–3 in area 18a after stimulation in area 17
(‘feedforward’ experiments). A similar reasoning could explain
the variability in laminar distribution of current sinks and sources
for ‘feedback’ experiments (see text)&/fig.c:



be less than 0.8 m/s. These values have been calculated
assuming that the axons follow a straight course between
the stimulating and the recording electrode. Since the
course of some axons is likely to be U-shaped, a correc-
tion should be applied. Given the width of rat cortex
(1 mm) and the interelectrode distance (2 mm), a correc-
tion factor of 2 is a reasonable estimate, giving conduc-
tion velocities between 0.5 and 1.2 m/s. This indicates
that the axons involved in rat corticocortical connections
are very slowly conducting, as in a number of other spe-
cies (Nowak and Bullier 1997b; Bullier et al 1988;
Swadlow and Weyand 1981). This slow conduction of
corticocortical axons contrasts with the situation for
many peripheral axons. For comparison, the conduc-
tion velocities of rat retinal ganglion cells are larger
than 1.7 m/s and can be as fast as 24 m/s (Hale et al.
1979).

Since there is a relationship between conduction ve-
locity and axonal diameter (Rushton 1951; Waxman and
Bennett 1972; Nowak and Bullier 1997b), we can extra-
polate that the diameters of the stimulated axons were
between 0.07 and 0.17µm. According to Waxman and
Bennett (1972), 0.2µm is the lowest limit below which
myelination does not increase conduction velocity.
Therefore, it is to be expected that corticocortical axons
in rat visual cortex are mainly small-diameter unmyeli-
nated axons.

We found a significant relationship between the laten-
cy of antidromic activation and the distance separating
recording and stimulating electrodes (Fig. 10C), but no
correlation could be observed between axonal conduc-
tion velocity and separation (Fig. 10F). This suggests
that there is no compensation for increased distance by
increased conduction velocities for corticocortical con-
nections. This is at variance with what has been ob-
served in other brain structures, such as the cerebellum
where the longest olivocerebellar fibres have higher con-
duction velocities than the shorter fibres (Sugihara et al.
1993).

Our conclusion that feedforward and feedback con-
nections have similar conduction velocities is similar to
that reached in the monkey visual cortex by comparing
the diameters of feedforward and feedback axons be-
tween areas V1 and V2 (Rockland and Virga 1989
1990). This suggests that feedback axons are involved in
the transmission of information across cortical areas
(Nowak and Bullier 1997b), instead of playing a slow
modulatory role as is usually assumed.
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