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Abstract
Peri-hand space is the area surrounding the hand. Objects within this space may be subject to increased visuospatial percep-
tion, increased attentional prioritization, and slower attentional disengagement compared to more distal objects. This may 
result from kinesthetic and visual feedback about the location of the hand that projects from the reach and grasp networks of 
the dorsal visual stream back to occipital visual areas, which in turn, refines cortical visual processing that can subsequently 
guide skilled motor actions. Thus, we hypothesized that visual stimuli that afford action, which are known to potentiate 
activity in the dorsal visual stream, would be associated with greater alterations in visual processing when presented near the 
hand. To test this, participants held their right hand near or far from a touchscreen that presented a visual array containing 
a single target object that differed from 11 distractor objects by orientation only. The target objects and their accompanying 
distractors either strongly afforded grasping or did not. Participants identified the target among the distractors by reaching 
out and touching it with their left index finger while eye-tracking was used to measure visual search times, target recognition 
times, and search accuracy. The results failed to support the theory of enhanced visual processing of graspable objects near 
the hand as participants were faster at recognizing graspable compared to non-graspable targets, regardless of the position of 
the right hand. The results are discussed in relation to the idea that, in addition to potentiating appropriate motor responses, 
object affordances may also potentiate early visual processes necessary for object recognition.

Keywords  Peri-hand space · Near-hand effect · Visual recognition · Object recognition · Dorsal visual stream · Reach and 
grasp · Visual search · Magnocellular pathway

Introduction

There are two cortical visual pathways: the ventral and dor-
sal visual streams (Milner and Goodale 2006). Projections 
from primary visual cortex (V1) to the occipitotemporal 
cortex (OTC) make up the ventral stream, while projections 
from V1 to the posterior parietal cortex (PPC) make up the 
dorsal stream (Gallivan and Goodale 2018). The dorsal 
stream receives the majority of its inputs from magnocellular 
retinal ganglion cells and is primarily involved in the visual 
control of action. In contrast, the ventral stream receives the 
majority of its inputs from parvocellular retinal ganglion 

cells and is primarily involved in visual perception and rec-
ognition (Baizer et al. 1991; Gallivan and Goodale 2018; 
Perry et al. 2015). The prominent role that the dorsal stream 
plays in processing stimuli that afford action is supported by 
brain imaging studies that have observed increased activity 
in the occipito-parietal junction (OPJ) of the dorsal stream 
in response to images of objects that change by orientation 
(Valyear et al. 2006); however, increased activity in the OPJ 
was only observed when the image was of an object that 
affords grasping (Rice et al. 2007). Thus, object features 
that indicate action affordances, such as an object’s grasp-
ability and orientation, may bias visual processing towards 
the dorsal visual stream to enable the control of fine motor 
movements towards such objects (Gallivan and Goodale 
2018; Valyear et al. 2006; Rice et al. 2007).

In most cases, dorsal stream processing of vision is 
thought to proceed in a relatively linear fashion from the 
lateral geniculate nucleus (LGN), to V1, V2, V5, and then 
to the dorsomedial (reach) and dorsolateral (grasp) circuits, 
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which consist of separate connections from the intraparietal 
sulcus (IPS) in the PPC to the premotor cortex. Nonetheless, 
a number of subcortical projections allow visual information 
to bypass V1 and project directly to V5 and downstream 
reach and grasp circuits. These may derive directly from 
the LGN, directly from the pulvinar, or indirectly from the 
superior colliculus via the pulvinar (Brown et al. 2008; Lui 
et al. 2017; Makin et al. 2012; Schendel and Robertson 
2004). In addition, action relevant information is transmit-
ted from parietal areas back to early cortical visual areas. For 
example, Greenberg et al. (2012) used fMRI and diffusion 
spectrum imaging to measure activity and connections from 
the intraparietal sulcus (IPS) to V1–3, during an attentional 
task. They observed large white matter tracts projecting from 
the posterior IPS to the early visual cortex and found that 
as the participant’s attention increased, activity in the IPS 
increased and this corresponded with increasing activity in 
V1–3. Additional research has observed increased activity 
in the retinotopic zones of V1–3 that correspond to both a 
target object and the to-be-placed area prior to the onset of 
grasping and placing of an object (Gallivan et al. 2019). 
Together, these findings suggest that attention modulating 
areas of the IPS may send feedback to early cortical visual 
areas which may enhance visual attention for action-relevant 
information in the environment prior to movement onset.

It has been suggested that placing a hand near an object 
may alter visual processing within these brain networks and 
thus, alter visual processing of such objects. Altered visual 
processing appears to occur when the object is presented up 
to 30 cm away from the palm of hand (Bonifazi et al. 2007; 
Serino et al. 2015). However, this distance may be plastic as 
it can be lengthened by tool use (Magosso et al. 2010; Reed 
et al. 2010). To quantify how visual processing is altered 
within peri-hand space, Reed et al. (2006) investigated atten-
tional prioritization for stimuli within this space by present-
ing a cue on either side of a screen followed by a target in the 
cued or uncued location while participants rested their hand 
either near to or far from the screen. Targets that appeared 
near the hand were detected faster than those away from 
the hand, regardless of the cued location. In another study, 
Abrams et al. (2008) found that participants took longer to 
complete a visual search task and were slower to disengage 
attention from distractor stimuli when the hand was located 
near the visual search display. Finally, additional investi-
gators have found that placing a hand near visual stimuli 
can increase the number of stimuli that can be remembered 
(Tseng and Bridgeman 2011) as well as improve visual 
working memory for action relevant information (Kelly and 
Brockmole 2014). Altogether, it appears as though the pres-
ence of the hand results in enhanced visual perception as 
characterized by prolonged and prioritized visual attention 
for, more thorough evaluation of, and increased working 
memory for objects located near the hand.

While many studies have found evidence in support of 
enhanced visual processing for objects near the hand, many 
studies have also failed to support this theory. Dosso and 
Kingstone (2018) attempted to closely replicate Reed et al. 
(2006) but failed to find a convincing peri-hand effect. They 
also failed to find any peri-hand effects when using visual 
stimuli meant to bias visual processing towards the magno-
cellular pathway. Thomas and Sunny (2019) were unable to 
reproduce any peri-hand effects in a visual search task simi-
lar to that of Abrams et al. (2008). Andringa et al. (2018) 
failed to find a peri-hand effect in a more complex and eco-
logically valid visual search task. Lastly, Bush and Vecera 
(2014) found improved spatial (parvocellular-biased) dis-
crimination but impaired temporal (magnocellular-biased) 
discrimination for visual stimuli near the hand. These results 
suggest that peri-hand space effects are unstable across con-
ditions making it difficult to identify exactly what type of 
stimuli or tasks enable these effects.

One possibility is that stimuli that strongly afford action 
may be the most likely to induce peri-hand space effects. 
Gibson (1979) introduced the term ‘affordances’ to refer to 
the specific actions that an object is most likely to elicit. For 
example, a chair affords sitting while an apple affords grasp-
ing. Object affordances can be learned through direct experi-
ence (Borghi et al. 2012) or by observing how others interact 
with objects (Jacquet et al. 2012), but they are also context 
dependent in the sense that a chair strongly affords sitting 
after one has finished running a marathon but not after a 
15 h plane ride. Importantly, when an object is encountered 
in a context that strongly affords action, this is thought to 
activate the dorsal stream (Breveglieri et al. 2015; Chao and 
Martin 2000; Grèzes et al. 2003) and trigger relevant actions 
towards that object. In relation to peri-hand space effects, 
it has been found that when the hand is in a position that 
affords grasping, that is with the palm facing the stimuli, 
visuospatial attention is improved compared to when the 
palm is facing away (Colman et al. 2017). This suggests 
that a hand position that affords action is an important fac-
tor for eliciting a peri-hand effect and should be carefully 
controlled in peri-hand space research. Relatedly, Chan et al. 
(2013) found that image recognition was slower for high spa-
tial frequency (parvocellular-biased) images near the hand, 
however, they observed that image recognition speed was 
improved for low spatial frequency (magnocellular-biased) 
images if the objects depicted in the images afforded grasp-
ing. Thus, it may be the case that the extent to which both 
the visual stimulus and the hand afford action determines the 
extent to which a peri-hand effect will be observed.

This view is supported by recent work suggesting that 
the proximity of one’s hand to an object may alter visual 
perception by influencing how visual information is pro-
cessed within the dorsal stream. Specifically, visual infor-
mation near the hand may travel via one of the subcortical 
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shortcut pathways directly to V5 and then on to the dorso-
medial and dorsolateral reach and grasp circuits (Brown 
et al. 2008; di Pellegrino and Frassinetti 2000; Makin et al. 
2012; Schendel and Robertson 2004). Visual, kinesthetic, 
and motor information needed to direct motor responses 
are integrated within these circuits, which then project 
back and influence neural activity in V2 (Makin et al. 
2012; Perry and Fallah 2017; Perry et al. 2015). Area V2 
is an important brain area for detecting the orientation 
of objects (Perry et al. 2016) and it shares connections 
with the dorsomedial and dorsolateral circuits of the dor-
sal visual stream which have been implicated in reaching 
and grasping (Kastner et al. 2017; Perry and Fallah 2017). 
Thus, refined visual processing in V2 could subsequently 
facilitate improved orienting of the hand when subse-
quently reaching to grasp viewed objects near the hand.

Given that altered vision within peri-hand space is 
thought to result from feedback from reach and grasp 
networks in the dorsal stream (Perry and Fallah 2017) 
and that grasp-relevant object features appear to improve 
target detection accuracy for subsequent reach and grasp 
movements (Hannus et al. 2005; Bekkering and Neggers 
2002), we hypothesized that objects that afford grasping 
and are easily defined by their orientation would facili-
tate visual perception within peri-hand space. To test this, 
participants were asked to complete a visual search task 
in which they had to identify a single target image among 
an array of eleven distractor images. The target consisted 
of an object that either strongly afforded grasping or did 
not. Distractor images were identical to the target image 
and differed from the target only in their orientation—an 
action-relevant feature of graspable objects that selectively 
activates the OPJ region of the dorsal stream (Valyear et al. 
2006; Rice et al. 2007). Targets were either easy or dif-
ficult to differentiate from the distractors based on their 
orientation. Previous research suggests that participants 
may spend more time looking at distractor stimuli when 
searching for a target in peri-hand space, possibly because 
prolonged attentional resources are attributed to each dis-
tractor near the hand to ensure a more accurate search 
(Abrams et al. 2008; Thomas and Sunny 2017). Still, once 
the target image is fixated upon, participants may recog-
nize it more quickly, due to faster visual processing of 
the target image in peri-hand space (Bröhl et al. 2017; 
Thomas and Sunny 2017). Thus, participants wore eye-
tracking glasses while completing the visual search task to 
determine whether hand proximity might produce differen-
tial effects on visual search time, defined as the time from 
the appearance of the visual array to when the participant 
initially fixated on the target, and target recognition time, 
defined as the time from when the participant initially fix-
ated on the target to when they released the spacebar to 
touch the target on the screen.

Methods

Participants

Thirty-five individuals were recruited from introductory 
psychology courses at Thompson Rivers University and 
from the general public via social media (age range 18–46, 
M = 24.63, SD = 8.53; male, n = 12, female, n = 23). Par-
ticipants self-reported as being right-hand dominant for 
writing. Only right-handed participants were included in 
the study as peri-hand space effects may be stronger for 
the right hand of right-handed individuals (Grivaz et al. 
2017; Colman et al. 2017). Participation was voluntary and 
each participant signed an informed consent form prior to 
participating. Each participant was tested individually in 
the psychology laboratory and received 1% bonus credit 
towards their introductory psychology course or a $5.00 
gift card for participating. The study was approved by the 
Thompson Rivers University Research Ethics Board prior 
to running the experiment.

Design

The experiment consisted of a 2 Hand Position (near vs. 
far) × 2 Graspability (graspable vs. non-graspable) × 2 
Difficulty (easy orientation vs. hard orientation) factorial 
within-subjects design in which all participants engaged 
in a visual search task with all independent variables com-
pleted in a randomized or counterbalanced order.

Procedure

Stimuli and materials

For this experiment, eight line drawings of objects, con-
sisting of a white foreground and a black outline, were 
selected. Line drawings were used instead of photographs 
to control for differences in low-level visual properties 
such as colour, shading, brightness, and texture as line 
drawings and photographs of real objects produce a simi-
lar performance in memory recall (Snow et  al. 2014). 
Four of the images depicted graspable objects and four 
images depicted non-graspable objects. Graspable objects 
and non-graspable objects were matched based on shape 
(chess piece vs. person, mug vs. chair, hammer vs. palm 
tree, and banana vs. canoe; Fig. 1). All stimuli, includ-
ing the target stimuli, were presented at an image size of 
4 × 4 cm. Therefore, all of the images were significantly 
smaller than their real-world size. The computer program 
Adobe Photoshop (adobe.com) was used to manipulate 
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each image between 0 and 360-° angles by increments of 
30° to produce a total of 12 images. Easy target images 
were those positioned at 0, 90, 180, and 270-° angles while 
hard target images were those positioned at any angle in 
between these (Fig. 2).

A custom-designed visual search task, programmed in 
Unity game engine, was coded using C# program language 
in Visual Studio and the images were displayed on an E230t 
HP touch screen monitor. The program functioned such 
that when the spacebar was held down, the touch screen 
displayed a fixation cross for 1000 ms, followed by the tar-
get stimulus for 2000 ms, followed by a visual search array 

containing the target along with 11 distractors. The distrac-
tors differed from the target object only by their orientation 
(Fig. 3). The program recorded the time of the presentation 
of the visual array to the time the spacebar was released 
(total search time), the time from when the spacebar was 
released to the time when the screen was touched (movement 
duration), and the location on the screen that was touched 
(accuracy). Visual fixations were assessed using a Positive 
Science Eye Tracking system (https​://www.posit​ivesc​ience​
.com) that recorded at a rate of 30 frames per second. Yar-
bus software was used to calibrate the eye-tracking system 
and LiveCapture software was used to track eye movements. 

Fig. 1   a Graspable object 
images (banana, mug, hammer, 
and chess piece), b non-graspa-
ble object images (canoe, chair, 
palm tree, person)

Fig. 2   a Easy target orientations 
(0°, 90°, 180°, and 270° orienta-
tions), b hard target orientations 
(30°, 60°, 120°, 150°, 210°, 
240°, 300°, and 330° orienta-
tions)

https://www.positivescience.com
https://www.positivescience.com
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Frame by frame analysis in Kinovea video player was used to 
calculate fixation durations on the eye-tracking video. Frame 
numbers for when the array fully appeared, when the target 
was fixated on, and when the array fully disappeared were 
recorded for each accurate trial.

Experimental task

Each participant sat facing the computer screen, which was 
adjusted to the participant’s eye level and positioned 17 cm 
back from the edge of the table. The spacebar was marked 
with a touch location which was aligned with the center of 
the screen and the keyboard was positioned directly below 
and in front of the screen. There was a distance of 12–30 cm 
from the touch location on the spacebar and the target stimu-
lus on the screen depending on the location of the target 
stimulus in the array. Participants put on the eye-tracker 
and received instructions on how to complete the task. They 
were told to press the space bar down with their left index 

finger until they found the target object. Importantly, the left 
hand was always in a prone posture with the palm facing 
down and away from the stimuli (Fig. 4), which is based on 
findings from Colman et al. (2017) that no peri-hand space 
effects were observed when the palm was facing away from 
the stimuli. Upon identifying the target in the array, partici-
pants were required to release the spacebar with their left 
hand and reach out and touch the target image in the array 
with their left index finger. They were instructed to com-
plete the task as quickly and as accurately as possible. Each 
participant completed practice trials until they completed 
approximately five trials correctly.

Prior to the start of the experiment, participants were told 
to put their right hand on their lap or on the side of the com-
puter screen in an open hand position with their palm facing 
the visual array. Participants held their left index finger on 
the marked location of the spacebar during which time a 
black fixation cross appeared in the middle of a blank screen 
for 1000 ms. Subsequently, the fixation cross disappeared, 

Fig. 3   Example of a trial. A fixation cross appeared for 1000 ms, followed by the target object for 2000 ms, and then a visual search array con-
taining the target along with 11 distractors varying in orientation from the target object

Fig. 4   Experimental set up. a 
Hand close condition, b hand 
far condition
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and a target object appeared for 2000 ms. Following the 
target screen, a visual array appeared in which the target 
was presented along with the remaining 11 distractors vary-
ing in orientation from the target. Distractors and targets 
appeared in randomized positions in the circular array and 
were located between 5 and 30 cm from the right hand when 
it was positioned on the right side of the screen. The order 
in which the visual arrays were presented, the location of 
the target image within the array, and the image that served 
as the target within each array was randomized and coun-
terbalanced across participants and trials. Of the 12 image 
locations in the array, the target image only ever appeared 
in the outer eight locations. The four center locations were 
never chosen for the target location because it was too close 
to the initial fixation point of the eyes. After completing 40 
trials, participants were asked to switch the position of their 
right hand from the screen to their lap or vice versa and then 
complete the next set of trials for a total of two counterbal-
anced blocks, each consisting of 40 trials (hands close vs. 
hands far) for a total of 80 trials.

Data analysis

Three dependent variables were analyzed using the data col-
lected from the custom visual search software and the frame 
by frame video analysis. First, accuracy was calculated as 
the proportion of trials on which the participant correctly 
identified the target object among the distractors. Second, 
target recognition time was calculated by subtracting move-
ment duration (time from finger lift to screen touch) from 
the total time participants fixated on the target object (time 
from target fixation to complete disappearance of the array). 
Third, visual search time was calculated by subtracting the 
target recognition time from the total search time (time from 
presentation of the array to screen touch). The frame-by-
frame analysis procedure required an experimenter’s judge-
ment of the frame numbers that would be used to calculate 
visual search times and target recognition times. As such, 
these measures were tested for inter-rater reliability between 
two raters using two-way mixed average-measures intraclass 
correlation co-efficients with absolute agreeability, which 
revealed very high inter-rater reliability (visual search time 
ICC = 0.999; target recognition time ICC = 0.963). Means 
were calculated separately for each participant under each 
experimental condition for a total of eight means for each 
dependent variable.

Statistical analyses

Two participants were eliminated due to accuracy that 
was two standard deviations below the sample mean and 
one participant was eliminated from eyetracking analyses 
due to technical issues (Table 1). From the remaining 32 

participants, a total of 1135 out of 2560 trials were excluded 
from analysis because the participant selected the incorrect 
image (542 trials), the participant lifted their finger before 
fixating on the target object (179 trials), or there were 
errors in the calibration of the eye tracker (67 trials). In 
addition, it was noted during the frame by frame analysis 
of the eye-tracking data that participants sometimes looked 
at the target image more than once before responding to 
it. Such trials were associated with longer visual search 
times (M = 2701 ms, SE = 13 ms), compared to other trials 
(M = 1820 ms, SE = 73 ms), t = − 8.910, p < 0.001, d = 1.50, 
as well as significantly faster final target recognition times 
(M = 425 ms, SE = 19 ms) compared to when the participant 
only looked at the target once (M = 587 ms, SE = 17 ms), 
t = 8.480, p < 0.001, d = 1.60. Inclusion of these trials in the 
final statistical analysis revealed a significant main effect 
of difficulty (F(1,31) = 10.403, p = 0.003, ηp

2 = 0.251) for 
the measure of visual search time because participants were 
more likely to look back and forth between the target image 
and a given distractor image on difficult trials compared to 
easy trials. No other measures were affected by the inclusion 
versus exclusion of these trials from the overall analysis. As 
such, trials on which the participant fixated on the target 
image more than once before responding to it (347 trials) 
were also excluded from the final statistical analysis.

A three-way repeated measures ANOVA for each of the 
three dependent variables (accuracy, visual search time, 
and target recognition time) was used to analyze the effect 
of each independent variable: hand position (near vs. far), 
object graspability (graspable vs. non-graspable), and target 
orientation difficulty (easy vs. hard), on each of the three 
dependent variables. Four planned t-tests were conducted for 
each dependent variable based on our predictions of longer 
search times, shorter target recognition times, and improved 
accuracy when the hand was positioned near graspable stim-
uli. The purpose of these comparisons was to further exam-
ine any interactions between graspability and hand position. 
They included: hands close graspable versus hands close 
non-graspable; hands far graspable versus hands far non-
graspable; hands close graspable versus hands far graspable; 
hands close non-graspable versus hands far non-graspable. 

Table 1   Number of participants and mean number and range of trials 
used in final analyses for each hand position condition

Measure N Hand position Mean 
number of 
trials

Range of trials

Target detection 
accuracy

33 Close 40 40
Far 40 40

Visual search time/
target recognition 
time

32 Close 21.78 14–33
Far 22.84 13–33
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Only planned comparisons that were significant or trending 
towards significance are reported in the results.

Results

Target detection accuracy

Accuracy refers to the proportion of trials on which the par-
ticipant correctly identified the target image among the dis-
tractors. The statistical analysis revealed that there was no 
significant difference between the hands close (M = 0.813, 
SE = 0.020) and hands far (M = 0.820, SE = 0.019) con-
ditions on target detection accuracy, F(1,32) = 0.226, 
p = 0.638, ηp

2 = 0.007. There was also no significant differ-
ence between graspable (M = 0.818, SE = 0.022) and non-
graspable (M = 0.816, SE = 0.020) objects on target detection 
accuracy F(1,32) = 0.013, p = 0.909, ηp

2 = 0.000. However, 
there was a significant main effect of difficulty such that 
accuracy was higher for easy orientation trials (M = 0.907, 
SE = 0.013) than hard orientation trials (M = 0.726, 
SE = 0.023), F(1,32) = 109.002, p < 0.001, ηp

2 = 0.773 
(Fig.  5). There was no significant interaction between 
hand position and graspability F(1,32) = 0.259, p = 0.615, 
ηp

2 = 0.008, nor hand position and difficulty F(1,32) = 0.013, 
p = 0.910, ηp

2 = 0.000. There was also no significant three-
way interaction between hand position, graspability, and dif-
ficulty on accuracy F(1,32) = 0.314, p = 0.564, ηp

2 = 0.011. 
Together, these results indicate that neither hand position nor 
graspability influenced accuracy and that only target orienta-
tion difficulty affected accuracy rates.

Visual search time

Visual search time refers to the amount of time partici-
pants searched through the array before initially fixating 

on the target image in the array. The statistical analysis 
revealed that there was no significant difference between 
the hands close (M = 1786 ms, SE = 76 ms) and hands far 
(M = 1842 ms, SE = 79 ms) conditions, F(1,31) = 0.526, 
p = 0.474, ηp

2 = 0.017; no significant difference between 
graspable (M = 1842 ms, SE = 58 ms) and non-graspable 
(M = 1786 ms, SE = 95 ms) target objects, F(1,31) = 0.927, 
p = 0.343, ηp

2 = 0.029; and no significant difference between 
easy (M = 1757 ms, SE = 85 ms) and hard target orienta-
tions (M = 1871 ms, SE = 66 ms), F(1,31) = 3.452, p = 0.073, 
ηp

2 = 0.100, on visual search time (Fig. 6). There were also 
no significant interactions between hand position and grasp-
ability F(1,31) = 0.818, p = 0.373, ηp

2 = 0.026; hand position 
and difficulty F(1,31) = 0.145, p = 0.706, ηp

2 = 0.005; or 
hand position, graspability, and difficulty on visual search 
time F(1,31) = 0.174, p = 0.680, ηp

2 = 0.006. Together, these 
results indicate that neither hand position, graspability, nor 
target detection orientation influenced visual search time.

Target recognition time

Target recognition time refers to the amount of time from 
when the participant first fixated on the target image in the 
array to when they lifted their left index finger from the space 
bar to touch the target image. It indicates how long it took 
participants to recognize that the image they were looking at 
was indeed the target image. The statistical analysis revealed 
that there was no significant difference in target recognition 
time when the hand was close (M = 589 ms, SE = 22 ms) 
compared to far (M = 576 ms, SE = 16 ms), F(1,31) = 0.728, 
p = 0.400, ηp

2 = 0.023, from the array. There was, however, 
a significant main effect of graspability such that partici-
pants displayed shorter target recognition times for grasp-
able target objects (M = 562 ms, SE = 18 ms) compared to 
non-graspable target objects (M = 602 ms, SE = 18 ms), 

Fig. 5   Accuracy main effects for hand position: close (C) and far (F); 
graspability: graspable (G) and non-graspable (NG); and difficulty: 
easy (E) and hard (H). Proportion of trials (means ± standard error) in 
which the correct target was selected

Fig. 6   Visual search time main effects for hand position: close (C) 
and far (F); graspability: graspable (G) and non-graspable (NG); and 
difficulty: easy (E) and hard (H). Amount of time (means ± standard 
error), from the presentation of the visual array to fixation on target 
object
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F(1,31) = 34.520, p < 0.001, ηp
2 = 0.527. There was also 

a significant effect of difficulty such that participants dis-
played shorter target recognition times for easy (M = 542 ms, 
SE = 17 ms) compared to hard (M = 622 ms, SE = 20 ms) 
target orientations, F(1,31) = 54.421, p < 0.001, ηp

2 = 0.637 
(Fig. 7). The interaction between hand position and grasp-
ability was not significant, F(1,31) = 2.718, p = 0.109, 
ηp

2 = 0.081. However, planned comparisons revealed that 
the results were trending towards longer target recognition 
times for non-graspable objects near the hand (M = 616 ms) 
compared to far away (M = 588 ms), t(31) = 1.599, p = 0.060, 
d = 0.248 (Fig. 8). This was the only planned comparison 
that was close to reaching a level of significance. There 
was also no significant interaction between hand position 
and difficulty, F(1,31) = 0.314, p = 0.579, ηp

2 = 0.010, and 
no three-way interaction between hand position, graspabil-
ity, and difficulty, F(1,31) = 0.328, p = 0.571, ηp

2 = 0.010, 
on target recognition time. Together, these results indicate 
that hand position had no effect on target recognition times. 

Nonetheless, participants were faster at recognizing easy 
target orientations than hard target orientations as well as 
faster at recognizing graspable objects compared to non-
graspable objects.

Discussion

Altered visual processing within peri-hand space is thought 
to be enabled by dorsal stream structures that mediate visu-
ally-guided action (Brozzoli et al. 2012; Makin et al. 2012; 
Perry and Fallah 2017). The aim of the present study was 
to test the hypothesis that objects that afford action may 
be more likely to recruit dorsal stream processing and as 
such will receive the greatest visual processing advantage 
when positioned near the hand. Participants were asked to 
complete a visual search task while their right hand was 
positioned either close to or far from visual stimuli on a 
touchscreen. Target images consisted of objects that differed 
in the extent to which they afforded action (graspable versus 
non-graspable) and were differentiated from distractors by 
a single affordance-relevant feature (orientation). We pre-
dicted that participants would show the greatest peri-hand 
space effects, defined as increased target detection accuracy, 
longer visual search times, and shorter target recognition 
times, when searching for target objects that afforded grasp-
ing and that were positioned in an easily identified orienta-
tion. Altogether, we did not find any hand position effects. 
Instead, we found that participants were faster at recognizing 
graspable objects compared to non-graspable objects regard-
less of hand position.

The advantages of this study include the use of eye-
tracking equipment to measure how stimuli are visually 
attended near the hand and the influence of task difficulty 
on peri-hand space effects. Much of the research on peri-
hand space has predominantly used total reaction time as a 
measure of visual attention. However, eye movements often 
precede hand movements (Bekkering and Neggers 2002). 
Thus, the use of an eye-tracking device allowed us to sepa-
rate the measures of visual search time from target recogni-
tion time, which enabled us to differentiate the time spent 
searching for the target from the time spent recognizing the 
target. Furthermore, task difficulty is a factor that is not often 
accounted for in peri-hand space research. By dividing the 
orientation trials into easy and hard trials we were able to 
assess the extent to which measures of visuospatial process-
ing near the hand are impacted by task difficulty.

One possible shortcoming of this study is that the right 
hand was positioned on the screen in the hand close con-
dition, but the left hand was always acting on the stimuli 
regardless of the condition. Our decision to use this exper-
imental setup was based on previous research by Colman 
et al. (2017) who found that the peri-hand space effect 

Fig. 7   Target recognition time main effects for hand position: close 
(C) and far (F); graspability: graspable (G) and non-graspable 
(NG); and difficulty: easy (E) and hard (H). Target fixation time 
(means ± standard error), from the fixation on the target object to 
release of the space bar

Fig. 8   Target recognition time hand × graspability effects 
(means ± standard error; paired, one-tailed t tests)
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tends be stronger for the right hand of right-handed indi-
viduals and positioning the palm of the hand towards the 
experimental stimuli may enhance peri-hand space effects 
as it prepares the motor system for action (Colman et al. 
2017). Also, Tseng and Bridgeman (2011) used a change 
detection task and alternated between left and right hands 
responding while the opposite hand rested near the stimuli. 
They found that performance was only improved when the 
right hand was near the stimuli and the left hand responded 
to the stimulus. In fact, many studies have found peri-hand 
space effects using a similar paradigm to the one presented 
here, with the right hand near the stimuli and the left hand 
responding to the stimuli (Colman et al. 2017; Reed et al. 
2010, 2006; Thomas and Sunny 2017, 2019). Nonetheless, 
it is possible that had we required participants to reach 
out and touch the target image with the same hand that 
was positioned near the array, this could have enhanced 
the affordance effect of the graspable objects in the array, 
produced greater dorsal stream activation, and increased 
ecological validity of the task. This possibility is currently 
being examined in a subsequent study.

Another potential limitation of this study may be the 
use of black and white line drawings as stimuli, which 
are not technically graspable, as opposed to pictures 
of real objects. Yet, a number of previous studies have 
found significant hand position effects when participants 
are required to respond to line drawings of graspable 
objects versus line drawings of non-graspable objects. 
For example, Chan et al. (2013) used modified line draw-
ings of graspable and non-graspable objects as stimuli 
in a target recognition task. Participants had to respond 
as to whether the real-life size of the object depicted in 
the line drawing was larger or smaller than a shoebox by 
pressing one of two response keys on a keyboard. They 
found that when the participant’s hand was located near 
the display, they responded more quickly to line drawings 
of graspable objects compared to line drawings of non-
graspable objects. Chainay et al. (2011) presented vertical 
or horizontal lines followed by line drawings of objects 
that are naturally vertically or horizontally grasped. They 
found that when the line’s orientation was congruent with 
the object’s natural grasping position, participants were 
faster at distinguishing between vertically and horizon-
tally grasped objects than when incongruent lines or cir-
cles were presented prior to the graspable object. This 
effect did not occur for horizontal and vertical blocks or 
for words representing graspable objects. Finally, in an 
object recall task, Snow et al. (2014) found that memory 
performance was best for real objects. However, memory 
performance was similar between photographs and line 
drawings of objects. Together, these findings suggest that 
line drawings of graspable objects are sufficient to elicit 
graspability affordances in participants.

While it is likely the case that real objects would most 
likely elicit the strongest grasping affordance, which may 
in turn, enhance memory for that object (Snow et al. 2014), 
the use of line drawings allowed us to efficiently manipu-
late various orientations so that each object was rotated to 
the same degree for each angle. They also allowed us to 
control for other factors that may influence visual process-
ing such as color, luminance, or detail as previous research 
suggests that features such as colour may negatively impact 
visual memory when the hand is near the stimulus (Kelly 
and Brockmole 2014). Finally, a substantial number of 
researchers have observed increases in visual attention to 
two-dimensional shapes when they are presented near the 
hand (Abrams et al. 2008; Bush and Vecera 2014; Colman 
et al. 2017; di Pellegrino and Frassinetti 2000; Gozli et al. 
2012; Kelly and Brockmole 2014; Perry et al. 2015; Reed 
et  al. 2006, 2010; Thomas and Sunny 2017; Tseng and 
Bridgeman 2011).

Another consideration is that both the graspable and 
non-graspable stimuli used in the present study afforded the 
same required action, reaching out to touch the target on the 
screen. It could be argued that this might lead to equivalent 
affordance-related activation in the dorsal stream. Nonethe-
less, Rice et al. (2007) required participants to passively 
watch images of graspable and non-graspable objects that 
either stayed in the same position or changed by orientation. 
Images of objects that afforded grasping led to enhanced 
activation of the dorsal visual stream during orientation 
changes, whereas images of non-graspable showed no dor-
sal stream activation during orientation changes, even when 
no subsequent action was required. Furthermore, Chan et al. 
(2013) found that participants were faster at responding to 
modified line drawings of graspable objects, even though 
both the graspable and non-graspable stimuli in their study 
also afforded the same required action of pressing a button. 
Thus, previous research suggests that depictions of graspable 
objects are more effective than depictions of non-graspable 
objects at priming activity in the dorsal visual stream regard-
less of the subsequent action to be performed. Still, future 
research could address this question by requiring partici-
pants to reach out and “grasp” the graspable stimuli versus 
reach out and “touch” the non-graspable stimuli.

The results of the present study indicated that hand posi-
tion and stimulus graspability had no effect on the accuracy 
with which participants identified the target image in the 
array. Overall, accuracy was affected only by orientation dif-
ficulty such that participants were more accurate at identify-
ing the target image when it was of an easy, as compared to 
hard, orientation. Target detection difficulty is generally not 
a variable that is incorporated into peri-hand space research, 
making it difficult to predict any effect that it would have on 
target detection accuracy near the hand. The present results 
likely indicate one of two things, either large differences 
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in task difficulty may overshadow any increased accuracy 
in identifying images in peri-hand space, or the procedures 
used in this study did not activate the dorsal visual stream 
to the same extent that was predicted by our hypothesis and 
thus, difficulty was the only factor that affected accuracy 
rates.

We also did not find an effect of hand position, grasp-
ability, or orientation difficulty on the measure of visual 
search time. Our original prediction that search times 
would increase in peri-hand space was based on the find-
ings of Abrams et al. (2008) who found that participants 
were slower to disengage visual attention when stimuli were 
located near the hand. Other theories suggest that differences 
in visual search time may reflect a difference in temporal 
and spatial processing near the hand. Specifically, when the 
hand is present the magnocellular pathway may be more 
active resulting in higher temporal processing and lower spa-
tial processing of nearby objects. This theory suggests that 
differences in visual search times may depend on whether 
the task relies primarily on temporal or spatial processing 
(Goodhew et al. 2015). We cannot conclude, however, the 
extent to which each of these processes was at play in the 
present study. This could be further tested by comparing 
performance on spatial versus temporal tasks using stimuli 
that afford action versus those that do not, both in and out 
of peri-hand space to determine how these factors interact.

We did find that both object graspability and orientation 
difficulty influenced the speed with which participants rec-
ognized the target object once they fixated on it, although 
these two factors did not interact. These results could be 
interpreted in a number of ways. It could be that faster rec-
ognition of the graspable objects occurred due to a differ-
ence in difficulty between the graspable and non-graspable 
objects used as stimuli in this experiment. This is unlikely, 
however, because no graspability effects were found for 
measures of accuracy or visual search time. Alternatively, 
because the left hand was preparing to perform an action 
(reaching out to touch the screen), this may have facilitated 
recognition of graspable objects regardless of the position 
of the right hand. However, research has found that while 
grasping movements enhance the detection of orientation 
changes, pointing movements do not (Bekkering and Neg-
gers 2002; Gutteling et al. 2011). Based on this research, 
we did not predict that the pointing action of the left-hand 
would alter visual processing in the present study. None-
theless, to our knowledge there is no research specifically 
examining whether or not pointing facilitates the recognition 
of graspable over non-graspable objects, which should be 
addressed in future research.

Another interpretation is that object affordances (Chan 
et al. 2013; Borghi et al. 2012; Chainay et al. 2011; Jac-
quet et al. 2012) may potentiate both object recognition and 
subsequent motor responses without influencing attentional 

prioritization during a visual search task. Evidence for this 
comes from Yamani et al. (2016), who asked participants 
to search for a right handled cup among left handled dis-
tractors and vice versa. Participants indicated that they had 
found the target using either the hand that was congruent 
or incongruent to the target handle and used the other hand 
to respond to target-absent trials. The results revealed that 
initial visual search efficiency was equivalent for left and 
right target handle orientations regardless of whether par-
ticipants used the congruent or incongruent hand; however, 
post-search response selection and execution was potentiated 
when the responding hand was congruent with the target. 
In another study, Ariga et al. (2016), eliminated the visual 
search portion of the task and focused only on target recog-
nition and response times. Right-handed participants made 
judgments as to whether a cup with a left or right facing 
handle appeared first. This time participants were faster at 
detecting cups with a right-facing handle. Together, these 
results suggest that object affordances have no effect on 
visual search time, but may speed object recognition and 
motor responses once the visual search is complete. The 
graspable objects in our study did not favour either the left 
or right hand and thus, could have potentiated both object 
recognition and left-hand responses regardless of the posi-
tion of the right hand. The interaction between hand position 
and object affordances could be investigated more directly 
in future research by modifying the task to compare right- 
versus left-handed graspable targets near the right hand.

A fourth interpretation is based on the research of Kver-
aga et al. (2007) which suggests that magnocellular projec-
tions to occipital temporal cortex (OTC) of the ventral visual 
stream via the orbitofrontal cortex (OFC) may enable fast or 
“gist” recognition of objects that afford action based on low 
spatial frequency information (Chan et al. 2013). In other 
words, there may be magnocellular projections that project 
to ventral stream brain areas to enable speeded recognition 
of objects that afford action as well as magnocellular pro-
jections to dorsal stream areas that allow for fast reactions 
towards objects that afford action. It may be possible that 
the faster recognition of graspable objects observed in the 
present study may be due to this magnocellular projection 
to the ventral stream.

In sum, the pursuit of peri-hand space research is entic-
ing because there are a variety of ways that any interac-
tion between object affordances and visual processing near 
the hand could be assessed and potentially applied. For 
instance, a better understanding of peri-hand space could 
potentially provide novel insights into the mechanisms by 
which visually-guided actions are impaired in a variety of 
clinical populations such as developmental coordination dis-
order, autism, cerebral palsy, and traumatic brain injury. It 
could also potentially lead to novel rehabilitative approaches 
that involve using the hand to strengthen the connections 
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between the reach and grasp circuits in parietofrontal cortex, 
object recognition circuits in occipitotemporal cortex, and 
the visual cortex with the potential for improving fine motor 
actions. However, a more complete understanding of the cir-
cumstances under which peri-hand space effects occur, and 
the neural processes that underlie these effects, is critical 
before any clinical applications can be pursued.
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