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Abstract
There is ample evidence that motor learning changes the function of perceptual systems. Previous studies examining the 
interactions between speech production and perception have shown that the discrimination of phonetic contrasts character-
ized by the difference in articulatory place features is altered following their production changes caused by the perturbation 
of auditory feedback. The present study focused on a voiced–voiceless contrast in stop consonants, which is characterized 
by a temporal articulatory parameter, voice-onset time (VOT). In the experiment, we manipulated the participants’ motor 
functions concerning VOT using a cross-categorical auditory feedback (CAF) paradigm (Mitsuya et al. in J Acoust Soc Am 
135:2986–2994, 2014), in which a pre-recorded syllable sound starting with a voiced stop consonant (/da/) was fed back 
simultaneously with the participant’s utterance of a voiceless stop consonant (/ta/), and vice versa. The VOT difference 
between /da/ and /ta/ productions was increased by the CAF, which is consistent with the result of Mitsuya’s study. In addi-
tion, we conducted perceptual identification tasks of /da/-/ta/ continuum stimuli varying in VOT before and after the CAF 
task, and found that the identification function became sharper after as compared to before the CAF task. A significant posi-
tive correlation between such production and perception changes was also found. On the basis of these results, we consider 
that the change in motor function concerning VOT affected voiced–voiceless perceptual processing. The present study is 
the first to show the involvement of the speech production system in the perception of phonetic contrasts characterized by 
articulatory temporal features.
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Introduction

Mapping highly variable acoustic speech sounds to dis-
crete phonetic categories is the most fundamental function 
of speech perception (Liberman et al. 1967). However, its 
underlying mechanism has not been clarified. There are 
hypotheses that the speech production system is closely 
involved with speech perception (Liberman and Mattingly 

1985; Stevens and Halle, 1967), although several studies 
stressed the importance of auditory-based speech pro-
cessing for phonetic perception (Holt et al. 2004; Stevens 
1989). Specifically, Stevens and Halle suggested that the 
motor system assists phonetic perception by providing pro-
duction-based constraints on the analysis of speech sounds. 
Liberman and Mattingly maintained that speech sounds are 
phonetically perceived by estimating the articulatory ges-
tures producing them. The existence of such motor-based 
speech processing for phonetic perception was supported 
by a number of neurophysiological findings that the speech 
motor cortices located in the left hemisphere were activated 
when perceiving phonetic speech sounds (Chevillet et al. 
2013; Evans and Davis 2015; Lee et al. 2012; Pulvermüller 
et al. 2006; Schomers and Pulvermüller 2016; Skipper et al. 
2017; Wilson et al. 2004).

In several recent studies, it was suggested that both 
auditory-based processing and motor-based processing of 
speech sounds contribute to phonetic perception (Devlin and 
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Aydelott 2009; Hickok et al. 2011; Schwartz et al. 2012). 
A current theory regarding speech processing in the brain 
suggests that speech sounds are cortically processed con-
currently in both ventral (from the auditory cortex to the 
inferior frontal cortex) and dorsal streams (from the auditory 
cortex to the speech motor and the inferior frontal cortices 
via the inferior parietal lobe) in the left hemisphere and that 
the dorsal stream is involved in mediating the auditory and 
motor representations of speech sounds during speech pro-
duction and perception, while the ventral stream is involved 
in processing speech sounds for comprehension on the basis 
of auditory information (Rauschecker and Scott 2009; Raus-
checker 2011).

The involvement of the motor system with the percep-
tion system is supported by a number of behavioral findings 
showing that motor learning changes perceptual systems, 
in particular, visual and somatosensory systems, and their 
networks in the brain (Ostry and Gribble 2016). Concern-
ing the auditory system, there are several studies examin-
ing the contribution of speech production systems to speech 
perception. Shiller et al. (2009) and Lametti et al. (2014) 
suggested that the modifications of the speech production 
system, caused by a transformed auditory feedback (TAF) 
task, altered phonetic perceptual processing. Shiller et al. 
(2009) found that the centroid frequency of a sibilant con-
sonant /s/ production increased slightly during a TAF task 
in which a participant uttered a word beginning with /s/ and 
was presented in synchrony with the participant’s utterance 
for which the centroid frequency had been slightly decreased 
toward /ʃ/ (the feedback sound was heard as /s/). In addition, 
they found that the perceptual boundary of /s/-/ʃ/ continuum 
stimuli varying in formant amplitude shifted in the direction 
of /ʃ/ after as compared to before the TAF task. Lametti et al. 
(2014) also found that the perceptual boundary of /ɛ/-/æ/ or 
/ɛ/-/ɪ/ continuum stimuli shifted in the direction of /ɛ/ along 
with a decrease or increase in the first formant frequency 
of a phoneme /ɛ/ production toward /æ/ or /ɪ/, caused by 
a TAF task in which participants uttered a word including 
a phoneme /ɛ/ and were presented in synchrony with their 
utterance sound for which the first formant had been slightly 
increased or decreased toward those of /ɪ/ or /æ/.

Patri et  al. (2018) assumed that both auditory-based 
speech processing and the motor-based speech processing 
contribute to phonetic perception and discussed what func-
tional changes, caused by the TAF task, drive the changes 
of phonetic production and perception by considering the 
experimental results of Lametti et al. (2014) in a Bayesian 
modeling framework. They suggested that the perturbation 
of auditory feedback updates the auditory characterizations 
of a produced phoneme, and that these updates alter phonetic 
production in the same direction as the acoustic manipula-
tion of the auditory feedback because phonetic production 
is conducted towards a goal of auditory characterization of a 

produced phoneme. In addition, they suggested that the audi-
tory–motor internal models are also updated by the perturba-
tion of auditory feedback to reduce the mismatch between 
the auditory target of a produced phoneme and auditory 
feedback and that these updates affect phonetic production 
in the opposite direction of the acoustic manipulation of the 
auditory feedback as a number of previous studies have sug-
gested (Houde and Jordan 1998, 2002; Jones and Munhall 
2000, 2005; Villacorta et al. 2007). Concerning perception 
changes caused by the TAF, it was suggested that the updates 
of the auditory characterizations of the produced phoneme 
and the auditory–motor internal models altered auditory-
based speech processing and the motor-based speech pro-
cessing for phonetic perception, respectively.

Most previous studies examined the effect of the TAF 
task on articulatory place (acoustically spectral) features of 
speech to investigate the underlying mechanism of phonetic 
production and its connection to phonetic perception. On 
the other hand, few studies focused on articulatory temporal 
(acoustically temporal) features because real-time manipu-
lation of acoustical temporal features is not easily imple-
mented in the TAF task. Mitsuya et al. (2014) focused on an 
articulatory temporal parameter, voice-onset time (VOT), 
which is defined as the time interval between the onsets of 
consonant release and periodic vocal cord vibrations (Lisker 
and Abramson 1964), and examined whether the pertur-
bation of auditory feedback affected VOT productions of 
voiced and voiceless stop consonants. They conducted a 
cross-categorical auditory feedback (CAF) task in which a 
pre-recorded word sound starting with a voiced stop con-
sonant (/d/) was fed back almost simultaneously with the 
participant’s utterance of a word starting with /t/, and vice 
versa, and found that the CAF increased the VOT difference 
between /d/ and /t/ productions. They focused on the differ-
ence in manipulation of auditory feedback between the TAF 
and CAF tasks and suggested that CAF-induced VOT pro-
duction changes were not due to feedback control to reduce 
the auditory feedback error, which corresponds to an update 
of the auditory–motor internal models (Patri et al. 2018), 
but rather due to feedforward control to maintain phonetic 
distinctiveness when a speaker’s utterance was masked by 
the feedback sound.

The present study examined whether the CAF could 
affect not only VOT productions of voiced and voiceless 
stop consonants (/d/ and /t/) but also perceptual identifica-
tion of voiced (/d/)–voiceless (/t/) continuum stimuli varying 
in VOT. In addition, we focused on the relationship between 
the changes in phonetic production and perception, which 
may be caused by the CAF task, although their correla-
tion was not found in a previous study using the TAF task 
(Lametti et al. 2014). We consider that the CAF task affects 
the motor-based speech processing but not the auditory-
based speech processing, because speakers can notice that a 
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feedback phoneme is completely different from a produced 
phoneme and the auditory characterizations of a produced 
phoneme (/d/ or /t/) are not updated by the CAF task, while 
Patri et al. (2018) considered that the TAF modifies not only 
the motor-based but also the auditory-based speech process-
ing. In addition, based on the suggestion of Mitsuya et al. 
(2014), voicing production changes caused by the CAF task 
would not be caused by an update of the auditory–motor 
internal models. Therefore, it is predictable that the effects 
of the CAF on phonetic production and perception are dif-
ferent from those of the TAF.

Regarding experimental design, Lametti et al. (2014) 
pointed out that it is important to take into consideration 
the effect of the selective auditory adaptation on phonetic 
perception, caused by listening repetitively to a particular 
phoneme sound during the TAF task, and distinguish its 
effect from the effect of motor functional changes on pho-
netic perception. In several studies using voicing perception, 
it was shown that the selective auditory adaptation caused 
by repetitive listening to voiced or voiceless stop consonants 
made the listeners more likely to perceive the voiced–voice-
less continuum stimuli as voiceless or voiced stops (Eimas 
and Corbit 1973; Miller et al. 1983; Samuel 1982). In the 
present study, we had participants listen to (utter) both of 
voiced /d/ (voiceless /t/) and voiceless /t/ (voiced /d/) stop 
consonants in the CAF task, so that selective auditory adap-
tation would not occur. However, we could not rule out the 
possibility that listening to both voiced and voiceless stop 
consonants in the CAF task could affect voicing perception. 
Therefore, we also examined the effect of passive listening 
(PL) to the stimuli used in the CAF task on voicing percep-
tion in the experiment.

Methods

Figure 1 shows the flow of this experiment and a graphical 
representation of our cross-categorical auditory feedback 
(CAF) task procedure using voiced and voiceless syllable 
sounds, /da/ and /ta/. The experiment had two conditions: 
the auditory feedback (AF) and auditory adaptation (AA) 
conditions. The AF condition began with a non-perturbed 
production (NP) task in which the participants uttered /da/ 
and /ta/ without perturbation of auditory feedback. Then, 
the participants performed the first session of a perceptual 
identification task of /da/-/ta/ continuum stimuli. The first 
perceptual task was followed by the CAF task. Lastly, the 
second session of the perceptual identification task was con-
ducted. In the AA condition, two sessions of phonetic iden-
tification task were conducted before and after the passive 
listening (PL) task with the stimuli used in the CAF task. 
The procedure for each task is described in detail below.

Participants

Seventeen native Japanese speakers, six females and 11 
males (mean age 21.6 years, ranging from 19 to 26), par-
ticipated. All participants gave informed consent before par-
ticipation in the experiment. This study received approval 
from the Research Ethics Board of the Faculty of Informa-
tion Science and Electrical Engineering, Kyushu University 
and was carried out in accordance with the latest version of 
the Declaration of Helsinki. Normal hearing was confirmed 
by measuring pure tone audiometric thresholds at octave 
intervals of 125–8000 Hz using an audiometer (RION, AA-
M1C). All participants’ thresholds were lower than 15 dB 

Fig. 1   Experimental flow of 
the present study and a graphic 
description of the cross-categor-
ical auditory feedback task
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at any frequency. All the participants performed the AF and 
AA conditions, with counterbalanced orders across partici-
pants. The AF and AA conditions were conducted on differ-
ent days more than a week apart.

Stimuli

The stimuli for the CAF and the PL tasks were syllable 
sounds of /da/ and /ta/ recorded from each participant. Par-
ticipants uttered /da/ and /ta/ syllables 30 times each before 
the first day of the experiment. For each syllable, as a feed-
back sound, we selected an utterance with VOT being clos-
est to the mean of positive VOT (a voiced stop consonant 
/d/ had negative or positive VOT when the vibration of the 
vocal cords preceded or followed the consonant release and 
a voiceless stop consonant /t/ had a longer positive VOT 
than /d/). The speech stimuli were presented to both ears at 
a sound pressure level of approximately 85 dB in both the 
CAF and PL tasks, so that participants could not listen to 
their utterances in the CAF task. A broadband noise was 
presented at a sound pressure level of 50 dB throughout the 
CAF task to prevent participants from hearing their own 
utterances via bone conduction. This noise was also pre-
sented in the PL task to use the same auditory stimuli in the 
CAF and PL tasks.

The stimuli of the perceptual identification task were /
da/-/ta/ continuum stimuli varying in VOT. These stimuli 
were composed of noise (consonant) and periodic (vowel) 
portions, which were created by a source-filter speech syn-
thesizer (Klatt 1980) implemented in Praat 5.4.08 (Boersma 
and Weenink 2001). The source of the noise portion was tur-
bulence noise, and the periodic portion had a voiced source 
with a fundamental frequency of 100 Hz. We made /da/-/ta/ 
continuum stimuli by varying the duration of the noise por-
tion from 3 to 27 ms in 3-ms steps. The duration of the peri-
odic portion was 140 ms. The first, fourth, and fifth formants 
started at stimulus onset and the frequencies were 800, 3300, 
and 3750 Hz without the transitions, respectively. The sec-
ond and third formants started at the periodic portion onset 
and had a 40-ms frequency transition from 1600 to 1200 Hz 
and from 3000 to 2500 Hz, respectively. The stimuli were 
presented to each participant’s right ear at a sound pressure 
level of 85 dB. The reason for presenting the auditory stimuli 
to the right ear only is that the brain networks in the left 
hemisphere were expected to be closely related to the effect 
of motor learning on speech perception and the perception of 
speech sounds, which were presented to the right ear, reflects 
mainly processing in the left hemisphere because of strong 
projections from the right ear to the auditory cortex of the 
left hemisphere (Sininger and Bhatara 2012).

A sound generation system (Tucker-Davis Technologies, 
System3), headphones (STAX, SR-407), and a headphone 
amplifier (STAX, SRM-006tS) were used to present the 

stimuli in the CAF, PL, and perceptual identification tasks. 
The sound pressure levels were measured using a Brüel and 
Kjær sound level meter (type 2260), a 1/2 inch condenser 
microphone (type 4192) and an artificial ear (type 4153).

Procedures

All the tasks in the AF and AA conditions were conducted 
in a sound-attenuated room. In the NP and CAF tasks, 
which were conducted in the AF condition, the participants 
uttered /da/ and /ta/ syllables 100 times each in random 
order, according to the visual instruction on a liquid crystal 
display (EIZO, FlexScan S2000). In the CAF task, the sylla-
ble sound, /ta/ or /da/, was presented almost simultaneously 
to the beginning of the participant’s utterance of /da/ or /
ta/ (Fig. 1). The delay between the participant’s utterance 
and the presentation of speech stimuli was less than 10 ms. 
A microphone (AKG, D7S), a sound amplifier (EDIROL, 
UA-3D) and PCMCIA audio interface (Echo Audio, Indigo 
IO) attached to a personal computer were used to record 
the utterance in the NP and CAF tasks and detect the utter-
ance onset in the CAF task. The utterance was digitized at 
48 kHz and the digitized signals were directly delivered to 
MATLAB (Mathworks, v.7.0.1) using Data Acquisition 
Toolbox (Mathworks, v.2.5.1). In the PL task, the partici-
pants listened to the syllable sound, /da/ or /ta/, while they 
were visually presented with the syllable, /ta/ or /da/. Each 
syllable was presented 100 times each in random order.

For the perceptual identification task of /da/-/ta/ contin-
uum stimuli, we used a one-interval, two-alternative forced-
choice task. The participants were presented with one of 
the /da/-/ta/ continuum stimuli randomly on each trial and 
were asked to judge whether the presented stimulus was /da/ 
or /ta/. Each stimulus was presented 10 times and the total 
number of trials was 90 in the main session. Before the first 
session of the task, each participant performed a practice 
session in which the endpoint stimuli of the continuum stim-
uli were randomly presented. Before the practice session, 
participants were instructed that the stimulus of 3-ms VOT 
was /da/ and that of 27 ms VOT was /ta/. The two stimuli 
were presented 10 times each for a total of 20 trials in the 
practice session. The practice session continued until correct 
responses to the endpoint stimuli reached 90%.

Results

Production

To examine the changes in voicing production, we compared 
VOTs of /da/ and /ta/ production during the NP and CAF 
tasks. We determined the VOT by measuring the time inter-
val between onsets of the noise (consonant) and periodic 
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(vowel) portions of an utterance. Regarding the /da/ utter-
ances, the overall mean proportion of positive VOT was 
approximately 0.8 during the NP task and 0.7 during the 
CAF task, with no significant difference between the tasks. 
As the number of utterances with negative VOT was very 
small in several participants, we did not analyze further 
them. On the other hand, all the /ta/ utterances had posi-
tive VOT. The individual mean positive VOTs of /da/ and 
/ta/ utterances were calculated for each task. Figure 2a, b 
show the overall mean VOT of /da/ and /ta/, respectively, 
during the NP and CAF tasks. We conducted paired t tests 
separately for /da/ and /ta/ and found that the VOT of /ta/ 
production during the CAF task was longer than that during 
the NP task [t(16) = 3.49, p < 0.01, d = 0.90], while there was 
no significant difference between the VOT of /da/ production 
in the two tasks [t(16) = 0.90, p = 0.38, d = 0.77]. In addition, 
the individual VOT difference between /da/ and /ta/ produc-
tion was calculated. Figure 2c shows the overall means in the 
NP and CAF tasks. A paired t test revealed that the CAF task 
caused the participants to increase the difference between /
da/ and /ta/ production [t(16) = 3.45, p < 0.01, d = 0.89].

Perception

For data analysis of the /da/-/ta/ perceptual identification 
task, the individual proportions of /ta/ responses for the 
nine continuum stimuli were calculated before and after the 
CAF and PL tasks. In addition, the individual VOT bound-
aries and slopes of the /ta/ response functions before and 
after each task were estimated using the following logistic 
function:

P(VOT) indicates the proportions of /ta/ responses at a 
given VOT value. The parameters α and β indicate the VOT 
value at P(VOT) = 0.5, i.e., the VOT boundary and the slope 

(1)P(VOT) = 1∕
{

1 + e
−�(VOT−�)

}

.

of the logistic function, which correspond to the precision 
in voiced–voiceless perception, respectively. This function 
was fitted to the individual proportion data by the iteratively 
reweighted least squares method. For the statistical analy-
sis of perception data, we removed one participant’s data 
because the slope value was more than 3SD from the overall 
mean in the perceptual identification task after the CAF task.

Figure 3a shows mean identification functions of the /ta/ 
response before and after the CAF and PL tasks, which were 
created based on overall mean values of slope and the VOT 
boundary in each task. Figure 3b shows the overall mean 
slopes before and after the CAF and PL tasks. We conducted 
a two-way repeated-measures analysis of variance (ANOVA) 
on the slopes with session (before vs. after) and task (CAF 
vs. PL) as within-participant factors. There was no sig-
nificant main effect of session [F(1,15) = 0.11, p = 0.74, 
η2 = 0.01] or task [F(1,15) = 0.26, p = 0.61, η2 = 0.02]. 
The interaction between session and task was significant 
[F(1,15) = 5.14, p = 0.04, η2 = 0.26]. Simple main effect 
analyses revealed that the slope was significantly steepened 
by the CAF task [F(1,15) = 5.30, p = 0.04, η2 = 0.26], while 
the slope was not changed by the PL task [F(1,15) = 1.90, 
p = 0.19, η2 = 0.11]. Figure 3c shows the overall mean VOT 
boundaries before and after the CAF and PL tasks. A two-
way repeated-measures ANOVA on the boundaries found no 
significant main effect of session [F(1,15) = 2.83, p = 0.11, 
η2 = 0.16] or task [F(1,15) = 0.01, p = 0.97, η2 = 0.00]. The 
interaction between session and task was not significant 
either [F(1,15) = 3.06, p = 0.14, η2 = 0.14].

Correlation between production and perception 
results

Finally, we investigated the correlation between the changes 
in voicing production and perception. We calculated the 
increases in the VOT difference between /da/ and /ta/ 

Fig. 2   Comparisons of /d/ and /t/ utterance voice-onset times (VOTs) 
between the non-perturbed production (NP) and cross-categorical 
auditory feedback (CAF) tasks. Overall mean VOT of /d/ (a) and /t/ 

(b) during the NP and CAF tasks. c Overall mean of the VOT differ-
ence between /da/ and /ta/ production in the NP and CAF tasks. Error 
bars represent standard errors of mean values
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production from the NP task to the CAF task and the iden-
tification slope from before to after the CAF task for each 
participant. Figure 4 shows a scatterplot of the increases in 
VOT difference and slope. Spearman’s correlation analy-
sis showed a significant positive correlation [r(14) = 0.64, 
p < 0.01].

Discussion

The present study examined whether the CAF task altered 
not only voicing production but also perception. Con-
cerning voicing production, we found that the CAF task 
caused the speakers to lengthen the VOT of /ta/ produc-
tion and increased the VOT difference between /da/ and /

ta/ production. This finding is consistent with the results of 
a previous study using the CAF task (Mitsuya et al. 2014), 
although we could not replicate the shortening of VOT of 
voiceless production.

Concerning voicing perception, we found that the identi-
fication slope was significantly steepened after the CAF task 
but not after the PL task. In addition, a significant correlation 
between increases in the VOT difference between /da/ and 
/ta/ productions and in the slope of the /da/-/ta/ identifica-
tion function was found. These results are inconsistent with 
the results of the previous studies using the TAF task in two 
respects (Lametti et al. 2014; Shiller et al. 2009). Firstly, our 
CAF task affected the precision of phonetic identification, 
while the TAF shifted the phonetic boundary in previous 
studies. Secondly, we found a significant correlation between 
the changes in phonetic production and perception, although 
Lametti’s study did not find their significant correlations.

A key question is what functional changes caused by the 
CAF task affected voicing perception. We addressed this 
question focusing on the difference between our CAF task 
and the TAF task used in the previous studies (Lametti et al. 
2014; Shiller et al. 2009). Concerning the effect of the TAF 
on phonetic perception, Patri et al. (2018) suggested that the 
updates of the auditory–motor internal models and auditory 
characterizations of the produced phoneme, caused by the 
TAF, altered both the auditory-based and the motor-based 
speech processing for phonetic perception. On the other 
hand, we consider that the impact of the CAF on voicing 
perception was mainly due to the update of motor-based 
speech processing because auditory characterization of 
the produced phoneme cannot be updated by the CAF as 
described in the “Introduction” section. Such a difference 

Fig. 3   Comparisons of /da/-/ta/ categorization results before and after 
cross-categorical auditory feedback (CAF) and passive listening (PL) 
tasks. a Overall mean identification functions of /t/ to the /da/-/ta/ 
continuum stimuli before and after the CAF and PL tasks, which were 
created based on overall mean values of slope and the voice-onset 

time (VOT) boundary in each task. Solid and dotted lines indicate the 
identification functions before and after the two tasks. b Overall mean 
slopes and c overall mean VOT boundaries before and after the CAF 
and PL tasks. Error bars represent standard errors of mean values

Fig. 4   Scatterplot of the increases in perceptual slope and voice-onset 
time (VOT) difference between /da/ and /ta/ production from before 
to after the cross-categorical auditory feedback (CAF) task
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between functional changes caused by the CAF and TAF 
may be the main reason for the inconsistency of the correla-
tion results of our study and Lametti’s study.

It is conceivable that the voicing production changes 
observed in the present study resulted not from the update 
of the auditory–motor internal models, but rather from feed-
forward control to maintain phonetic distinctiveness as sug-
gested by Mitsuya et al. (2014). In addition, we speculate 
that feedforward control is also closely related to voicing 
perception changes. Although we cannot fully explain how 
feedforward control causes an improvement in the precision 
of perceptual identification of voiced–voiceless continuum 
stimuli, the significant correlation between phonetic produc-
tion and perception changes, found in the present study, cor-
responds to the previous findings that speakers who more 
acutely discriminate a phonetic contrast produce that con-
trast more distinctly (e.g., Perkell et al. 2004). Concerning 
the relationship between voicing production and perception, 
our present findings are consistent with the results of pre-
vious lesion studies in which the lesions in brain regions 
involved with speech production obscured the difference 
between voiced and voiceless production (Blumstein et al. 
1980; Ivry and Gopal 1993) and reduced perceptual pre-
cision of the voiced–voiceless continuum varying in VOT 
(Ackermann et al. 1997; Basso et al. 1977).

In the following section, we discuss the present findings 
considering a current theory regarding speech processing 
in the brain (Rauschecker 2011; Rauschecker and Scott 
2009). It is assumed that the processing in the dorsal audi-
tory stream mediates the relationship between auditory and 
motor representations of speech during speech production 
and perception and that the ventral stream is involved in 
processing speech sounds for comprehension on the basis of 
auditory information. Based on this assumption, the dorsal 
and ventral streams may be closely related to the possible 
effects of the updates of auditory–motor internal models and 
a produced phoneme’s auditory characterization, respec-
tively, which were caused by the TAF, on phonetic produc-
tion and perception (Patri et al. 2018). On the other hand, we 
propose a possibility that the brain networks mediating the 
relationships between phonemes and articulatory movements 
are also connected to phonetic perception based on our sug-
gestion that a phonetic production change itself, caused by 
the CAF, alters phonetic perceptual processing.

We obtained some meaningful results to discuss the inter-
actions between speech perception and production, but there 
are several limitations in our study. First, one might find it 
problematic that the auditory stimuli were presented to the 
right ear only in the /da/-/ta/ identification task while those 
were heard binaurally in the CAF and PL tasks. However, 
we believe that the results would be the same as the present 
results if the stimuli were presented to both ears in the iden-
tification task. This is because information from the right ear 

is preferentially used for speech perception in listening with 
both ears (Sininger and Bhatara 2012). Second, the effect of 
the CAF on the slope of /da/-/ta/ identification function was 
statistically significant but so small. A possible reason for 
this result is that the individual difference of voicing percep-
tion change induced by the CAF was very large. In fact, the 
slope became less steep after than before the CAF task in 
several participants. Therefore, the effect of the CAF on the 
slope might have been not very clear on the whole. However, 
what is important in the present study’s result is that voic-
ing perception change correlated with its production change.

In addition to the hypothesis for mechanisms underly-
ing phonetic perception focusing on the connection between 
speech production and perception systems (Liberman et al. 
1967; Liberman and Mattingly 1985; Stevens and Halle 
1967), there is another hypothesis that nonlinear charac-
teristics in auditory processing of speech sounds provide 
critical information for phonetic perception (Diehl 2008; 
Holt et al. 2004; Stevens 1989). Several studies suggested 
that nonlinear auditory temporal processing provides useful 
information for perceptual identification of voiced–voiceless 
contrasts in stop consonants (Pisoni 1977; Steinschneider 
et al. 2004; Tamura et al. 2018). Based on the findings of the 
present study and previous studies examining the auditory 
mechanism for voicing perception, it is conceivable that both 
auditory-based speech processing and motor-based speech 
processing contribute to phonetic perception as described 
in several recent studies (Devlin and Aydelott 2009; Hickok 
et al. 2011; Patri et al. 2018; Schwartz et al. 2012). There-
fore, in future studies, it will be necessary to clarify the dif-
ference between the roles of auditory-based and motor-based 
speech processing to fully understand the overall mechanism 
underlying phonetic perception.
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