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Abstract Synchronising our actions with external events

is a task we perform without apparent effort. Its foundation

relies on accurate temporal control that is widely accepted

to take one of two different modes of implementation:

explicit timing for discrete actions and implicit timing for

smooth continuous movements. Here we assess synchro-

nisation performance for different types of action and test

the degree to which each action supports corrective

updating following changes in the environment. Partici-

pants performed three different finger actions in time with

an auditory pacing stimulus allowing us to assess syn-

chronisation performance. Presenting a single perturbation

to the otherwise regular metronome allowed us to examine

corrections supported by movements varying in their mode

of timing implementation. We find that discrete actions are

less variable and support faster error correction. As such,

discrete actions may be preferred when engaging in time-

critical adaptive behaviour with people and objects in a

dynamic environment.
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Introduction

Making discrete, repetitive movements in time with external

events is a relatively simple task to perform; tapping your

foot in time with a song comes naturally, while behaviours

such as two people synchronising their step when walking

(Zivotofsky and Hausdorff 2007) or a group of people syn-

chronising their applause (Neda et al. 2000) are noted as

common occurrences. Different types of action can be

implemented in different ways. For example, when walking,

we tend to swing our arms in a smooth, continuous motion.

However, a marching soldier required to remain in syn-

chrony with comrades or the beat of a drum will perform arm

movements that are no longer smooth and continuous,

instead executing a discrete action in which the arms are

momentarily held at the extremes. Here we consider whether

accurate synchronisation depends on the discrete nature of

the movement or whether smooth, continuous actions can be

synchronised with an external event sequence just as well.

Timing continuous, smooth oscillatory actions, such as

leg movements during cycling, is believed to be an emer-

gent property of the produced movement (Turvey 1977); in

contrast discrete, event-based action, such as tapping to a

beat, requires explicit temporal control (Zelaznik et al.

2002). There are good reasons to posit a distinction

between continuous and discrete classes of movement

control. Their evolutionary development (Marder 2000)

and computational implementation are likely different and

behavioural evidence suggests a dissociation in the mech-

anisms responsible for discrete and continuous actions

(Zelaznik et al. 2002; Robertson et al. 1999; Spencer et al.

2003). Further, their neural implementation appears dis-

tinct (Schaal et al. 2004; Spencer et al. 2007) and patients

with cerebellar damage show selective deficits in timing

discrete movements (Spencer et al. 2003).
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Previous studies have contrasted discrete and continuous

actions using a movement synchronisation task in which

participants initially respond with an auditory pacing

stimulus (synchronisation phase) and subsequently con-

tinue moving when the auditory metronome is turned off

(continuation phase) (Stevens 1886). Work to date has

contrasted different classes of action for the timing of

unpaced responses (Zelaznik et al. 2002; Spencer et al.

2003; Robertson et al. 1999) but has not considered the

relative efficacy of different action types when synchron-

ising with external events. Here we study synchronisation

variability associated with discrete and continuous action

types. Further, we use a phase perturbation paradigm (Repp

2000, 2002a, b) to examine the utility of both action types

in supporting adaptive behavioural adjustments in response

to unpredictable changes in metronome phase. We find that

discrete movements allow more reliable synchronisation

and faster error correction, suggesting a greater utility for

discrete actions when engaged in ongoing interactions with

dynamic events and objects in our environment.

Methods

Participants and equipment set-up

Participants ten male, two female; mean age 33.8 years

(SD 9.4 years); two lefthanders rested the index finger of

their dominant hand on top of a force transducer. An

auditory metronome was delivered by a loudspeaker.

Stimulus presentation and movement recordings used a

National Instruments data acquisition card (DAQ) con-

trolled by the MatTAP toolbox (Elliott et al. 2008) within

MATLAB (The Mathworks Inc, MA, USA). The auditory

waveform sent to the loudspeaker was fed back into the

DAQ, enabling sub-millisecond measurement of the timing

difference between the metronome pulse and the corre-

sponding participant response. Participants closed their

eyes and listened to white noise presented over head-

phones. This suppressed external distractions (other than

the clearly audible metronome) and attenuated the visual

and auditory feedback from the tapping action since this

was absent in the case of the other two actions.

Procedure

Participants made one of three different actions in syn-

chrony with the metronome that provided a beat every

500 ms. Leading from the wrist, participants controlled the

index finger of their dominant hand to make (1) a discrete

(isotonic) tapping movement, (2) a continuous (near iso-

metric) action in which the finger remained on the sensor

and applied force was varied sinusoidally or (3) a pulsed

(near isometric) action intermediate between these

extremes in which force was applied in an abrupt fashion

(Fig. 1a). This latter movement was included as it has

discrete properties (sudden force onset), but shares control

characteristics in requiring a variation of applied force,

rather than changes in effector position. Thus, we aimed to

separate the mode of control (i.e. isotonic movement vs.

isometric force) from the type of action (i.e. discrete vs.

continuous) produced.

At the start of the session, participants were given two or

three practice trials for each action before starting the main

experiment. Each trial consisted of 30 metronome tones

(the ‘‘synchronisation phase’’: inter-stimulus interval

500 ms; tone duration 100 ms; tone frequency 800 Hz)

followed by 5-s of silence during which participants were

required to continue moving at the same rate (the contin-

uation phase). Data collection was split over two sessions

performed on separate days. Session 1 involved 33 trials

(11 for each action type) split into four blocks. The first

block had two trials for each action (total of six) and

assisted participants’ familiarisation with the task; as such

phase perturbations were not used. Blocks 2–4 contained

nine trials each (three repetitions of each action type)

during which the auditory metronome was entirely regular

except for a single phase perturbation (shift in the phase of

the metronome by a fixed value of ±50 ms) inserted at a

random point between metronome beat 10 and 20

(Fig. 1b). Participants were given several minutes rest

between blocks. Session 2 was identical to Session 1 but

without Block 1. The order in which actions were per-

formed was randomised across sessions and participants.

Data processing

Action onsets were determined using an automated algo-

rithm that identified the time at which the peak force was

asserted in the executed movement. Measurement of these

peak force events introduced the lowest amount of mea-

surement noise when compared to other possible landmarks

in the response data (e.g. minimum force, maximum rate of

change of force or percentage of peak force amplitude).

To quantify the reliability with which participants made

each type of action, we examined the regularity of interval

production by computing the standard deviation of the

intervals between successive applications of force—i.e. the

inter-response interval (IRI, Fig. 1b). Synchronisation

performance was quantified by determining the asynchrony

between the onset of the metronome pulse and the partic-

ipant’s action. The accuracy of synchronisation was

calculated from the standard deviations of the asynchrony

measurement, while to assess recovery following a phase

perturbation, we calculated the relative asynchrony for

each trial. Relative asynchrony was defined as the change
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in asynchrony following the perturbation of the metronome

where the baseline asynchrony was provided by the mean

of the five measured asynchronies immediately preceding

the point at which the perturbation was applied. For

instance, an asynchrony difference of 10 ms would result if

the measured asynchrony was 70 ms following the phase

perturbation, where asynchronies had an average of 60 ms

on the preceding five taps. The recovery rate following a

phase shift was calculated by fitting an exponential curve to

each individual subject’s mean data for each action type

and phase shift direction (i.e. shortening or lengthening of

the interval). The exponential curve took the form:

b0 þ b1 1� exp � expðlÞtð Þð Þ ð1Þ

where, b0 is the y-axis intercept, b1 is the difference between

the asymptote and the y-intercept and l is the logarithm of the

rate constant (Pinheiro and Bates 2007). Rearranging the

equation enabled us to determine the time, t, when the curve

returned to baseline (defined to be within ±15 ms from zero

relative asynchrony to allow for analysis of some trials

where participants under-corrected slightly and hence did

not re-attain a zero relative asynchrony). A linear regression

of return-to-baseline time on mean-squared yank (msy) was

calculated to determine if the ‘discreteness’ of a movement

Fig. 1 a Illustration of the three movement types accompanied by

force-time plots typical for each action. In each case the participant

was encouraged to use the wrist to lead the action. Continuous. The

action required a smooth, continuous application and release of

downward force on the transducer surface, such that the force profile

would be sinusoidal with peak force coincident with the metronome

tone. The finger remained in contact with the surface at all times.

Pulsed. The action required an abrupt, pulsed application and release

of downward force on the transducer surface coincident with the

metronome tone. The finger remained in contact with the force

transducer at all times, resulting in a force profile that looked like a

smoothed spike. Tapping. The movement was a discrete tap on the

transducer surface coincident with the metronome tone. b Movement

onsets are extracted from the force data and compared to the

metronome onsets. The metronome is subjected to a phase shift (D/)

at tone T. Producing this phase shift was achieved by either adding

time to the interval (as illustrated) or shortening the interval (not

depicted). The inter-response interval (IRI) is determined by the time

between successive movement onsets, while the temporal difference

between the tone onset and the participant’s movement onset is

quantified by the asynchrony (A). As illustrated, and consistent with

previous studies, participants’ movement onsets tended to precede the

metronome
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and the recovery time from the phase perturbations were

systematically related. msy was defined as:

msy ¼
Z

dF

dt

� �2

dt ð2Þ

where F is the measured force and t is time.

We observed no significant differences between positive

and negative phase shifts [F(1, 9) = 0.139, P = 0.718] in

any analyses performed, so data are presented by pooling

the (appropriately inverted) data. Statistical analyses used

repeated-measures ANOVAs with planned contrasts.

Sphericity corrections were not required. All statistical tests

were conducted using SPSS (v16.0; SPSS Inc, IL, USA).

Results

We hypothesised that synchronising continuous actions with

an external event would be more difficult than discrete

actions due to the lack of a clear initiation/termination

structure. As such, we expected least variability for the

tapping movements and most for the continuous actions.

Analysis of the asynchronies revealed that the type of action

had a significant effect on synchronisation variability

[Fig. 2a; F(2, 18) = 5.452, P = 0.014], with the continuous

action significantly more variable than tapping movements

[F(1, 9) = 6.468, P = 0.032] while no difference was found

between the pulsed and tapping actions [F(1, 9) = 0.74,

P = 0.792]. This effect was not limited to synchronisation

with a metronome. Participants continued to move rhyth-

mically after the metronome had been turned off, and we

observed the same pattern of results based on internal timing

control: tapping movements had significantly lower vari-

ability than the continuous action [F(1, 9) = 6.155,

P = 0.035] but not the discrete pulsed action [F(1, 9) =

2.411, P = 0.155]. Thus discrete movements appear more

reliable, both under conditions traditionally used to study

event-driven timing (e.g. see Repp 2005; Aschersleben

2002) and under conditions used to study emergent timing

control (Robertson et al. 1999; Zelaznik et al. 2002, 2005).

In addition to the analysis of asynchrony, we also

examined inter-response interval (IRI) variability during

the synchronisation phase (Fig. 2a). We found a significant

difference between IRI variability and asynchrony vari-

ability [F(1, 9) = 14.203, P = 0.004], in particular inter-

response interval variability was higher than asynchrony

variability. The pattern of IRI variability differences

between movement conditions mirrored those for differ-

ences in asynchrony (i.e. there was no statistically

significant interaction [F(2, 18) = 2.311, P = 0.128)].

Prevailing models of movement synchronisation suggest

that movement initiation is controlled by first-order linear

phase correction (Vorberg and Wing 1996; Pressing 1998)

in which the onset of the next action in a sequence (Tn?1) is

timed in relation to the registered error between the pre-

vious goal (i.e. the metronome pulse or internal timekeeper

signal) and the previous outcome (i.e. the executed action).

In particular:

Tnþ1 ¼ Tn � aÂn ð3Þ

where, Tn?1 is the ongoing time interval, Tn is the partici-

pant’s estimate of the previous time interval, Ân is the

estimated asynchrony (i.e. error) between the previous

movement response and the metronome signal. a is the

correction factor, a weight defined in the range (0, 2) given

to the error signal (Ân) in controlling the next movement.

Vorberg and Schulze (2002) suggest that the goal of

movement synchronisation is to minimise asynchrony var-

iability. Their detailed analysis of the linear phase

correction model shows how minimising asynchrony vari-

ability will result in the corresponding IRI variability being

greater. From our comparative results of IRI and asyn-

chrony standard deviations, we suggest that a strategy of

minimising asynchrony variability is implemented in this

task. Moreover, the increased variability in the continuous

movement condition is consistent with the lack of a clear

movement onset or offset which increases uncertainty in the

estimate of the error between the action goal and its out-

come. This could potentially result in a reduced correction

factor in comparison to correction for discrete movements.

To substantiate this idea, we inserted a phase perturba-

tion into the metronome (Repp 2000, 2002a, b), making a

single, randomly chosen interval shorter or longer than the

500 ms period by 50 ms (Fig. 1b). This perturbation

resulted in the participants being suddenly out of phase

with the metronome, thus providing a strong stimulus for

error correction. We chose a phase shift that was suffi-

ciently small to be within the linear range (Repp 2002a, b)

so that post-pertubation corrections were expected to fol-

low the asymptotic recovery observed in Repp’s initial

work on phase correction (Repp 2000).

After introducing a sudden metronome perturbation, it

took participants some time to recover to pre-perturbation

levels of synchrony (Fig. 2b). In particular, correction was

initiated immediately following the phase perturbation,

however full correction was only completed between one

and three intervals after the perturbation (Fig. 2c). To

quantify this recovery time, we fitted an exponential curve

to each participant’s data to determine the point in time at

which responses returned to baseline. Importantly, we found

that the type of movement made by participants influenced

the recovery time (Fig. 2c), with adjustments of continuous

actions taking significantly longer than tapping movements

[F(1, 9) = 25.671, P = 0.001]. Again, pulsed movements

showed no difference in recovery time compared with tap-

ping movements [F(1, 9) = 0.246, P = 0.632]. These
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results met our expectation that the higher variability

associated with continuous actions would result in weaker

error correction.

To explore further the idea that the ‘discreteness’ of the

action being made has an impact on error correction, we

capitalised on between-subjects differences in the time

taken to recover following a perturbation. To quantify the

discreteness of a movement, we followed Hogan and

Sternad’s (2007) suggestion that mean-squared jerk can be

used as a metric of discreteness. As we had made mea-

surements with force transducers, we calculated the mean-

squared rate of change of force, or mean-squared yank

(msy), which is a scaled equivalent of mean-squared jerk.

Using regression analysis, we found evidence that a higher

msy is associated with shorter recovery times [Fig. 2d; F(1,

15) = 6.105, P = 0.026, R = 0.538], consistent with the

notion that discrete actions are subject to less uncertainty

and thus improve synchronisation performance.

Finally, we assessed whether the continuous actions we

studied might have been unfairly disadvantaged by the use

of a relatively short metronome period (500 ms). In par-

ticular, biomechanical constraints will impose a limit on

rhythmic production (Aoki et al. 2003; Repp 2003), and it is

possible that this limit is reached at slower tempos for

continuous movements than for discrete movements. To

this end, we tested a subset of participants (n = 4) by

comparing tapping movements and continuous actions with

different metronome periods (500, 800 or 1,000 ms). As

expected (Wing and Kristofferson 1973), variability

increased with the metronome period [F(2, 6) = 26.673,

P = 0.005]. This was true for both tapping and continuous

actions, and there was no interaction [F(2, 6) = 0.102,

P = 0.905] indicating that our main results did not disad-

vantage continuous actions unfairly due to a relatively short

metronome interval. In particular continuous actions had

more variability in all cases [F(1, 3) = 39.400, P = 0.024].

Discussion

A growing volume of work has examined the distinctions

between discrete and continuous modes of operation in the

temporal control of action (Zelaznik et al. 2002; Spencer

et al. 2003, 2007; Hogan and Sternad 2007; Schaal et al.

Fig. 2 a Variability of asynchrony (dark grey) and inter-response

intervals (light grey). Mean standard deviation of asynchrony and IRI

was calculated for each movement type when the metronome was

present (synchronisation phase). Error bars represent standard error

of the mean. b Relative asynchrony between the movement onset and

the metronome onset for the three different movement types. Onset T
corresponds to the occurrence of the phase perturbation. Zero relative

asynchrony is defined as the mean asynchrony between time points T-
3 and T-1. Data points represent the between subjects means. Error
bars represent 95% confidence intervals of the mean. c Post-

perturbation recovery time for the three movement types. Data

represent the between subjects mean recovery time determined by

fitting an exponential function to the relative asynchrony between T
and T?8. d Correlation between ‘discreteness’ of movement and

perturbation recovery times. The level of discreteness, averaged from

individual participant responses for pulsed (triangle markers) and

continuous movements (diamond markers) was quantified using

mean-squared yank. This was plotted against the return to baseline

times following a phase perturbation. A linear regression line was fit

to the resulting plot
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2004; Robertson et al. 1999; Zelaznik et al. 2005). Here,

we examined two movement properties important in

everyday tasks: the variability in action production and the

rate at which behaviour can be adjusted in response to

changes in the environment. Our principal findings are that

continuous actions produce higher timing variability, and

are slower to adjust following changes in the sensory input.

In addition to discrete tapping and the continuous

oscillating force action, we considered an action type that

required continuous, but non-smooth, force application

(pulsed action). This condition was designed to cancel out

any differences in action control when comparing the free

movement of tapping to the near isometric action of the

continuous movement. Our results confirmed that these

pulsed movements shared greater similarity with finger

tapping than continuous actions. In common with a pre-

vious study (Balasubramaniam et al. 2004), this points to

rhythmic synchronisation being guided by discontinuities

in movement production. We suggest that the higher rate

of change in movement force provides a more reliable

error signal as part of linear phase correction (Vorberg and

Wing 1996; Vorberg and Schulze 2002) in movement

synchronisation. The smooth structure of continuous

actions (Hogan and Sternad 2007) increases the central

nervous system’s uncertainty about the discrepancy

between the timing of the planned and produced move-

ment, thus making movement onsets more variable and

producing longer recovery times after an external

perturbation.

It is interesting to consider how our findings might apply

to synchronisation of ensemble musical performance. In an

orchestra, the conductor uses baton movements to provide

a lead on expressive features of the music, including loud-

and-soft dynamics and local accelerando or ritardando in

timing. Although there are conventions for conducting in

different tempi (e.g. 3/4 vs. 4/4), there are no absolute

standards for defining the beat. Thus, the point on the

movement cycle that will be considered to be the beat may

vary from one conductor to the next. Moreover conductors’

movement trajectories can often appear smoothly contin-

uous. However, skilled musicians develop great sensitivity

to baton movements, and synchronisation studies have

shown (Luck and Toiviainen 2006; Luck and Sloboda

2008) that points of relatively high acceleration are picked

out by the players to define events. Thus, there appears to

be a complementarity between events that assist observa-

tion of timing in an otherwise continuous movement flow,

and events in a movement stream that a performer can

insert to improve synchronisation.

In sum, here we demonstrate that smooth continuous

actions give rise to higher levels of variability than discrete

movements, with the consequence that error correction

takes longer. We conclude that synchronising continuous

actions with ongoing events is harder and consequently

discrete movements are likely to be preferred when

engaging in time-critical adaptive behaviour with other

people or objects moving in our dynamic environment.
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