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Abstract Stimuli occurring in multiple sensory modali-

ties that are temporally synchronous or spatially coincident

can be integrated together to enhance perception. Addi-

tionally, the semantic content or meaning of a stimulus can

influence cross-modal interactions, improving task perfor-

mance when these stimuli convey semantically congruent

or matching information, but impairing performance when

they contain non-matching or distracting information.

Attention is one mechanism that is known to alter

processing of sensory stimuli by enhancing perception of

task-relevant information and suppressing perception of

task-irrelevant stimuli. It is not known, however, to what

extent attention to a single sensory modality can minimize

the impact of stimuli in the unattended sensory modality

and reduce the integration of stimuli across multiple sen-

sory modalities. Our hypothesis was that modality-specific

selective attention would limit processing of stimuli in the

unattended sensory modality, resulting in a reduction of

performance enhancements produced by semantically

matching multisensory stimuli, and a reduction in perfor-

mance decrements produced by semantically non-matching

multisensory stimuli. The results from two experiments

utilizing a cued discrimination task demonstrate that

selective attention to a single sensory modality prevents the

integration of matching multisensory stimuli that is nor-

mally observed when attention is divided between sensory

modalities. Attention did not reliably alter the amount of

distraction caused by non-matching multisensory stimuli

on this task; however, these findings highlight a critical

role for modality-specific selective attention in modulating

multisensory integration.

Introduction

Our perception of the environment depends critically on

accurately combining information from individual sensory

systems. Intuitively we know that pairing matching infor-

mation from multiple sensory modalities can be helpful; if

someone is speaking quietly, it is easier to understand what

they are saying if you can see their lips moving in addition

to hearing their voice. This is borne out in the laboratory,

where numerous studies in animals and humans have

demonstrated the utility of temporally and spatially coin-

cident multimodal stimuli in improving subjects’ detection,

discrimination, and localization abilities, a phenomenon

known as multisensory integration (Hershenson 1962;

Morrell 1968; Stein et al. 1989; Jiang et al. 2002; Burnett

et al. 2004). Interestingly, even when multisensory stimuli

are temporally coincident, but coming from different spa-

tial locations, this information can be integrated, as can be

observed in a ventriloquist’s act, or in numerous studies

showing multisensory integration of visual and auditory

stimuli presented in different locations (e.g., on a monitor

and through headphones) (Calvert et al. 2000; Laurienti

et al. 2004; Macaluso et al. 2004). Studies in humans have

also shown that the semantic content or meaning of a
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stimulus can impact cross-modal interactions, as multi-

sensory stimuli that represent contextually congruent or

matching information have been shown to enhance per-

formance in a feature discrimination task (Laurienti et al.

2004).

Although integrating spatially or temporally synchro-

nous, semantically congruent stimuli from multiple sensory

modalities can potentially enhance perception, our envi-

ronment normally contains many stimuli from different

sensory modalities simultaneously conveying unrelated

information. The integration of these temporally coinci-

dent, but semantically non-matching stimuli from various

sensory modalities can potentially impair one’s ability to

process relevant stimuli (Laurienti et al. 2004). For

example, when you are reading a book, the information that

you see typically does not match the auditory stimuli in

your environment. If you paired the visual and auditory

information together, you would have difficulty under-

standing the book. Multiple studies have demonstrated that

participants experience performance decrements when

cross-modal distractors or non-matching multisensory

stimuli are presented (Stein et al. 1989; Fan et al. 2003;

Laurienti et al. 2004).

However, given that most people are able to read despite

the presence of auditory stimuli, it is apparent that our

brains do not integrate all temporally coincident informa-

tion. Rather, there are neural mechanisms for selecting

relevant stimuli and suppressing irrelevant or distracting

information. Selective attention is a top–down control

mechanism that allows us to focus on a particular feature or

stimulus while ignoring other possible stimuli (Posner and

Driver 1992). Single cell recordings in monkeys have

demonstrated that selective attention to a particular location

in space can bias processing such that neuronal responses to

visual stimuli occurring in the attended location are

enhanced compared to responses to the same stimuli in

unattended spatial locations (Spitzer et al. 1988; Motter

1993). Attention can also influence the processing of

auditory and tactile stimuli, as focusing attention on a

location in space can enhance perception of stimuli that

occur in that location, regardless of stimulus modality

(Spence et al. 1998; Macaluso et al. 2000; Johnen et al.

2001; McDonald et al. 2003). Spatial attention has been

shown not only to enhance responses to stimuli presented in

attended locations, but also to suppress responses to stimuli

in other locations. In the visual cortex, selective attention to

a particular location can suppress the influence of adjacent

stimuli, thus filtering out information from unattended

locations (Kastner et al. 1998; Reynolds et al. 1999).

These enhancing and suppressing mechanisms of selec-

tive attention apply not only when attention is directed to

particular locations, but also when attention is directed to

specific stimulus features (Corbetta et al. 1990; Moore and

Egeth 1998) or sensory modalities (Woodruff et al. 1996;

Macaluso et al. 2002). The behavioral effects of modality-

specific selective attention have been observed when par-

ticipants are instructed to attend to a single sensory

modality (auditory or visual) before performing speeded

detection and discrimination tasks (Spence and Driver

1997). Participants generally respond quicker and more

accurately when the target appears in the expected modality

than when the target appears in the unexpected modality,

but these benefits are typically very small (Spence et al.

2001). In contrast with spatial attention, the more consistent

effect produced by selective attention to a particular sensory

modality is a reduction in the efficiency of processing

stimuli in the unattended modality (Spence et al. 2001).

This decrease in processing is referred to as a cost, and is

reflected in poorer accuracy and slower response times (RT)

for targets presented in a unexpected modality compared to

responses made in that same modality when it the expected

target modality (Spence et al. 2001). These benefits and

costs are also observed in imaging experiments where

selective attention to a particular sensory modality can

increase activity in the corresponding primary and sec-

ondary sensory cortices, while decreasing activity for

stimuli presented in the unattended modality (Kawashima

et al. 1995; Macaluso et al. 2000; Laurienti et al. 2002;

Loose et al. 2003; Johnson and Zatorre 2006). Additionally,

activity corresponding to attended stimuli decreases when

participants must divide attention between two sensory

modalities (Loose et al. 2003).

Although there is substantial evidence that attention can

modulate the processing of information within individual

sensory systems, limited data exist on how attention may

impact the integration of information across sensory sys-

tems (Bertelson and Radeau 1981; Bertelson et al. 2000;

Vroomen et al. 2001; McDonald et al. 2003; Alsius et al.

2005; Shore and Simic 2005; Talsma and Woldorff 2005).

Under the high attention demands produced by dual-task

conditions, Alsius et al. (2005) demonstrated that audio-

visual integration often fails. These data suggest that

audiovisual integration is not an automatic process, and can

be modulated when tasks must be performed in multiple

modalities (Alsius et al. 2005). In contrast, evidence from

studies on spatial attention and the ventriloquist effect

indicated that participants’ ability to localize a sound is an

automatic sensory process not influenced by directing

visual attention to different visual locations (Bertelson

et al. 2000; Vroomen et al. 2001). However, spatial

attention presumably exerts its influence on perception via

different mechanisms than modality-specific attention, as

the behavioral manifestations of attention to a location and

attention to a modality have been shown to differ. For

example, attention to a particular location in space typi-

cally results in perceptual enhancements at that location
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regardless of the sensory modality, while attention to a

particular sensory modality generally leads to perceptual

decrements in the unattended sensory modality with only

small or no enhancements for the attended modality

(Spence et al. 1998, 2001). Indeed, the ventriloquist effect

(which is not impacted by spatial attention) can be influ-

enced by modality-specific attention, as participants’

localizations of audiovisual stimuli are different depending

on whether they are asked to localize the auditory or the

visual component of the stimuli (Bertelson and Radeau

1981; Bertelson et al. 2000).

Thus, the information outlined above suggests that

attention to a single sensory modality should reduce mul-

tisensory integration due to the suppression of stimuli in

the ignored modality. Additionally, experiments utilizing

event related potentials (ERPs) demonstrate that integra-

tion effects observed on the p50 components of

multisensory ERPs are absent when participants attend to

only one sensory modality (Talsma et al. 2007). Observa-

tions from these studies indicate an important role for

top–down mechanisms in mediating interactions between

sensory modalities; however, the behavioral impact that

directing attention to a single sensory modality has on

multisensory integration has not yet been fully explored.

Thus, the purpose of the current study was to utilize

behavioral measures to rigorously characterize the effects

of attention on multisensory integration. For this study, we

were interested in how attention impacts the integration of

semantically matching, temporally coincident bimodal

stimuli. These matching stimuli consisted of a visual

component and an auditory component that conveyed

information with the same semantic content; for example, a

visually presented blue circle and an auditory verbalization

of the word ‘‘blue’’. Additionally, we were also interested

in how attention influences the integration of semantically

non-matching stimuli, which we defined as stimuli where

the visual stimulus and the auditory stimulus do not convey

the same information; for example, a visually presented

blue circle and an auditory verbalization of the word

‘‘green’’. Our hypotheses were as follows: (1) selective

attention to a single sensory modality (auditory or visual)

should limit the integration of matching information pre-

sented in multiple modalities; (2) the distracting effects of

non-matching multisensory information should be reduced

during selective attention compared to divided attention

conditions. The two experiments that follow were designed

to test our hypotheses.

Experiment 1

The objective of this experiment was to compare how

selective attention to a single sensory modality (auditory or

visual) and divided attention (between auditory and visual

modalities) modulate the integration of semantically

matching multisensory stimuli. To do this, we either

directed participants to selectively attend to a single sen-

sory modality or to divide their attention between sensory

modalities and respond to unisensory and multisensory

targets. Response accuracy and speed were then assessed

for each target type under the different attention conditions

to determine the effects of attention on multisensory

integration.

Methods

Participants

Fourteen healthy adults participated in this experiment

(mean age = 24.0, nine females). Participants were

screened for inclusion criteria which included normal or

corrected-to-normal vision and hearing, accurate color

vision, normal cognitive function, and no history of neu-

rological disorder or brain injury. All participants gave

written informed consent to participate in this study, which

was approved by the Institutional Review Board at Wake

Forest University Baptist Medical Center, and performed in

accordance with the standards of the Declaration of Hel-

sinki. All participants were compensated for their time, and

were naı̈ve to the experimental tasks.

Paradigm

For this experiment, participants completed a cued, mul-

tisensory discrimination paradigm that required them to

choose between the colors red and blue (Laurienti et al.

2004). During each trial, stimuli were presented in either

the auditory modality, the visual modality, or simulta-

neously in both the auditory and the visual modality for

multisensory conditions. Auditory stimuli were verbaliza-

tions of the words ‘‘red’’ and ‘‘blue’’. Visual stimuli were

red and blue color-filled circles that subtended 7.7� of

visual angle, presented on a black background. Multisen-

sory stimuli were simultaneous presentations of matching

auditory and visual stimuli (e.g., the verbalization of the

word ‘‘red’’ paired with a red color-filled circle). Eighty-

four unisensory auditory trials, 84 unisensory visual trials,

and 126 multisensory trials were presented pseudo-

randomly.

Each trial began with participants fixating on a white

cross in the middle of a black screen for an interval that

varied randomly between 1,000 and 1,500 ms. Following

fixation, a 1,000-ms visual cue was presented on the screen

that alerted participants to direct their attention to the
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modality in which the target would appear. These cues

consisted of white line drawings of an ear and an eye that

each subtended 5.4� of visual angle presented on a black

background. Cues were presented 3.8� to the left and right

of a central fixation cross. Participants were instructed that

the presentation of two ears indicated that an auditory

stimulus would appear during the trial. Participants were

made aware that the presentation of this cue to pay atten-

tion to the auditory modality did not preclude the

appearance of an additional visual stimulus during the trial.

However, there were no trials in which the cue was invalid

(i.e., the target following the cue to attend to audition

always contained an auditory component). The presenta-

tion of two eyes cued participants to attend to the visual

modality. Again, this cue indicated that a visual stimulus

would appear during the trial; although the trial could also

contain an auditory stimulus, participants were to pay

attention to the visual modality. The presentation of one

eye and one ear indicated that the trial could include an

auditory stimulus, a visual stimulus, or both. This cue

alerted participants to divide their attention between the

auditory and visual modalities.

Thus, the cues did not indicate which type of trial would

follow (e.g., the presentation of two eyes could be followed

by a unisensory visual trial or a multisensory trial and the

eye and ear cue could likewise be followed by a unisensory

visual trial, a multisensory trial, or an auditory trial).

However, the cues did direct participants to selectively

attend to either the auditory or visual modalities or to

divide their attention between those modalities. The com-

bination of three cue conditions and three potential targets

produced seven possible trial types (see Table 1 for a

comprehensive list). As all attention cues were presented in

the visual modality, we can not exclude the possibility that

these external events could bias attention toward the visual

modality. However, unpublished data from our laboratory

suggest that this bias is quite small for this type of task.

Additionally, experiments on attentional shifts between

modalities demonstrate that the modality of one stimulus

has little effect on responses to a second stimulus when the

two stimuli are separated by intervals greater than

1,000 ms (Turatto et al. 2002, 2004). The latency between

the cue and target in the present experiment varies between

1,000 and 1,500 ms; therefore, we do not expect that the

exogenous effects of the cue will impact participants’

ability to direct their attention to the auditory or visual

modality. Additionally, if the results of these experiments

show that cueing attention to audition or to vision impacts

multisensory integration in the same way, this would sug-

gest that any exogenous effects of cue modality do not

preclude the observation of the role played by endogenous

or voluntary control of attention in this task.

Following each cue, there was a delay that varied ran-

domly between 1,000 and 1,500 ms. After the delay, the

target was presented. Visual targets were 150 ms in dura-

tion and auditory targets were presented for 300 ms. For

multisensory targets, the onsets of the visual and auditory

stimuli were simultaneous and stimulus timing remained

the same. As soon as the participant responded, the next

trial began; however if the subject did not respond within

8 s, the experiment continued with the next trial. The

sequence of events for experimental trials is depicted in

Fig. 1.

Experimental setup

Participants were seated in a sound and light-attenuated

testing booth (Whisper Room, Morristown, TN, USA) with

their chins in a chin-rest to ensure that they were com-

fortably positioned 24 in from the computer monitor with

the center of the screen at eye-level. All visual stimuli were

presented on the computer screen. Auditory stimuli were

presented through speakers located on the left and right

sides of the monitor. The volume of the stimuli was

adjusted to an easily discriminable level for each partici-

pant (typically *75 dB). E-prime software and a Serial

Response box (Psychology Software Tools, Pittsburg, PA,

USA) were used to control stimulus presentation and to

record participants’ RT and accuracy. Participants

responded by pressing buttons with the index finger of each

hand. A corresponding red or blue light was presented

above the response buttons throughout the experiment to

ensure that participants did not forget button assignments.

Table 1 Mean accuracy (%) and response times (ms) with standard

deviations (SD) for each trial type in Experiment 1

Trial type Accuracy (SD) RT (SD)

Auditory attention cue

Unisensory auditory target 97.6 (2.9) 583.3 (94.0)

Multisensory target 98.6 (2.0) 515.2 (74.3)

Visual attention cue

Unisensory visual target 96.9 (3.7) 556.7 (107.2)

Multisensory target 98.3 (2.4) 507.8 (64.9)

Divided attention cue

Unisensory auditory target 98.5 (1.5) 595.6 (78.0)

Unisensory visual target 98.3 (2.5) 562.1 (96.9)

Multisensory target 98.3 (2.2) 509.4 (70.3)

In each trial a visual cue alerted participants to direct their attention to

the auditory modality or the visual modality, or to divide their

attention between the auditory and visual modalities. An auditory

target was the verbalization of a color word, a visual target was a

color-filled circle, and a multisensory target was the simultaneous

presentation of both an auditory and visual target
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The mapping of red and blue responses to the left and right

hand was counterbalanced across participants.

Data analysis

Each participant’s RT were analyzed to remove outliers

(±3 standard deviations) and separate incorrect responses.

Average accuracy, RT, and response distributions for each

of the seven trial types were calculated for each subject.

Data were then collapsed across participants and compared

using 2(cue) · 2(target) repeated measures analyses of vari-

ance (ANOVAs) to determine if mean accuracy or RT

differed by cue (selective attention versus divided atten-

tion) or by target (unisensory or multisensory). Separate

ANOVAs were used to compare responses to auditory and

visual trial types because we were not interested in directly

comparing responses in these two modalities, as previous

studies have demonstrated differences between the neural

mechanisms and behavioral outcomes of attention to visual

versus auditory modalities (O’Leary et al. 1997; Talsma

and Kok 2001).

Although the ANOVA comparison of RT can identify

responses for multisensory stimuli that are faster than

responses to either unisensory stimuli, this analysis does

not take into account the fact that faster responses on

multisensory trials could possibly be due simply to the

presence of two stimuli in the multisensory trials and only

one stimulus in a unisensory trial. To control for the

redundant nature of multisensory trials, it must be deter-

mined if responses to multisensory stimuli are faster than

what would be predicted based on responses to both

auditory and visual stimuli. Thus, the preferred method for

identifying multisensory integration is to compare the

distribution of multisensory responses to the joint proba-

bility of visual and auditory responses. This model of

statistical facilitation is known as the independent race

model (Miller 1982, 1986). If the probability of responding

to the multisensory stimulus is significantly greater at a

given time point than the response predicted by the sum-

med probability of responding to each of the unisensory

stimuli, then the multisensory response is said to violate the

race model. This outcome suggests that there has been

neural integration of the two unisensory inputs comprising

the multisensory stimulus, resulting in an interaction that

speeds responses to multisensory stimuli. To perform this

analysis, cumulative distribution functions (CDFs) for each

trial type were generated for each subject using 4 ms time

bins. Each participant’s unisensory CDFs were then used to

calculate the race distribution, using the following formula

at each time bin:

½PðAÞ þ PðVÞ� � ½PðAÞ � PðVÞ�

In this formula, P(A) is the probability of responding

by a given time on a unisensory auditory trial, and P(V)

is the probability of responding by a given time on a

unisensory visual trial. Two different race model

predictions were generated for each participant: (1) the

selective attention race model, which was based on

responses made to unisensory targets when participants

had been cued to selectively attend either to vision or

audition; and (2) the divided attention race model, based

on responses made to unisensory targets when participants

had been cued to divide their attention between vision and

audition.

After these individual CDFs were completed, group

mean CDFs were generated for each trial type and indi-

vidual race models were averaged to obtain group

predictions for responses made under selective attention

and divided attention. To determine if significant differ-

ences existed between the probability of responding to the

multisensory targets and the predicted probability of

responding to unisensory targets based on the race model,

paired t-tests were performed between the multisensory

distribution for each attention condition (selective auditory,

selective visual, and divided attention) and the corre-

sponding race model distributions (selective attention race

Fig. 1 The sequence of trial events. Each trial began with partici-

pants fixating on a cross in the middle of the screen. After fixation, the

attention cue was presented to alert participants to selectively attend

to either the auditory modality, the visual modality, or to divide their

attention between the auditory and visual modalities (shown). Targets

followed the cue by a variable delay of 1,000–1,500 ms and could be

visual (red or blue color-filled circles), auditory (verbalizations of the

words red or blue), or multisensory (shown—simultaneous presen-

tation of both the auditory and visual stimuli). Each trial ended upon

participant response; if no response was made, the next trial began

after 8 s
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model or divided attention race model) at each time bin. To

correct for the multiple comparisons made between mul-

tisensory and race distributions at each time bin, we only

consider there to be a significant difference between the

two distributions if comparisons of at least ten contiguous

bins each yielded t-scores with P < 0.05. The chance of ten

consecutive bins being false positives is approximately

P < 0.001.

Results

Accuracy

Response accuracy was very high, with participants aver-

aging 98.07% correct over all trial types. Mean accuracy

and standard deviations can be found in Table 1. The 2 · 2

repeated measures ANOVA comparing accuracy on uni-

sensory and multisensory targets during selective and

divided attention indicated that there were no differences in

by cue or target for the auditory/multisensory comparison

or the visual/multisensory comparison.

Response time

Mean RT and standard deviations can be found in Table 1.

In the 2 · 2 ANOVA comparing RT for auditory and

multisensory trials under divided and selective attention,

there was a main effect of target (F1,13 = 116.89,

P < 0.001), no significant effect of cue (F1,13 = 0.26,

P = ns), and a marginally significant interaction

(F1,13 = 3.60, P = 0.08). These results indicated that under

both divided and selective auditory attention conditions,

RTs for multisensory targets were significantly faster than

RTs for unisensory auditory targets. The marginally sig-

nificant interaction suggests that under divided attention

conditions, there was a trend toward a greater speeding of

RTs for multisensory targets than under selective attention.

The 2 · 2 ANOVA comparing RT for visual and mul-

tisensory targets during divided and selective attention also

yielded a significant main effect of target (F1,13 = 24.67,

P < 0.001), but no effect of cue (F1,13 = 0.20, P = ns), and

no significant interaction (F1,13 = 0.12, P = ns).

The fact that there was no effect of attentional cue is not

surprising given that selective attention to a single sensory

modality generally does not result in large performance

enhancements in the attended modality (Spence and Driver

1997; Spence et al. 2001). For these experiments, we were

primarily interested in the effects of modality-specific

attention on multisensory integration and thus we did not

present any invalidly cued trials (i.e., where a participant is

cued to one modality and receives a unisensory target in the

unattended modality) that would have enabled us to assess

the performance decrements that are associated with uni-

sensory stimuli presented in the unattended sensory

modality.

Cumulative distribution function

Due to the redundant nature of multisensory targets, the

significant effects of target in the RT comparisons are a

liberal estimate of multisensory performance enhance-

ments. That is, it is possible that the speeding of RT to

multisensory targets noted in this analysis was due to the

availability of multiple pieces of information in these

conditions and not to integration of the stimuli. To account

for the increased probability of speeded responses to

multisensory targets, the distributions for multisensory

responses were compared to the race model, a summed

probability of unisensory responses. Responses to multi-

sensory targets under divided attention were compared to

the summed probability of response to auditory and visual

targets (race model distribution) in the divided attention

condition (Fig. 2a). Two similar comparisons evaluated

responses to multisensory targets under selective auditory

attention and selective visual attention versus a selective

attention race model distribution (Fig. 2b).

In contrast to the mean RT comparisons that found

similar significant multisensory gains under all cue condi-

tions, these comparisons indicated that significant

multisensory enhancements were present only under divi-

ded attention conditions (Fig. 2c). Paired t-tests were

performed at 4 ms time bins across the entire response

distribution in order to compare response probabilities for

multisensory trials to the predicted response probabilities

of the race model. Under divided attention, at times

between 356 and 408 ms, responses probabilities were

significantly higher (P < 0.05) for multisensory targets

than race model probabilities. During selective attention

conditions, similar paired t-tests comparisons indicated that

the probability of responding to a multisensory stimulus

under selective auditory or visual attention was not sig-

nificantly greater than predicted by the race model at any

time bin.

Discussion

When attention is focused on a single sensory modality,

activity is suppressed in the ignored cortex, presumably

resulting in less sensory information being available for

integration (Haxby et al. 1994; Kawashima et al. 1995;

Laurienti et al. 2002; Johnson and Zatorre 2005, 2006). This

led us to hypothesize that multisensory integration would be
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attenuated during modality-specific selective attention. To

test this hypothesis we used a multisensory discrimination

task that included modality-specific and divided attention

cues to direct participants’ attentional resources. Compari-

sons between multisensory response distributions and the

race model were used to identify multisensory gains that

surpass statistical facilitation. The data demonstrated that

significant multisensory integration only occurred when

participants divided their attention between modalities.

When selectively attending to either the auditory or the

visual modality, participants obtained no significant

performance enhancements from matching multisensory

stimuli compared to the race model. Given that attention to

either sensory modality abolished multisensory enhance-

ments, it also appears that if any exogenous bias was

produced by the visual cues it was not strong enough to

counteract volitional control of attention. Due to the fact

that during matching multisensory trials, both the auditory

stimulus and the visual stimulus were associated with the

same response choice (e.g., left button for blue and right

button for red), it is possible that the speeding of responses

observed on the multisensory trials was due to response

priming rather than multisensory integration. However, a

previous study conducted in our laboratory demonstrated

that responses to targets with two visual components did not

result in performance enhancements that surpassed those

predicted by the race model, as was seen in the case of

multisensory stimuli with both a visual and an auditory

component (Laurienti et al. 2004). These data suggest that

the multisensory enhancements observed on the very sim-

ilar paradigm used in this study are the result of integration

of the two sensory inputs, and are not simply due to priming

interactions at the level of the response.

The behavioral findings from this experiment are in

accord with results from an ERP study suggesting that the

multisensory integration effects that can be detected when

participants attend to both the visual and auditory modality

are absent when participants attend to only one sensory

modality (Talsma et al. 2007). Mean RT were faster to

matching multisensory targets than to unisensory targets

during all attention conditions. While this result may seem

counterintuitive, it simply demonstrates that modality-

specific selective attention did not prevent the statistical

Fig. 2 Cumulative distribution functions (CDFs) for responses on

auditory, visual, and multisensory trials during divided and selective

attention in Experiment 1. a For trials with divided attention cues,

CDFs for response times are depicted for unisensory auditory targets

(blue dotted curve) unisensory visual targets (red dashed curve), and

multisensory targets (green solid curve). Response probabilities

predicted by summing the unisensory response probabilities (race

model) are depicted with the gray solid curve. Note that fast response

times are more likely for multisensory targets than predicted by the

race model in several time bins. b CDFs are depicted for response

times to auditory targets (blue dotted curve) and multisensory targets

(yellow solid curve) during selective auditory attention and for visual

targets (red dashed curve) and multisensory targets (green solid
curve) during selective visual attention. The gray solid curve depicts

the race model predictions based on the summed probability of

unisensory responses during selective attention. Fast responses to

multisensory targets during either selective attention condition are

typically less likely than predicted by the race model. c The difference

in response probability between multisensory trials and race model

predictions during divided attention (yellow solid curve), selective

auditory attention (blue dotted curve), and selective visual attention

(red dashed curve) illustrates that significant multisensory enhance-

ments are only present under divided attention conditions (shaded
bar, 356–408 ms)

b

Exp Brain Res (2008) 184:39–52 45

123



facilitation that occurs with the presentation of multiple

pieces of information. Because mean multisensory RT

were compared to individual unisensory conditions, this

comparison can not be used to assess whether multisensory

responses are indicative of integration.

The results from this experiment highlight an important

point concerning the role of attention in modulating the

integration of stimuli from various sensory modalities. It

would be counterproductive for modality-specific selective

attention to function only as a method for reducing the

apparently helpful integration of multisensory stimuli

conveying semantically congruent information. It is ben-

eficial to be able integrate and respond quickly and

accurately to complementary stimuli such as the sight and

sound of an oncoming car. In these situations, selective

attention to a single sensory modality may not be advan-

tageous for reacting to the environment. However, our

environment usually consists of many unrelated sounds

and sights that, if constantly combined together, would

make our sensory perceptions incomprehensible. Imagine

if you could not read this paper without merging the

information that you are reading with the sounds that you

are currently hearing. Indeed, the presence of non-

matching stimuli in two modalities can cause distraction

and impair task performance (Rees et al. 2001; Laurienti

et al. 2004). Thus, rather than solely reducing the per-

formance enhancements gained from the integration of

matching multisensory information, a more critical func-

tion of modality-specific selective attention may be to

filter non-matching or distracting stimuli that occur in

unattended modalities.

To determine if modality-specific selective attention

limits the distracting effects of non-matching multisensory

stimuli, a second experiment was designed using a similar

paradigm as in the first experiment, but with the addition of

non-matching auditory/visual target pairings.

Experiment 2

In Experiment 1, multisensory targets always consisted of a

matched audiovisual pairing (e.g., a red circle and a ver-

balization of the word ‘‘red’’). In Experiment 2, we wanted

to assess the impact of attention on the processing of

multisensory stimuli that are temporally and spatially

coincident, but semantically non-matching. As described

earlier, semantically non-matching stimuli were defined in

this study as audiovisual stimuli where the visual compo-

nent of the stimulus did not convey the same information as

the auditory component (e.g., a red circle and a verbali-

zation of the word ‘‘green’’). For this experiment, the non-

matching multisensory stimuli always consisted of an

answer choice in one modality (i.e., red or blue) and a

stimulus in the other modality that was not a possible

answer choice (i.e., green). This non-matching stimulus

was used to present distracting information that was

semantically relevant to the task and would increase the

task difficulty without leading to direct conflict between

answer choices. Our expectation was that selective atten-

tion to a single sensory modality would reduce the

distracting effects of non-matching stimuli presented in

another sensory modality, and as a consequence, partici-

pants would not be slowed as much by non-matching

stimuli during selective attention trials as during divided

attention trials.

Methods

Participants

Fourteen healthy adults participated in this experiment

(mean age = 25.6, eight females). Participants were

screened according to the same criteria as in Experiment

1, and no subject who enrolled in Experiment 1 partici-

pated in Experiment 2. All participants gave written

informed consent to participate in this study, which was

approved by the Institutional Review Board at Wake

Forest University Baptist Medical Center and conducted in

accordance with the Declaration of Helsinki. Participants

were compensated for their time, and were naı̈ve to all

experimental tasks.

Paradigm

For this experiment, participants performed a cued, multi-

sensory discrimination paradigm very similar to the task

completed in Experiment 1. This paradigm included all of

the same conditions used in Experiment 1, plus 168 addi-

tional trials with non-matching multisensory pairings.

Eighty-four non-matching multisensory trials were pre-

sented during divided attention and 84 were presented

during selective attention. As in Experiment 1, participants

were instructed to discriminate between the colors red and

blue presented as auditory, visual, and multisensory targets.

Green was added as a non-matching color and could be

paired with either a red or blue target in any attention

condition to create a non-matched multisensory pairing

(e.g., participant is cued to selectively attend to vision, and

then sees a red color-filled circle and hears the word

‘‘green’’). Green color-filled circles and verbalizations of

the word ‘‘green’’ were always non-matching stimuli, as a

green stimulus was always paired with a red or blue target.

The attentional cue that preceded the target always cor-

rectly identified the sensory modality in which the red or
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blue target would appear. Thus, a cue to selectively attend

to the auditory modality was always followed by either a

unisensory auditory target, a matching multisensory target,

or a non-matching multisensory stimulus with the task-

irrelevant green stimulus presented in the visual modality.

The timing of stimulus delivery was also modified from the

paradigm used in Experiment 1 in order to offset the

increase in experimental time caused by including addi-

tional non-matching multisensory trials. Cues were

presented for 750 ms rather than 1,000 ms and the interval

between trials varied randomly between 750 and 1,250 ms

rather than 1,000 and 1,500 ms, reducing the duration of

each trial used in this paradigm compared to the trials in

Experiment 1.

Experimental setup

Testing for Experiment 2 was conducted in the same

manner as in Experiment 1. All testing materials, stimulus

presentation, and response collection remained the same.

Data analysis

The procedures used to analyze the data in Experiment 2

were very similar to those detailed above. The combination

of the three possible attention cues and four possible target

types yields 11 different trial types, listed in Table 2.

Outliers and incorrect responses were separated from the

data set and mean accuracy, RT, and response distributions

for each of the 11 trial types were compiled for each

subject before averaging across participants. The main

effects and interactions of attention condition and target

type and were analyzed using 2(cues) · 3(targets) repeated

measures ANOVA. As in the first experiment, auditory and

visual trials were analyzed in separate ANOVAs. Post-hoc

tests utilizing a Bonferroni correction for multiple com-

parisons were used to determine accuracy and RT

differences between specific target types.

As in Experiment 1, the race model and matching

multisensory target response distributions were compared

to identify performance gains resulting from the integra-

tion of matched multisensory pairings. In addition, the

CDFs for responses to unisensory targets were subtracted

from the CDFs for responses to non-matching multisen-

sory targets to obtain a measure of the distracting effects

of non-matching stimuli. At each time bin, paired t-tests

between the distractor effects in divided and selective

attention conditions were then performed to determine

if cross-modal distraction was significantly reduced dur-

ing selective attention compared to divided attention

conditions.

Results

Accuracy

Accuracy remained high on this task with participants

averaging 97.3% correct on all trial types. Mean accuracy

and standard deviations for each trial type can be found in

Table 2. A 2(cues) · 3(targets) repeated measures ANOVA

comparing accuracy for auditory, multisensory, and non-

matching trials (auditory target, visual distractor) indicated

that there was significant effect of target (F2,26 = 17.90,

P < 0.001), no effect of cue (F1,13 = 0.31, P = ns), and a

significant interaction (F2,26 = 3.98, P = 0.03). Post-hoc

comparisons with a Bonferroni correction demonstrated

that accuracy was similar for unisensory and matched

multisensory targets, but significantly lower than both of

these for the non-matching multisensory targets that con-

sisted of an auditory target with a visual distractor. A

similar ANOVA comparing accuracy for visual, multisen-

sory, and non-matching trials (visual target, auditory

distractor) also demonstrated a significant effect of target,

(F2,26 = 4.41, P = 0.02), but no effect of cue (F1,13 = 1.95,

P = ns), and no significant interaction (F2,26 = 2.49,

P = ns). There was a trend for lower accuracy on

Table 2 Mean accuracy (%) and response times (ms) with standard

deviations (SD) for each trial type in Experiment 2

Trial type Accuracy (SD) RT (SD)

Auditory attention cue

Unisensory auditory target 99.3 (1.5) 540.5 (102.0)

Matching multisensory target 98.5 (2.2) 481.7 (101.3)

Non-matching multisensory target

(Auditory target/visual distractor)

94.7 (3.7) 623.1 (134.6)

Visual attention cue

Unisensory visual target 94.6 (6.1) 517.7 (104.5)

Matching multisensory target 98.8 (1.8) 471.2 (88.6)

Non-matching multisensory target

(Visual target/auditory distractor)

97.2 (2.9) 578.9 (143.5)

Divided attention cue

Unisensory auditory target 98.3 (2.0) 567.5 (86.0)

Unisensory visual target 96.6 (6.4) 529.3 (101.7)

Matching multisensory target 98.5 (2.2) 478.5 (92.4)

Non-matching multisensory target

(Auditory target/visual distractor)

95.9 (2.0) 648.1 (118.7)

Non-matching multisensory target

(Visual target/auditory distractor)

98.1 (3.1) 595.4 (136.9)

In each trial a visual cue alerted participants to direct their attention to

the auditory modality or the visual modality, or to divide their

attention between the auditory and visual modalities. An auditory

target was a verbalization of a color word, a visual target was a color-

filled circle, and a multisensory target was simultaneous presentation

of both an auditory and visual target
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unisensory trials, however, after implementing the Bon-

ferroni correction, post-hoc comparisons demonstrated

that accuracy was not significantly different for any target

type.

Response time

Mean RT and standard deviation for all trial types can be

found in Table 2. The ANOVA comparing RT for auditory,

multisensory, and non-matching targets under selective and

divided attention indicated that there was a significant

effect of target, (F2,26 = 53.82, P < 0.001), no effect of cue

(F1,13 = 1.50, P = ns), and no interaction (F2,26 = 1.67,

P = ns). The analogous ANOVA for comparison of visual

targets also revealed a significant effect of target,

(F2,26 = 21.98, P < 0.001), no effect of cue (F1,13 = 2.85,

P = ns), and no interaction (F2,26 = 0.25, P = ns). Post-hoc

tests for both the auditory and visual ANOVAs showed the

same pattern: responses to unisensory targets were signif-

icantly faster than responses to non-matching multisensory

targets, and responses to matching multisensory targets

were significantly faster than responses to both unisensory

and non-matching multisensory targets.

Cumulative distribution functions

Although significant differences in mean RT were found

between matching multisensory trials and unisensory trials

under all attention conditions, as stated previously, these

comparisons do not account for the presence of multiple

stimuli in multisensory trials. In comparisons made

between the response distributions for matched multisen-

sory trials and the summed probability of unisensory

response (race model) under each attention condition,

significant multisensory enhancements were noted only on

trials where participants were cued to divided attention

between sensory modalities (Fig. 3). As in Experiment 1,

paired t-tests were performed at each 4 ms time bin across

the distribution to compare response probabilities for the

matching multisensory targets to the race model predic-

tions. Under divided attention conditions, response

probabilities were significantly higher on matched multi-

sensory trials than predicted by the race model, P < 0.05 at

each time bin between 342 and 426 ms. Similar paired t-

tests between the response distributions for matching

multisensory trials and the race model predictions for

selective attention conditions indicated that, during selec-

tive auditory or visual attention, the probability of

responding to a matching multisensory target was not

significantly greater than predicted by the race model at

any time bin (Fig. 3).

To assess the effects of non-matching cross-modal di-

stractors, the response distributions for unisensory trials

were compared to the response distributions for non-

matching multisensory trials, yielding a relative distractor

effect (Fig. 4). A comparison between response distribu-

tions for unisensory auditory targets and non-matching

multisensory targets (auditory targets with visual distrac-

tors) yielded the visual distractor effect (Fig. 4a). This

distractor effect was found for both divided and selective

auditory attention conditions. The comparison between

unisensory visual targets and non-matching multisensory

targets (visual targets with auditory distractors) produced

the auditory distractor effect (Fig. 4b). This distractor

effect was also calculated for both divided and selective

visual attention conditions. Paired t-tests at each time bin

compared distractor effects during divided and selective

attention. Results indicated that selective attention to the

auditory modality did not reduce the visual distractor effect

at any time bin (Fig. 4c). Similarly, selective attention to

the visual modality did not reduce the effect of auditory

distractors at any time bin (Fig. 4d). In other words, there

was no significant reduction in the degree of distraction

produced by non-matching cross-modal stimuli during

selective attention.

Discussion

In a replication of the results from Experiment 1, our

second experiment demonstrated that selective attention to

either the visual or the auditory modality attenuates mul-

tisensory performance gains normally observed under

divided attention conditions. The inclusion of non-match-

ing multisensory targets in this paradigm also allowed us to

characterize the effects of modality-specific selective

attention on cross-modal distraction. The results of this

experiment indicated that selective attention did not pro-

vide any benefit over divided attention in reducing the

detrimental effects of cross-modal distractors. This result

was unexpected given that modality-specific selective

attention is known to result in reduced processing of

stimuli in the unattended sensory modality (Spence et al.

2001).

Due to the fact that selective attention prevents the

integration of matching multisensory stimuli, but not non-

matching multisensory stimuli, it seems likely that

modality-independent factors are impacting performance

on non-matching trials. One such factor may be the conflict

effects produced by semantically non-matching stimuli.

This concept is illustrated by previous data from our

laboratory showing that the behavioral deficits associated

with non-matching stimulation were present both in dual

visual and multisensory paradigms, whereas significant
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enhancements due to semantic congruence were found only

during multisensory paradigms (Laurienti et al. 2004).

Thus, unlike performance enhancements that are dependent

on the integration of stimuli in different sensory modalities,

performance decrements occur regardless of whether two

conflicting stimuli occur in the same modality or in dif-

ferent modalities. While selective attention is known to

modulate the behavioral consequences of conflict, it does

not eliminate them (Weissman et al. 2003; Egner and

Hirsch 2005). Consequently, the behavioral decrements

observed in this task that are due to modality-independent

conflict effects would not be prevented by focusing atten-

tion on a single sensory modality.

The results of this study indicate that it is possible that

different neural substrates underlie how modality-specific

attention modulates the behavioral enhancements observed

during matching multisensory stimulation and the decre-

ments observed during non-matched pairings. For example,

facilitation mechanisms that occur early in perceptual

processing may be susceptible to the effects of modality-

specific attention, while higher level processes that mediate

distraction and conflict may be insensitive to these effects.

We do not currently have brain imaging data on this task;

however, Talsma and Woldorff (2005) have demonstrated

in ERP experiments that spatial attention can impact the

integration of temporally coincident audiovisual stimuli

very early in perceptual processing.

While it is likely that selective attention plays a role in

minimizing cross-modal distraction, the semantically con-

flicting stimuli utilized in the current study task were not

susceptible to modulation by modality-specific attention.

The non-matching multisensory stimuli presented in this

task were very salient, task-relevant distractors that con-

flicted with target stimuli (e.g., green distractors and blue

targets). Outside of the laboratory environment, most

stimuli that are emitted from independent but simultaneous

events in different sensory modalities simply convey

irrelevant information that does not directly conflict with

the task at hand. It remains possible that selective attention

suppresses the integration of task-irrelevant stimuli but

does not suppress performance decrements associated with

conflicting stimuli. A paradigm that utilizes task-irrelevant

information, rather than conflicting information, may be

Fig. 3 Cumulative distribution functions (CDFs) for responses on

auditory, visual, and matching multisensory trials during divided

attention and selective attention in Experiment 2. a For trials with

divided attention cues, CDFs for response times are depicted for

unisensory auditory targets (blue dotted curve) unisensory visual

targets (red dashed curve), and matching multisensory targets (green
solid curve). Response probabilities predicted by summing the

unisensory response probabilities (race model) are depicted with the

gray solid curve. As in Experiment 1, fast response times are more

likely for multisensory targets than predicted by the race model across

several time bins. b CDFs are depicted for response times to auditory

targets (blue dotted curve) and multisensory targets (yellow solid
curve) during selective auditory attention and to visual targets (red
dashed curve) and multisensory targets (green solid curve) during

selective visual attention. The gray solid curve depicts the race model

predictions based on the summed probability of unisensory responses

under selective attention. As in Experiment 1, fast responses to

multisensory targets under both selective attention conditions are less

likely than predicted by the race model. c The difference in response

probability between matching multisensory trials and race model

predictions during divided attention (yellow solid curve), selective

auditory attention (blue dotted curve), and selective visual attention

(red dashed curve) illustrates that significant multisensory enhance-

ments are only present under divided attention conditions (shaded
bar, 342–426 ms)

b
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able to demonstrate that modality-specific selective atten-

tion can suppress multisensory integration when it is not

behaviorally advantageous.

Another possibility to consider is that conflict effects

and multisensory integration contributed to the behavioral

decrements during non-matching trials, and we simply did

not have enough power to detect the small changes in

performance produced by selective and divided attention.

We did observe a trend for reductions in the magnitude of

the performance decrements under selective attention, but

such changes were quite small. Given the trends in the data

for the difference in distraction during divided and selec-

tive attention conditions (mean difference = 25.01 ms,

SD = 87.32 ms), it would require approximately 75 par-

ticipants in each group to detect significant reductions in

distraction during selective attention to a singe sensory

modality (assuming power = 80% and P-value of 0.05).

Conclusion

Modality-specific selective attention is one potential means

by which information from multiple sensory modalities

could be filtered in order to maintain the salience of task-

relevant information and limit distractions from task-

irrelevant information. When stimuli in multiple sensory

modalities provide redundant information, the integration

of these stimuli can potentially enhance the processing of

the information (Stein et al. 1989; Spence et al. 1998;

Laurienti et al. 2004). The experiments detailed here

indicated that the performance enhancements associated

with matching multisensory stimuli were only present

when participants divided their attention between sensory

modalities. Selective attention to a single modality elimi-

nated performance enhancements associated with matched

multisensory stimuli (Figs. 2, 3).

Fig. 4 Visual and auditory distractor effects under selective and

divided attention. In the top panels, the response probabilities for

unisensory trials (auditory in a and visual in b) and non-matching

multisensory trials under selective and divided attention are plotted as

a function of response time. a Response distributions for unisensory

auditory trials are plotted as solid curves (red for selective auditory

attention, yellow for divided attention). Distributions for non-match-

ing multisensory trials, Aud + Non-Match Vis (A + NMV) are

plotted as dotted curves. b Response distributions for unisensory

visual trials are plotted as solid curves (blue for selective visual

attention, green for divided attention). Distributions for non-matching

multisensory trials, Vis + Non-Match Aud (V + NMA) are plotted as

dotted curves. c, d The subtraction of the unisensory distribution from

the non-matching distribution yields the distractor effect plotted in the

bottom panels. Selective auditory attention did not reduce the effects

of visual distractors (c), and selective attention to the visual modality

did not significantly reduce the effects of non-matching auditory

distractors (d)
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The attenuation of multisensory integration observed

during modality-specific attention was likely not due to

ceiling effects in the selective attention conditions as neither

accuracy nor RT were significantly different during selective

and divided attention condition, yet multisensory integration

was observed only during divided attention conditions. As

this study utilized complex verbal stimuli in order to assess

how modality-specific attention impacts the behavioral

enhancements and decrements caused by semantically

matching and non-matching cross-modal stimuli, it is diffi-

cult to say whether modality-specific attention would have

the same effect on the integration of simple multisensory

stimuli such as lights and tones. Using ERPs, Talsma et al.

(2007) used tones and simple visual stimuli to demonstrate

that integration effects were not apparent during attention to

a single sensory modality, however additional studies will be

required to explore the influence of stimulus complexity on

attention and integration effects.

In many situations, stimuli from different sensory

modalities will likely convey non-matching information,

potentially impairing the ability to process one or more of

the stimuli. One common example of this situation occurs

during a telephone conversation, when it is highly unlikely

that the visual stimuli in your environment match the

auditory stimuli of the telephone conversation. We

hypothesized that modality-specific selective attention

would reduce the amount of distraction caused by stimuli

in the unattended sensory modality; however, the results of

Experiment 2 demonstrated that selective attention did not

significantly reduce either auditory or visual cross-modal

distraction. Additional studies on the impact of conflict and

semantic congruence will be necessary to determine how

attentional mechanisms influence distraction within and

between sensory modalities.

These experiments demonstrate the utility of divided

attention in improving participants’ ability to make quick

and accurate discriminations between multisensory stimuli.

The benefits of multisensory integration under divided

attention, however, may be outweighed by increased sus-

ceptibility to distractors during divided attention that can

lead to impairments in encoding information into memory

(Craik et al. 1996). The finding that attention can alter

multisensory interactions may also have some interesting

real-world applications, as it has been demonstrated that

older adults integrate stimuli from multiple sensory

modalities to a greater extent than do younger adults

(Laurienti et al. 2006; Poliakoff et al. 2006). While this

may be beneficial in the presence of congruent multisen-

sory information, it can also potentially lead to greater

distraction from cross-modal stimuli for older adults.

Training programs targeting selective attention and conflict

resolution may, therefore, be a possible mechanism for

maintaining healthy sensory function with age.
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