
Commun. Math. Phys. 211, 439 – 464 (2000) Communications in
Mathematical

Physics
© Springer-Verlag 2000

Travelling Waves in a Chain
of Coupled Nonlinear Oscillators

Gérard Iooss1, Klaus Kirchgässner2

1 Institut Universitaire de France, INLN, UMR CNRS-UNSA 6618, 1361 route des Lucioles, 06560Valbonne,
France. E-mail: iooss@inln.cnrs.fr

2 Mathematisches Institut A, Universität Stuttgart, Pfaffenwaldring 57, 70569 Stuttgart, Germany.
E-mail: kirchg@mathematik.uni-stuttgart.de

Received: 10 September 1999 / Accepted: 15 December 1999

Abstract: In a chain of nonlinear oscillators, linearly coupled to their nearest neighbors,
all travelling waves of small amplitude are found as solutions of finite dimensional
reversible dynamical systems. The coupling constant and the inverse wave speed form
the parameter space. The groundstate consists of a one-parameter family of periodic
waves. It is realized in a certain parameter region containing all cases of light coupling.
Beyond the border of this region the complexity of wave-forms increases via a succession
of bifurcations. In this paper we give an appropriate formulation of this problem, prove
the basic facts about the reduction to finite dimensions, show the existence of the ground
states and discuss the first bifurcation by determining a normal form for the reduced
system. Finally we show the existence ofnanopterons, which are localized waves with
a noncancelling periodic tail at infinity whose amplitude is exponentially small in the
bifurcation parameter.

1. Introduction

Consider the dynamics of a one-dimensional network of nonlinear oscillators, as de-
scribed by the infinite system

Ẍn + V ′(Xn) = γ (Xn+1 − 2Xn +Xn−1), n ∈ Z. (1)

Here,Xn(̃t), t̃ ∈ R, gives the position of thenth particle,V (Xn) its potential energy,
V being a regular function independent ofn, and the positive constantγ measures the
coupling between nearest neighbors, which is assumed to be linear. Furthermore, the
functionV satisfiesV ′(0) = 0, V ′′(0) = 1.

We shall construct solutions of (1) in the form of travelling waves. In fact, we shall
develop a general method for classifying travelling waves of small amplitude via an
infinite sequence of bifurcations. We shall discuss in detail the groundstate and the first
of these bifurcations.
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With the ansatzXn(̃t) = x̃(̃t − nτ), after scaling the time as̃t = τ t, and denoting
x(t) = x̃(τ t), system (1) is transformed to

ẍ(t)+ τ2V ′[x(t)] = γ τ2[x(t − 1)− 2x(t)+ x(t + 1)] (2)

which is a scalar ”neutral” or ”advance-delay” differential equation.

Equations of this type have been the subject of various investigations on the dynamics
of lattices. Friesecke and Wattis have shown in [6] the surprising fact that, in a unidimen-
sional hamiltonian network, solitary waves exist, even if the coupling is nonlinear. They
used a variational approach. How delicate this result really is, will appear also in the
subsequent analysis. Further results along these lines were given by Smets and Willem
[19].

Equation (2) has been investigated by MacKay and Aubry in [15] for the existence of
time-periodic and localized-in-space standing waves, so-called breathers. Aubry then,
while searching for “multibreathers”, developed in [1] the technique of “phase torsion”
to study the existence of travelling waves.

Rusticini also studied equations of the type considered here in [17,18]. His motivation
came from problems of optimal control. He proved a Hopf-bifurcation theorem by con-
structing 2d-center manifolds for periodic solutions via a Lyapunov-Schmidt argument.
Some of his analysis is close to ours, like the ad hoc construction ofC0-semigroups on
the positive and the negative spectral part – both being infinite dimensional.

We should also mention the recent work of Mallet-Paret et al. in [3,13,14] on waves
in higher dimensional lattices. There, the dynamics is restricted to discrete systems, but
give a global picture of the solutions. The arguments rely on an advanced form of the
Lyapunov-Schmidt method given by X.B. Lin (cf. [14]).

With the method being developed here, we exploit two facts: first the ellipticity of
(2) in its continuous parts, and the intrusion of hyperbolicity via the discrete terms.
With increasing intensity of coupling, the effect of the latter will be more and more
dominating, and the complexity of the solution behavior will explode. Nevertheless, one
can perform the “continuous limit” for (1) and thus obtain travelling wave solutions of
the following nonlinear wave equation

ũt t̃ + V ′(u) = Kuξξ (3)

for the functionu(̃t, ξ). Its discretized form (1) is obtained withXn(̃t) = u(̃t, nh), and
K = γ h2, whereh is the discretization step. Looking for solutions of (3) of the form of
travelling waves,

u(̃t, ξ) = x̃(̃t − ξ/c), (4)

leads to the discretized form (2), whereτ = h/c. Now, (4) implies for (3)

(1 −K/c2)
d2x̃

dt̃2
+ x̃ = g(̃x), (5)

whereg is defined byV ′(x) = x − g(x), henceg(x) = O(x2). It is then clear that
travelling waves, as solutions of (5), exist near 0, if and only ifK/c2 < 1, i.e.γ τ2 < 1.
They form aone parameter familyin the neighborhood of 0.

In the present work, we prove the existence of the corresponding travelling waves
(if γ τ2 < 1) for the above discretized model (1), but wealso prove the existence of
infinitely many other types of travelling waves near 0, for values of(γ, τ ) in regions
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such thatγ τ2 > 1. This shows in particular how dangerous the belief might be that all
nontrivial solutions of a discretized version of (5) survive the limith → 0.

The method we shall develop is based on previous work in [11,16,20], proving the
reducibility of quasilinear elliptic systems in infinite cylindrical domains. Treating the
system as evolutionary in the unbounded variable, one is able to show that, under quite
general conditions, the original system, if restricted to a suitable neighborhood of 0, is
equivalent to a flow on afinite dimensionalmanifold. Extending this idea to the problem
under consideration in Sect. 2, we are able to prove the validity of a reduction of (2) to a
system of ordinary differential equations whose dimension equals the dimension of the
invariant subspace belonging to the central part of the spectrum of the linearization at
0, and which inherits the“reversibility” from the original equation (2). This is done in
Sects. 4 and 5. It should be emphasized that the extension of the previous results to the
case considered here is by no means straightforward.

In the following sections we analyze the case of small coupling first, when no bifur-
cation occurs and all “small” travelling waves are periodic. Thereafter we treat the first
bifurcation occurring at a critical value of the coupling constantγ (near 21 forτ = 1).
The difficulties of applying previous reduction results [20] will be apparent in that case
and solved in a general way. Exploiting the reducibility to a finite system of ordinary
differential equations, we apply normal form theory. The resulting system is integrable
on this level of approximation and quite rich in its structure. In order to keep the scope
of this paper limited, however, we suppress the instinct to describe all possible solutions
as well as the proof of persistence for the full system - not just reduced to its normal
form – of the solutions found. That would complete the analysis.

We rather construct some of the most interesting forms of waves, such as “nanopter-
ons”. These are roughly the superposition of a localized travelling (solitary) wave, whose
principal part is given explicitly, and exponentially small (in the bifurcation parameter)
periodic waves (“phonons”). The proof of their existence follows from the work of
Lombardi in [12]. For other type of solutions, like periodic or quasi-periodic ones, see
the methods developed in [8].

2. Extended Formulation

Instead of treating (2) directly, we introduce a new variablev ∈ [−1,1] and functions
X(t, v) = x(t + v). The notationU(t)(v) = (x(t), ξ(t), X(t, v))T indicates our
intention to constructU as a map fromR into some function space living on thev-interval
[−1,1]. We use the notationsξ(t) = ẋ(t), δ1X(t, v) = X(t,1), andδ−1X(t, v) =
X(t,−1). Equation (2) can now be written as follows:

∂tU = Lγ,τU +Mτ(U), (6)

whereLγ,τ is the linear, nonlocal operator

Lγ,τ =
 0 1 0

−τ2(1 + 2γ ) 0 γ τ2(δ1 + δ−1)

0 0 ∂v

 ,
and

Mτ(U) = τ2(0, g(x), 0)T ,
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whereg(x) = x − V ′(x) = ax2 + bx3 + · · · = 0(x2) asx → 0. Moreover, we require
the boundary conditionX(t, 0) = x(t).

Observe that (6) is somewhat more general than the original Eq. (2), if we allowg to
depend not only onx, but onξ, X as well. In that case, the coupling could be a smooth
nonlinear function as indicated in the introduction.

We introduce Banach-spacesH andD for U(v) = (x, ξ, X(v))T ,

H = R2 × (
C0[−1,1]) ,

D = {
U ∈ R2 × (C1[−1,1])/X(0) = x

} (7)

with the usual maximum norms. The operatorLγ,τ then mapsD into H continuously.
The nonlinearityMτ is supposed to satisfyMτ ∈ Ck(D,D), k ≥ 1, and

‖Mτ(U)‖D ≤ c(ρ)‖U‖2
D

(8)

for all U ∈ D with ‖U‖D ≤ ρ; ρ being an arbitrary positive constant. In our particular
caseg ∈ C2(�) suffices for the validity of the assumption onMτ ; � denotes an open
neighborhood of 0∈ R.

It is obvious thatLγ,τ , acting inH with domainD, has a compact resolvent inH.
Moreover,Lγ,τ andMτ , both anticommute with the reflexionS in H, given by

S(x, ξ,X)T = (x,−ξ,X ◦ s)T , (9)

whereX ◦ s(v) = X(−v). Therefore, (6) isreversible.
Although (6) is illposed as an initial value problem, it is possible to construct, never-

theless, solutions bounded for allt ∈ R. Using a proper extension of certain reduction
methods for quasilinear elliptic systems (cf. [11,16,20]) one is able to reduce (6) to
a finite dimensional system of ordinary differential equations, which is reversible and
has the property to contain all bounded solutions which are close to the trivial solution
U = 0. The dimension of this reduced system will depend on the coupling parameterγ

and on the delay-advance parameterτ . This dependence of the dimension as a function
of (γ, τ ) is detailed in the next section.

3. The Spectrum ofLγ,τ

To determine the spectrum
∑ ≡ ∑

Lγ,τ of Lγ,τ , the resolvent equation

(λI − Lγ,τ )U = F (10)

has to be solved for any givenF = (f0, f1, F2)
T ∈ H, with λ ∈ C, andU =

(x, ξ,X)T ∈ D. This is possible provided thatN(λ; γ, τ ) 6= 0, where

N(λ; γ, τ ) = −λ2 − τ2(1 + 2γ )+ γ τ2(eλ + e−λ). (11)

Indeed, we obtain

x = −[N(λ; γ, τ )]−1(λf0 + f1 + γ τ2f̃λ), (12)

ξ = −[N(λ; γ, τ )]−1{[λ2 +N(λ; γ, τ )]f0 + λf1 + γ τ2λf̃λ}, (13)

X(v) = eλvx −
∫ v

0
eλ(v−s)F2(s)ds, (14)
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with

f̃λ =
∫ 1

0
[−eλ(1−s)F2(s)+ e−λ(1−s)F2(−s)]ds.

SinceN(λ; γ, τ ) is an entire function ofλ for every(γ, τ ) ∈ R2+, the spectrum
∑
Lγ,τ

consists of isolated eigenvaluesλ. They are roots ofN(λ; γ, τ ), and thus have finite
multiplicities.

Remark thatLγ,τ is real and thatSLγ,τ +Lγ,τ S = 0 holds.
∑
Lγ,τ is then invariant

underλ 7→ λ andλ 7→ −λ. Thus,
∑
Lγ,τ is invariant under reflexion on the real – and

the imaginary axis inC. Thus, we can restrict the following considerations toλ = p+ iq
with nonnegativep andq.

The central part
∑

0 ≡ ∑
0Lγ,τ = ∑

Lγ,τ ∩ iR of the spectrum is determined by
N(iq; γ, τ ) = 0, q ∈ R, i.e.

q2 + 2γ τ2 cosq − τ2(1 + 2γ ) = 0. (15)

For eigenvalues of higher multiplicity we have to solve in addition

q − γ τ2 sinq = 0 (16)

if the multiplicity is at least two. For triple eigenvalues

1 − γ τ2 cosq = 0 (17)

has to hold also.
In the parameter-space(γ, τ ) ∈ R2+, the set DE, for which there are double eigenval-

ues on
∑

0, consists of a sequence of curves which we call ”DEC”. They are parametrized
by q = x ∈ R+ as follows:

d(γ, τ )(x) : τ2 = x2 − 2x tanx/2, γ = τ−2x/ sinx. (18)

For triple eigenvalues it follows in addition

x = tanx. (19)

Sinced(γ, τ )(x)/dx vanishes on DEC if (19) holds, the triple eigenvalues appear as
cusps on DEC. There are no eigenvalues of multiplicity higher that 3 on

∑
0.

In the following lemma we describe the character of
∑

0 on the bifurcation curves
DEC. To conform with Fig. 1, we restrict this description to

∑+
0 , i.e. those eigenvalues

on
∑

0 having positive imaginary part. Due to reversibility the rest of
∑

0 is obtained
by a simple reflexion on the real axis.

Lemma 1. (i) For each(γ, τ ) ∈ R2+, there existsp0 > 0, such that allλ ∈ ∑Lγ, τ \∑0
satisfy| Reλ| ≥ p0.

(ii) Letλ = p + iq ∈ ∑ \∑0, then

|q| ≤ τ + 2
√
γ τ2 + 4e−2 cosh(p/2) (20)

holds.
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(iii) Given any DEC. It contains exactly one cusp point,(γ ∗, τ ∗) say, corresponding
to a triple eigenvalueiq∗ of

∑+
0 . Moreover,

∑
0Lγ ∗, τ∗ = {±iq∗}. For all other

(γ, τ ) on that DEC,
∑+

0 Lγ, τ contains either two or one double eigenvalue. The
first case happens where two different DEC’s intersect. - If(γ, τ ) does not belong
to any DEC,

∑+
0 Lγ, τ consists of simple eigenvalues.

(iv) For each fixedτ ∈ (0,2π ], there exists a strictly increasing sequence(γ ∗
j (τ )),

0 < γ ∗
1 < . . . , such that

∑+
0 Lγ ∗

j ,τ
possesses a double eigenvalue+iq∗

j , which

has largest modulus among all eigenvalues. All other eigenvalues in
∑+

0 Lγ ∗
j ,τ

are

simple. Ifγ ∈ (γ ∗
j (τ ), γ

∗
j+1(τ )), γ

∗
0 ≡ 0,

∑+
0 Lγ,τ consists of2j + 1 simple eigen-

values.

Fig. 1. Pure imaginary eigenvalues ofLγ,τ (upper half). Dots are simple eigenvalues. A simple cross and a
double cross respectively means double or triple eigenvalue
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For larger values ofτ , the situation
∑+

0 Lγ,τ is described in Fig. 1.

Proof. Ad (i). Let us denoteλn = pn + iqn the rootsλ of N(λ; γ, τ ) = 0. Assuming
pn 6= 0, and pn → 0 asn → ∞, we have

q2
n + 2γ τ2 cosqn − τ2(1 + 2γ ) = εn → 0,

qn − γ τ2 sinqn = ε′n → 0.

Hence,qn is bounded, and we can extract a subsequenceqkn converging towardsq∗, and
q∗ satisfies

q2∗ + 2γ τ2 cosq∗ − τ2(1 + 2γ ) = 0,

q∗ − γ τ2 sinq∗ = 0.

This means thatq∗ is a (double) root ofN(iq; γ, τ ), contradicting the isolatedness of
the roots. This completes the proof of (i).

Ad (ii). Denotingλ = p + iq the rootsλ of N(λ; γ, τ ) = 0, we have

p2 − q2 = 2γ τ2 coshp cosq − τ2(1 + 2γ ),

pq = γ τ2 sinhp sinq.

It follows: q2 ≤ τ2 + p2 + 4γ τ2 cosh2p/2 ≤ τ2 + 4(γ τ2 + 4e−2) cosh2p/2, and
assertion (ii) is immediate.

Ad (iii). Sinceγ ∈ R+, the components of DE are defined by the inequalities
sinx > 0, x − 2 tanx/2 > 0. Hence, to thenth component belongs the intervalIn =
(2πn, xn), n ∈ N+, wherexn is defined by 2nπ < xn < (2n + 1)π, xn = 2 tanxn/2.
We haveτ(2nπ) = 2nπ, τ(xn) = 0 andγ (x) → +∞ asx → 2nπ−, or x → x+

n .

There is a uniquex∗
n in In satisfying (19). DEC is a smooth curve inIn \ {x∗

n}. It is
easy to check thatγ (x) resp.τ(x) decreases resp. increases on(2nπ, x∗

n) and reverses
its type of growth on(x∗

n, xn). The cusp points[γ (x∗
n), τ (x

∗
n)] are the points of the

parameter-space, where
∑

0 contains triple eigenvalues. These are±ix∗
n . Moreover, the

coordinates of the cusp points satisfy

γ = (1 + τ)τ−2, cos
√

2τ + τ2 = (1 + τ)−1, sin
√

2τ + τ2 > 0. (21)

For a given(γ, τ ), the double eigenvaluesiq are solutions of

[τ2(1 + 2γ )− q2]2 + 4[q2 − γ 2τ4] = 0, (22)

which is obtained after elimination of sinq, and cosq in (15,16). This shows that we
cannot have more than 2 double eigenvalues in

∑+
0 Lγ,τ .The case whenq is a double root

of (22) corresponds to(γ, τ )satisfying (21), i.e.+iq is a triple eigenvalue ofLγ,τ . In such
a case,±iq are the only pure imaginary eigenvalues ofLγ,τ , since for fixedτ = τ(x∗

n),

we know by a continuity argument starting withγ = 0, that forγ < γ (x∗
n), there is

only one pair of simple pure imaginary eigenvalues in
∑

0Lγ,τ , or equivalently one
positive simple solutionq of (15). We conclude that for every(γ, τ ) ∈ R2+,

∑
0 consists

of simple eigenvalues, if(γ, τ ) does not belong to DE. Otherwise
∑+

0 contains exactly
one double eigenvalue if(γ, τ ) does not belong to the intersection of two components
of DE, or is not a cusp point. Intersection points of two components of DEC give two
pairs of double eigenvalues on

∑
0 .
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Ad (iv).Sethτ (q) = (1−cosq)(q2 − τ2)−1,where we assumeq > τ.One finds the
set(γ, τ ) of (18), in looking forq, γ, τ such thathτ (q) = (2γ τ2)−1, dhτ (q)/dq = 0.
It is easy to show, for 0< τ < 2π, thathτ has its minimum value 0 forq = 2nπ, n =
1,2, . . . and maxima for one value ofq in every interval between these minima, the values
of maxima decaying asq increases. Assertion (iv) of Lemma 1 then follows directly.
Notice that forτ > 2π the functionhτ may have one minimum and one maximum
before the first minimum of the form 2nπ. The case whenhτ has an horizontal inflexion
point gives the cusp point. This completes the proof.ut

Remark that the spectrum ofLγ,τ is not sectorial(see part (ii) of the lemma). This
implies, that we cannot use the traditional reduction tools based on estimates of the
resolvent operator(iqI −Lγ,τ )

−1 of order 1/|q| for |q| large. Indeed, such an estimate
implies the spectrum to be sectorial. Therefore, we have to solve subsequently the affine
linear hyperbolic system (23) ad hoc.

4. Weak Coupling and Periodic Waves

The bifurcations in system (6) will occur when the cardinality of
∑

0Lγ,τ changes.
Thus, the set{[τ(x), γ (x)]} described in Fig. 1 is the critical set where bifurcations take
place. Let10 denote the set of(γ, τ ) where

∑
0Lγ,τ contains only one pair of simple

eigenvalues±iq1. In this section the case(γ, τ ) ∈ 10 is treated. We separate (6) into
a central and a hyperbolic part due to the separation

∑ = ∑
0 +∑h of Lγ,τ . Then,

we use the Reduction-Theorem 3 in [20] to justify the application of a center manifold
argument. It will follow, that all small nontrivial solutions of (6) are periodic in this case.

Introduce the spacesEαj (Z) for α ∈ R, j ∈ N, with norms‖f ‖j , and similarly the
vector-valued versionEαj (Z), as follows

Eαj (Z) =
{
f ∈ Cj (R, Z)

/
‖f ‖j = max

0≤k≤j sup
t∈R

e−α|t ||Dkf (t)| < ∞
}
.

Forα > 0, these Banach-spaces consist of functions, which may grow exponentially at
infinity. Sometimes we need exponentially decaying functions, which will be denoted
byE−α(Z). If necessary, we use weights cosh(αt) instead of exp(α|t |).

The eigenprojectionP1, on the two-dimensional subspace spanned by eigenvec-
tors belonging to±iq1, is computed as the sum of the residues for the 3 components
(12,13,14) of the solution of the resolvent Eq. (10). This leads to the following result

Lemma 2. Assume(γ, τ ) ∈ 10, then
∑

0Lγ,τ = {±iq1}, and the eigenprojectionP1
is defined inH by

(P1U)0 = a1(U)/N1, (P1U)1 = q1b1(U)/N1,

(P1U)2 = 1

N1
[a1(U) cosq1v + b1(U) sinq1v],
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where

U = (x, ξ,X)T ∈ H,

a1(U) = q1x − γ τ2σ(U), b1(U) = ξ − γ τ2ρ(U),

σ (U) =
∫ 1

0
sinq1(1 − s)[X(s)+X(−s)]ds,

ρ(U) =
∫ 1

0
cosq1(1 − s)[X(s)−X(−s)]ds,

N1 = q1 − γ τ2 sinq1.

To prepare application of [20] we have to consider the affine linear system associated
with (6) for the hyperbolic part. SetQh = I − P1, Uh = QhU , then the equation

∂tUh = Lγ,τUh +QhF (23)

has to be solved forUh ∈ Eα0(Dh) ∩ Eα1(Hh) and for eachα ≥ 0.We have

F = (0, f, 0)T , f ∈ Eα0 (R), a1(Uh) = b1(Uh) = 0,

and thus

q1xh = γ τ2σ(Uh), ξh = γ τ2ρ(Uh), (24)

QhF
def= Fh = 1

N1
(0,−γ τ2 sinq1,− sinq1v)

T f. (25)

Furthermore,Xh is given as

Xh(t, v) = φ(t + v)− 1

N1

∫ t

0
f (s) sinq1(t + v − s)ds, (26)

and we have to satisfy

xh(t) = Xh(t,0) = γ τ2

q1

∫ 1

0
sinq1(1 − s)[Xh(t, s)+Xh(t,−s)]ds,

henceXh may now be written as follows:

Xh(t, v) = xh(t + v)+ 1

N1

∫ t+v

t

f (s) sinq1(t + v − s)ds (27)

= xh(t + v)+ 1

N1

∫ v

0
f (t + v − s) sin(q1s)ds, (28)

which leads to

∂

∂v
Xh(t, v) = ẋh(t + v)+ q1

N1

∫ v

0
f (t + v − s) cos(q1s)ds.

Hence, there exists a constantc independent ofα ∈ (−α0, α0) such that

||Xh||Eα0 (C1[−1,+1]) ≤ ||xh||Eα1 + c||f ||Eα0 . (29)
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Now we take the Fourier transform of (23). For being able to do it, we first assumeα < 0
(i.e. the functionf and the unknownUh decay exponentially at infinity). We then obtain
an expression for̂Uh analytic with respect tok ∈ Bα = {k ∈ C; | Im k| < α}, taking
values inDh, and which is solution of

(ikI − Lγ,τ )Ûh(k) = QhF̂ (k). (30)

Forα > 0, we use the distributions inS′
α (see Appendix 1), and forα = 0 the tempered

distributions inS′. Henceforth, setS′ = S′
0. In such spaces, we cannot use the formula we

established in Sect. 3 for the resolvent, since we have no right to divide byN(ik; γ, τ )
(see Proposition 4 of Appendix 1), contrary to the case whenα < 0, where Fourier
transforms are analytic.

For anyα, using properties shown in Appendix 1 forα > 0, the Fourier transform
of Xh(·, v), given by (28), yields

ξ̂h(k) = ikx̂h(k),

X̂h(k, v) = eikvx̂h(k)+ f̂ (k)

N1

∫ v

0
eik(v−s) sin(q1s)ds,

N(ik; γ, τ )̂xh(k) = −γ τ
2

N1
f̂ (k)[− sinq1 + 2q1(q

2
1 − k2)−1(cosk − cosq1)],

and, after noticing thatN(ik; γ, τ ) = 2γ τ2(cosk − cosq1) + k2 − q2
1, andN1 =

q1 − γ τ2 sinq1, this leads to

N(ik; γ, τ )[̂xh(k)+ Ĥ (k; γ, τ )f̂ (k)] = 0, (31)

whereĤ is defined by the identity

1

N(ik; γ, τ ) = q1

N1(k2 − q2
1)

+ Ĥ (k; γ, τ ).

Now, via Proposition 4 of Appendix 1, Eq. (31) leads to

x̂h(k)+ Ĥ (k; γ, τ )f̂ (k) =
{
a+δq1 + a−δ−q1 in S′

α, α ≥ 0
0 for α < 0

with a± to be determined.
We notice thatk 7→ Ĥ is analytic in the stripBp0, tending to 0 as 1/k2 at infinity. So

we have the following

Lemma 3. The functionk 7→ Ĥ (k; γ, τ ) is the Fourier transform of a functiont 7→
H(t; γ, τ ) ∈ H 1−δ, for anyδ < p0,whereH 1−δ is the space ofg such thatt 7→ g(t)eδ|t | ∈
H 1(R). Moreover, forf ∈ Eα0 , andα ∈ (−α0, α0), α0 < δ, thenH(·; γ, τ ) ∗ f ∈ Eα1
and there is a constantC independent ofα such that

||H(·; γ, τ ) ∗ f ||Eα1 ≤ C||f ||Eα0 .
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Proof. Let us suppress the parameter(γ, τ ) for the moment inH andĤ . For | Im k| ≤
δ < p0, we have

(1 + |k|2)|Ĥ (k)| ≤ const,

hence,k 7→ (1 + |k|2)1/2Ĥ (k) ∈ L2(R) holds. Now, for 0≤ δ < p0 we have

eδtH(t) = 1

2π
eδt
∫

R

eit (iδ+s)Ĥ (iδ + s)ds

= 1

2π

∫
R

eitsĤ (iδ + s)ds,

which implies (by Plancherel)

||eδ(·)H(·)||L2 = 1√
2π

||Ĥ (iδ + ·)||L2.

Moreover,

d

dt
[eδtH(t)] = 1

2π

∫
R

iseitsĤ (iδ + s)ds,

hence (by Plancherel)

|| d
dt

[eδ(·)H(·)]||L2 = 1√
2π

||i(·)Ĥ (iδ + ·)||L2,

i.e., doing the same estimate with−δ, we gett 7→ eδ|t |H(t) ∈ H 1(R).

Now consider for−δ < α < δ,

||Ḣ ∗ f ||Eα0 = sup
t∈R

e−α|t ||
∫

R

Ḣ (t − τ)f (τ)dτ |

≤ ||f ||Eα0 sup
t∈R

∫
R

e−α|t |+α|τ |−δ|t−τ ||eδ|t−τ |Ḣ (t − τ)|dτ

≤ ||f ||Eα0 ||eδ|·|Ḣ (·)||L2

(
sup
t∈R

∫
R

e2[α(|τ |−|t |)−δ|t−τ |]dτ
)1/2

≤ c√
δ − |α| ||f ||Eα0 .

This estimate completes Proposition 5 of Appendix 1, and the lemma is proved.ut
Now, let us definẽUh = (̃xh, ξ̃h, X̃h) with

x̃h(t) = −[H(·; γ, τ ) ∗ f ](t),
ξ̃h(t) = d

dt
x̃h(t),

X̃h(t, v) = x̃h(t + v)+ 1

N1

∫ v

0
f (t + v − s) sin(q1s)ds.

Due to (29), it is clear that̃Uh ∈ Eα0(D) for α ∈ (−α0, α0), with an estimate

||Ũh||Eα0(D)∩E
α
1(H)

≤ C(α)||f ||Eα0 (32)
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andC is bounded on(−α0, α0).MoreoverŨh is a solution of (23). For showing this we
first notice that the first and third equation of (23) are easily verified by construction.
Now, the Fourier transform of the second equation is just identity (31) for̂̃xh. It results
that the second equation of (23) is satisfied.

For α < 0, we have by constructionP1
̂̃Uh = 0, henceP1Ũh = 0. Let us show

that for α ≥ 0, P1Ũh = 0 also holds, since this implies formally exactly the same
computations (see Lemma 2 for the definition ofP1). Indeed, it is sufficient to show that
a1(Ũh) = 0, because this impliesb1(Ũh) = 0 by differentiatingσ(Ũh) with respect to
t and integrating by parts. Taking the Fourier transform ofa1(Ũh) (analytic in a strip
for α < 0, in S′ for α = 0, in S′

α for α > 0), we obtain, due to the properties shown in
Proposition 2 of Appendix 1,

F
(∫ 1

0
sinq1(1 − v)

[∫ v

0
[f (t + u)+ f (t − u)] sinq1(v − u)du

]
dv

)
(k)

= f̂ (k)

∫ 1

0
sinq1(1 − v)

[∫ v

0
2 cosku sinq1(v − u)du

]
dv,

which is the basic identity for showing thatF[a1(Ũh)] ∈ S′
α is proportional to

̂̃xh(k) [1 − 2γ τ2

q1

∫ 1

0
sinq1(1 − v) coskvdv

]
− f̂ (k)2γ τ2N−1

1

∫ 1

0
sinq1(1 − v)

coskv − cosq1

q2
1 − k2

dv

with ̂̃xh(k) = −Ĥ (k; γ, τ )f̂ (k). It results thatf̂ (k) is a factor of a quantity, now
independent of the choice of space forf , i.e. independent ofα. Since we know that
a1(Ũh) = 0 for α < 0, the independence with respect toα shows thata1(Ũh) = 0 for
α ≥ 0 also, and thusP1Ũh = 0 holds for allα ∈ (−α0, α0).

Forα ≥ 0, the full solutionUh of (31) is obtained by adding tõxh a linear combination
of the formb+ exp(iq1t) + b− exp(−iq1t), with b± = a±/2π, (see Proposition 3 of
Appendix 1). But, sincẽUh ∈ Eα0 (Dh), we concludeP1Uh = 0 if and only if b± = 0.
Thus, we have finally

Lemma 4. Assumef ∈ Eα0 , for α ∈ (−α0, α0), α0 < δ < p0, then the system
(23) has a unique solutionUh ∈ Eα0 (Dh) ∩ Eα1 (Hh), and the linear mapEα0 (R) 3
f 7→ Uh ∈ Eα0 (D) ∩ Eα1 (H) is bounded uniformly inα ∈ (−α0, α0).

Thus, we have verified the assumptions of Theorem 3 in ([20], p. 133) with the special
nonlinearity ofMτ(U) = τ2(0, g(U),0)T . Therefore, there exists a neighborhood� of
0 in D and, for each(γ, τ ) ∈ 10, a mappingh ∈ Ckb(Dc; Dh), whereDc = P1D, Dh =
QhD, with h(0; γ, τ ) = 0, Dh(0; γ, τ ) = 0, such that

(i) if Ũc : R → Dc is any solution of

∂tUc = Lγ,τUc + P1Mτ [Uc + h(Uc; γ, τ )] (33)

with Ũc(t) ∈ �c for all t ∈ R, thenŨ = Ũc + h(Ũc; γ, τ ) solves (6).
(ii) if Ũ : R → D solves (6), and̃U(t) ∈ � for all t ∈ R, then

Ũh(t) = h(Ũc(t); γ, τ ), t ∈ R,

holds, and̃Uc(t) solves (33).
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Theorem 5.For any(γ, τ ) ∈ 10, and forU near the origin inD, the system (6) reduces
to a two dimensional reversible smooth vector field. Moreover, the set of solutions near
0 of (6) constitutes a one parameter family of periodic orbits, bifurcating from 0.

Corollary 6. For any (γ, τ ) ∈ 10, the set of solutions near 0 of Eq. (2) is a one
parameter family of periodic solutions, bifurcating from 0 (the parameter is the amplitude
of the oscillations).

It then results that, for(γ, τ ) ∈ 10, the only small amplitude travelling waves of the
original problem (1), belong to a family of time-periodic waves bifurcating from 0.

Proof of the theorem.Once we reduced our problem into the two-dimensional reversible
smooth vector field forUc (33), with a linear part having the simple pair of eigenvalues
±iq1, the result is known as the Devaney-Lyapunov theorem (see [4]). In fact, it is just
a consequence of the implicit function theorem.ut

5. Reduction Near the First Critical Curve

In this section we define0′
0 ⊂ 00 = boundary of10 as the set of parameters(γ0, τ0)

such that
∑

0Lγ0,τ0 = {±iq1,±iq0}, whereq0 andq1 are positive and±iq1 are simple,
±iq0 are double eigenvalues ofLγ0,τ0. 0′

0 is obviously dense in00. Thus, we are faced
with the simplest possible bifurcation of our problem.

Let us proceed as in the previous section. We have

N(iq0; γ0, τ0) = ∂λN(iq0; γ0, τ0) = N(iq1; γ0, τ0) = 0.

The eigenprojectionP1 on the two-dimensional subspace, spanned by the eigenvec-
tors belonging to±iq1, was already given in the previous section. We compute the
eigenprojectionP0 on the four-dimensional subspace, spanned by the eigenvectors and
generalized eigenvectors belonging to±iq0. This projection is again given by the sum
of the two coefficients of(λ± iq0)

−1 in the Laurent expansion (see [10]) of the resolvent
operator(λI − Lγ0,τ0)

−1 near the double poles±iq0.We obtain the following

Lemma 7. Assume(γ0, τ0) ∈ 0′
0, and

∑
0Lγ0,τ0 = {±iq0,±iq1}, whereiq0 is the

double eigenvalue, then the spectral projectionPc on the six-dimensional subspace
belonging to

∑
0Lγ0,τ0, is given asPc = P0 + P1 whereP0 andP1 are projections of

rank 4 resp. 2, commuting withLγ0,τ0, such thatP0P1 = P1P0 = 0. They are explicitly
defined, forU = (x, ξ,X)T ∈ H, as follows:

(P1U)0 = N−1
1 a1(U), (P1U)1 = q1N

−1
1 b1(U),

(P1U)2(v) = N−1
1 [a1(U) cosq1v + b1(U) sinq1v],

(P0U)0 = − 2q0

3N2
0

a0(U)− 2

N0
c0(U),

(P0U)1 = −
(

2q2
0

3N2
0

+ 2

N0

)
b0(U)− 2q0γ0τ

2
0

N0
ρ̂0(U),
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(P0U)2(v) =(P0U)0 cosq0v −
(

2q0

3N2
0

b0(U)+ 2γ0τ
2
0

N0
ρ̂0(U)

)
sinq0v +

+ 2a0(U)

N0
v sinq0v − 2b0(U)

N0
v cosq0v,

where

q2
j = τ2

0 (1 + 2γ0 − 2γ0 cosqj ), j = 0,1, q0 = γ0τ
2
0 sinq0,

N1 = q1 − γ0τ
2
0 sinq1 6= 0, N0 = γ0τ

2
0 cosq0 − 1 6= 0,

aj (U) = qjx − γ0τ
2
0σj (U), j = 0,1,

bj (U) = ξ − γ0τ
2
0ρj (U),

c0(U) = x − γ0τ
2
0 σ̂0(U),

σj (U) =
∫ 1

0
sinqj (1 − s)[X(s)+X(−s)]ds, j = 0,1,

ρj (U) =
∫ 1

0
cosqj (1 − s)[X(s)−X(−s)]ds, j = 0,1,

σ̂0(U) =
∫ 1

0
(1 − s) cosq0(1 − s)[X(s)+X(−s)]ds,

ρ̂0(U) =
∫ 1

0
(1 − s) sinq0(1 − s)[X(s)−X(−s)]ds.

The reader can check easily thatP0P1 = P1P0 = 0 follows from the 4 identities

q0 − 2γ0τ
2
0

∫ 1

0
sinq0(1 − s) cos(q1s)ds = 0,

1 − 2γ0τ
2
0

∫ 1

0
(1 − s) cosq0(1 − s) cos(q1s)ds = 0,

q1 − 2γ0τ
2
0

∫ 1

0
cosq0(1 − s) sin(q1s)ds = 0,∫ 1

0
(1 − s) sinq0(1 − s) sin(q1s)ds = 0.

A necessary and sufficient condition forU to be in the hyperbolic invariant subspaceHh

is that the following 6 conditions are realised:

aj (U) = bj (U) = c0(U) = ρ̂0(U) = 0, j = 0,1.

To prepare application of [20], we have to solve the affine linear system, associated
with (6) for the hyperbolic part. SetQh = I − P0 − P1, Uh = QhU, then we have to
solve

∂tUh = Lγ0,τ0Uh +QhF (34)
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for Uh ∈ Eα0(Dh) ∩ Eα1(Hh) and for eachα ∈ (−α0, α0).We have

F = (0, f,0)T , f ∈ Eα0 (R), andFh = QhF,

(Fh)0 = 0,

(Fh)1 = {−q1N
−1
1 + (3N2

0)
−1(3γ 2

0 τ
4
0 − 3 − q2

0)}f,
(Fh)2(v) =

{
−N−1

1 sinq1v + 2q0(3N
2
0)

−1 sinq0v + 2N−1
0 v cosq0v

}
f.

The componentXh is now given by

Xh(t, v) = φ(t + v)+ X̃h(t, v),

X̃h(t, v) =
∫ t

0
f (s)

(
2q0

3N2
0

sinq0(t + v−s)+ 2(t + v−s)
N0

cosq0(t + v−s)
)
ds +

−N−1
1

∫ t

0
sinq1(t + v − s)f (s)ds,

and

xh(t) = φ(t)+
∫ t

0
f (s)

(
2q0

3N2
0

sinq0(t − s)+ 2(t − s)

N0
cosq0(t − s)

)
ds +

(35)

−N−1
1

∫ t

0
sinq1(t − s)f (s)ds,

Xh(t, v) = xh(t + v)+N−1
1

∫ t+v

t

sinq1(t + v − s)f (s)ds + (36)

−
∫ t+v

t

f (s)

(
2q0

3N2
0

sinq0(t + v−s)+ 2(t + v−s)
N0

cosq0(t + v−s)
)
ds

= xh(t + v)+N−1
1

∫ v

0
sin(q1s)f (t + v − s)ds +

−
∫ v

0
f (t + v−s)

(
2q0

3N2
0

sinq0s + 2s

N0
cosq0s

)
ds,

which leads to

∂

∂v
Xh(t, v) = ẋh(t + v)+ q1N

−1
1

∫ v

0
cos(q1s)f (t + v − s)ds +

−
∫ v

0
f (t + v − s)

(
(

2q2
0

3N2
0

+ 2

N0
) cosq0s − 2s

N0
sinq0s

)
ds.

Hence, there exists a constantc independent ofα ∈ (−α0, α0) such that

||Xh||Eα0 (C1[−1,+1]) ≤ ||xh||Eα1 + c||f ||Eα0 (37)

holds again. Now we take the Fourier transform of (34). For being able to do it, we
proceed as in the previous section. Forα < 0, we obtain an expression for̂Uh analytic
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with respect tok ∈ Bα = {k ∈ C; | Im k| < α}, taking values inDh and which is the
solution of

(ikI − Lγ,τ )Ûh(k) = QhF̂ (k). (38)

Forα ≥ 0 we need to use the distributions inS′
α (see Appendix 1).

For anyα, we have

ξ̂h(k) = ikx̂h(k),

X̂h(k, v) = eikvx̂h(k)+ f̂ (k)

N1

∫ v

0
eik(v−s) sin(q1s)ds +

− f̂ (k)

∫ v

0
eik(v−s)

(
2q0

3N2
0

sin(q0s)+ 2s

N0
cosq0s

)
ds,

N(ik; γ0, τ0)̂xh(k) = −f̂ (k)
(

−q1

N1
+ 3γ 2

0 τ
4
0 − 3 − q2

0

3N2
0

+

+ γ0τ
2
0

∫ 1

0
2 cosk(1 − s)[ 1

N1
sinq1s − 2q0

3N2
0

sinq0s − 2s

N0
cosq0s]ds

)
.

After using the definitions ofN0, N1 and the fact thatq1 (respq0) is a simple (resp.
double) root ofN(ik; γ0, τ0) = 0, this leads, after elementary computations, to

N(ik; γ0, τ0)[̂xh(k)+ Ĥ (k; γ0, τ0)f̂ (k)] = 0, (39)

whereĤ is defined by the identity

1

N(ik; γ0, τ0)
= q1

N1(k2 − q2
1)

− 2(k2 + q2
0)

N0(k2 − q2
0)

2
− 2q2

0

3N2
0(k

2 − q2
0)

+ Ĥ (k; γ0, τ0).

(40)

The functionC 3 k 7−→ N(ik; γ0, τ0) is entire, and±q1 (resp.±q0) are the unique
simple (resp. double) roots ofN(ik; γ0, τ0) = 0 in a stripBp0 wherep0 > α0 was
defined in Lemma 1 (i).N behaves ask2 at infinity in Bp0. Notice thatC 3 k 7→
Ĥ (k; γ0, τ0) is analytic in the stripBp0 and tends to 0 as 1/k2 for |k| → ∞. It results
by the lemma shown at previous section, thatĤ is the Fourier transform of a function
R 3 t 7→ H(t; γ0, τ0) ∈ H 1−δ, for anyδ < p0.

It results from Proposition 4, 3 and 5 of Appendix 1, that the solution of (39) reads

xh(t)+ [H(·; γ0, τ0) ∗ f ](t) =


a+

1 e
iq1t + a−

1 e
−iq1t + (a+

0 + itb+
0 )e

iq0t

+(a−
0 − itb−

0 )e
−iq0t , for α ≥ 0,

= 0, for α < 0,

a±
0 , a

±
1 , b

±
0 being arbitrary constants. Now, definẽU as in the previous section, based on

the new̃xh = −H(·; γ0, τ0) ∗ f, and formula (36) for̃Xh. The same argument as in the
previous section, using Proposition 2 of Appendix 1, shows thatP1(Ũh) = P0(Ũh) = 0
independently ofα. Then, forα ∈ (−α0, α0), α0 < δ < p0,we havea±

0 = a±
1 = b±

0 =
0.
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Lemma 8. Assumef ∈ Eα0 , for α ∈ (−α0, α0), α0 < δ < p0, then the affine system
(34) has a unique solutionUh ∈ Eα0 (Dh) ∩ Eα1 (Hh), and the linear mapEα0 3 f 7−→
Uh ∈ Eα0 (D) ∩ Eα1 (H) is bounded uniformly inα ∈ (−α0, α0).

So, as in the previous section, we have verified the assumptions of Theorem 3 in ([20]
p.133), and we are now able to use a reduction on a 6-dimensional center manifold.

6. Normal Form Near 0̃0

As we have observed,0′
0 is dense in00. Exceptional points on00 are the cusp points,

where there is one pair of triple eigenvalues, and the angular points, where there are
two pairs of double eigenvalues and one pair of simple eigenvalues. In what follows, we
exclude points of the parameter plane which are close to points of00 where the ratio
q1/q0 takes the values 1 (cusps), 1/2, 2, 1/3, 3 corresponding to strong resonances. We
also exclude neighborhoods of the angular points of00. As a consequence we consider
only those points(γ, τ ) ∈ 00 near points where(q1/q0)(γ, τ ) is close to a rational
numberr/s such thatr + s ≥ 5. This set of points is denoted bỹ00 ⊂ 00.

We stay in the parameter plane near the part0̃0 of 00 where neighborhoods of strong
resonances are avoided. For the computation of the normal form we need to define, for
every point near̃00, the nearest weak resonance. For any rational numberr/s let us
define the subset of̃00,

Ir/s={(γ, τ ) ∈ 0̃0;
∣∣∣∣q1(γ, τ )

q0(γ, τ )
− r
s

∣∣∣∣ < εr+s , and
q1(γ, τ )

q0(γ, τ )
= r ′

s′
impliesr ′+s′ ≥ r + s}.

It is clear that̃00 is the union ofIr/s for r/s ∈ Q∗+\{1,2,3,1/2,1/3}. We then com-
pute the normal form forq1/q0 = r/s and we shall play on(γ, τ ) to cover the full
neighborhood of̃00. The linear operator on the 6-dimensional central subspace has the
form

L(0) =


iq0 1 0 0 0 0
0 iq0 0 0 0 0
0 0 iq1 0 0 0
0 0 0 −iq0 1 0
0 0 0 0 −iq0 0
0 0 0 0 0 −iq1


in the basisζ0, ζ̃0, ζ1, ζ 0, ζ̃ 0, ζ 1 defined by

ζ0 = (1, iq0, e
iq0v)T ,

ζ̃0 = (0,1, veiq0v)T ,

ζ1 = (1, iq1, e
iq1v)T ,

and which satisfies

Lγ0,τ0ζ0 = iq0ζ0, Sζ0 = ζ 0,

Lγ0,τ0 ζ̃0 = iq0̃ζ0 + ζ0, Sζ̃0 = −ζ̃ 0,

Lγ0,τ0ζ1 = iq1ζ1, Sζ1 = ζ 1.
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It is easy to check that the projectionP0 + P1 may now be defined as follows:

(P0 + P1)U = Aζ0 + Bζ̃0 + Cζ1 + c.c. = U0,

with

A = iq0

3N2
0

[b0(U)+ ia0(U)] + i

N0
[γ0τ

2
0 ρ̂0(U)+ ic0(U)],

B = −N−1
0 [b0(U)+ ia0(U)],

C = 1/2N−1
1 [a1(U)− ib1(U)].

The structure of thereversible normal formcorresponding to the linear operatorL(0)

is computed in Appendix 2. It is shown in particular that the reduced 6-dimensional
system, with its normal form written at orderr + s − 2, takes the following form:

dA

dt
= iq0A+ B + iAP (u1, u2, u4)+O(|A| + |B| + |C|)r+s−1, (41)

dB

dt
= iq0B + iBP (u1, u2, u4)+ AQ(u1, u2, u4)+O(|A| + |B| + |C|)r+s−1,

(42)

dC

dt
= iq1C + iCR(u1, u2, u4)+O(|A| + |B| + |C|)r+s−1, (43)

whereu1 = AA, u2 = i/2(AB − AB), u4 = CC, andP,Q,R are polynomials with
smoothly parameter dependentreal coefficients for(γ, τ ) in the neighborhood of any
(γ0, τ0) ∈ Ir/s . The 0th order coefficients inP,Q,R correspond to the critical linear
part of system (6).We notice that the normal form, truncated at orderr+s−2, contains all
solutions of the classical 1:1 resonant normal form (just consider solutions withC = 0).

Let us specify the main coefficients of system (41,42,43). We have at first orders

P(u1, u2, u4) = a1(γ, τ )+ a2u1 + a3u2 + a4u4,

Q(u1, u2, u4) = b1(γ, τ )+ b2u1 + b3u2 + b4u4,

R(u1, u2, u4) = c1(γ, τ )+ c2u1 + c3u2 + c4u4.

Coefficientsa1, b1, c1 cancel for(γ, τ ) = (γ0, τ0), and may be easily computed by
using the property that

iq0 ±√
b1(γ, τ )+ ia1(γ, τ ),

iq1 + ic1(γ, τ )

and their complex conjugate, are the six eigenvalues of the operatorLγ,τ for (γ, τ ) close
to (γ0, τ0). Notice that,b1(γ, τ ) = 0 on00 and we haveb1(γ, τ ) > 0 on the side10 of
the curve00.

Now, as for the 1:1 resonance case, the most important coefficient isb2, which we
compute below.

Let us denote the basic differential Eq. (6) as follows:

dU

dt
=Lγ0,τ0U + (γ − γ0)L

(1,0)U

+ (τ − τ0)L
(0,1) +M2,0(U,U)+M3,0(U,U,U)+ . . .
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with

L(1,0)U = τ2
0 (0,−2x +X1 +X−1,0)T ,

L(0,1)U = 2τ0(0,−(1 + 2γ0)x + γ0(X
1 +X−1),0)T ,

M2,0(U,U) = τ2
0 (0, ax

2,0)T ,

M3,0(U,U,U) = τ2
0 (0, bx

3,0)T .

The Taylor expansion of the 6-dimensional center manifold reads

U = Aζ0 + Bζ̃0 + Cζ1 + Aζ 0 + Bζ̃ 0 + Cζ 1 +
+
∑

(γ − γ0)
m(τ − τ0)

nAr0Br̃0Cr1A
s0
B
s̃0
C
s1
8
(m,n)
r0̃r0r1s0̃s0s1

, (44)

where the sum does not contain terms withm = n = 0, r0 + r̃0 + r1 + s0 + s̃0 + s1 = 1,
and we have in a classical way

(2iq0I − Lγ0)8
(0,0)
200000= M2,0(ζ0, ζ0),

−Lγ08
(0,0)
100100= 2M2,0(ζ0, ζ 0),

ia2ζ0 + b2̃ζ0 + (iq0I − Lγ0)8
(0,0)
200100= 2M2,0(ζ 0,8

(0,0)
200000)+ 2M2,0(ζ0,8

(0,0)
100100)

+ 3M3,0(ζ0, ζ0, ζ 0).

This leads to

8
(0,0)
200000= K1(1,2iq0, e

2iq0v)T ,

8
(0,0)
100100= 2a(1,0,1)T ,

8
(0,0)
200100= ia2̃ζ0 + φζ0 + b2

2
(0,0, v2eiq0v)T ,

with a2 andφ still unknown, and

K1 = a[1 − 4q2
0τ

−2
0 (1 − γ−1

0 τ−2
0 )]−1,

−N0b2 = τ2
0 {2a2[1 − 4q2

0τ
−2
0 (1 − γ−1

0 τ−2
0 )]−1 + 4a2 + 3b}. (45)

Notice thatγ0τ
2
0 > 1 due to (16) , and thatN0 may take any sign since it changes its

sign at the cusp points of DEC, hence there are situations in the parameter plane such
that the coefficientb2 is negative. For the truncated normal form at cubic order, we have
solutions withC = 0, corresponding to a flat extra oscillatory part, and reducing to the
solutions of the classical 1:1 reversible resonance vector field. We know that forb2 < 0
there is a one parameter (a “circle”) family of orbits homoclinic to 0 (see for instance
[9])

A = r0(t)e
i(q0t+ψ(t)+θ), B = r1(t)e

i(q0t+ψ(t)+θ), C = 0,

r0(t) =
√

2b1(γ, τ )

−b2

(
cosh[t√b1(γ, τ )]

)−1
,

r1(t) = dr0(t)

dt
,

ψ(t) = a1(γ, τ )t + 2
a2

b2

√
b1(γ, τ ) tanh(t

√
b1(γ, τ )),
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whereθ ∈ R. Two of them are reversible:θ = 0 or π.For the full vector field (41,42,43),
we are now able to use in particular the results of E. Lombardi [12]: under the non res-
onance assumptions which are realized here, there exists a family of pairs of reversible
solutions of (2) homoclinic to periodic solutions of exponentially small amplitude. This
means that this type of solutions, which are mainly given by the above mentioned re-
versible orbits homoclinic to 0, now contain an oscillating part inC which cannot be

annihilated, whose size isO(e−c/b
1/2
1 ) hence exponentially small in the bifurcation pa-

rameterb1(γ, τ ). So it remains a “phonon” at infinity, the central “localized” part of the
solution being of order

√
b1(γ, τ ). More precisely, the principal parts of these “local-

ized” travelling waves are obtained up to orderO[b1(γ, τ )] (resp.O[√b1(γ, τ )]) for
r + s ≥ 6 (resp.r + s = 5), in replacing in the center manifold expansion (44) ofU ,
amplitudesA,B,C by the above explicit expressions (see [5]).

Theorem 9.For (γ, τ ) in a neighborhood of the curve00, except near exceptional points
(cusps, angular points and strong resonances), and forU near the origin inD, the system
(6) reduces to a 6-dimensional reversible vector field, with a fixed point at the origin
and a linear part possessing a pair of double eigenvalues±iq0 and a pair of simple
eigenvalues±iq1. The bifurcation parameter isb1 = dist[(γ, τ ), 00], (counted> 0 in
10). All generic bifurcating (periodic, quasiperiodic, homoclinic,. . . ) small bounded
solutions of this 6-dim reversible vector field correspond to “small” travelling waves,
solutions of (2).In particular, for(γ, τ ) in the open set whereb2 < 0 [see(45)], there
are travelling waves which are localized in space, with exponentially small oscillating
tails, called “nanopterons” (following J. P. Boyd’s denomination [2]).

Appendix 1. Construction of a Suitable Distribution Space

Givenα > 0 andBα := {z ∈ C/| Im z| < α}, define the spaceSαas follows

Sα = {f : Bα → C/f holomorphic inBα, qm,p(f ) < ∞, (m, p) ∈ N2},
whereqm,p(f ) = sup

z∈Bα
|zmf (p)(z)|eα| Rez|, and whereN is the set of integers starting at

0.
The pair (Sα, qm,p) defines a Fréchet space. Notice that(coshαz)−1 ∈ Sα if α2 <

π/2, soSα is nontrivial and we haveSα ⊂ S (space of rapidly decaying functions).

Proposition 1. The Fourier transformF defines a bijection onSα, being continuous in
both directions.

Proof. For anyφ ∈ Sα , we first show thatFφ =: φ̂ belongs toSα. Let us notice that
for anyp,m ≥ 0, andk ∈ Bα, we have

ip+mkmφ̂(p)(k) =
∫

R

xpe−ikxφ(m)(x)dx.

Now, takek = kr + iki and choosekr > 0 andz = x + i(ε − α), 0 < ε < α, - for
kr < 0, takez = x + i(α − ε) and argue analogously – then, one obtains

ip+mkmφ̂(p)(k)eαkr = eεkr ei(ε−α)ki
∫
z∈R+i(ε−α)

e−ikr xzpφ(m)(z)exki dz,
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whence it follows

|kmφ̂(p)(k)|eαkr ≤ πeεkrCp,m(φ),

whereCp,m(φ) = sup
z∈Bα

(1 + | Rez|2)|zpφ(m)(z)|eα| Rez| < ∞ is independent ofε. The

limit ε → 0+ then yields

qm,p(φ̂) ≤ π [qp,m(φ)+ qp+2,m(φ)].
Therefore, to eachφ ∈ Sα, there exists a uniquêφ = Fφ ∈ Sα, and the mapφ 7→ φ̂

is continuous. The surjectivity of this map follows by applying the inverse Fourier
transform; and the above estimate gives the continuity in both directions.

Now, define the dual spaceS′
α of linear continuous forms onSα and provide it with

the weak topology, i.e. pointwise convergence. ThenF ′ – which we denote byF again
– is again a bijection onS′

α, and it is continuous in both directions. Moreover, we have
S′ ⊂ S′

α, whereS′ is the set of tempered distributions.ut

Proposition 2. Givenα > 0, f ∈ Eα0 (R) andr ∈ C0[0,1]; then

(i) f ∈ S′
α via 〈f, φ〉 := ∫

R
f (t)φ(t)dt, for anyφ ∈ Sα, and the embedding

Eα0 ↪→ S′
α is continuous.

(ii) [Ff (· + v)](k) = eikv(Ff )(k), v ∈ R.

(iii) h(t) := ∫ 1
0 r(s)f (t + s)ds ∈ S′

α and

(Fh)(k) = (Ff )(k)
∫ 1

0
r(s)eiksds.

Proof. Ad (i). For everyφ ∈ Sα the following inequality is valid

|〈f, φ〉| = |
∫

R

f (t)φ(t)dt | ≤ π [q0,0(φ)+ q2,0(φ)].||f ||Eα0 .

Ad (ii). This identity is obtained, similar to the case of tempered distributions

〈Ff (· + v), φ〉 := 〈f ((· + v), φ̂〉 =
∫

R

f (t + v)φ̂(t)dt

=
∫

R

f (t)φ̂(t − v)dt =
∫

R

f (t)

[∫
R

φ(s)e−i(t−v)sds
]
dt

=
∫

R

f (t)F[eiv(·)φ](t)dt = 〈Ff, eiv(·)φ〉 = 〈eiv(·)Ff, φ〉.

Ad (iii). The inclusionEα0 ⊂ S′
α is obvious. Now, let

hn(t) =
n∑
j=1

r(sj )f (t + sj )1sj ∈ S′
α

be any Riemann sum for
∫ 1

0 r(s)f (t + s)ds. Then we have

|〈hn − h, φ〉| ≤ [q0,0(φ)+ q2,0(φ)]
∫

R

e−α|t |

1 + t2
|h(t)− hn(t)|dt.
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The integrand tends pointwise to 0 asn → ∞ and is dominated by an integrable function,
thus

lim
n→∞〈hn, φ〉 = 〈h, φ〉, φ ∈ Sα

holds. Similarly, we conclude

〈Fhn, φ〉 = 〈hn,Fφ〉 →
n→∞ 〈Fh, φ〉

and the left side converges to the expression on the right side of the assertion (iii) as
n → ∞. The proposition is proved.ut
Proposition 3. For anyf ∈ S′

α,

[F(Df )](k) = ik(Ff )(k)
holds. MoreoverF(eiqt ) = 2πδq , andF(iteiqt ) = −2πδ′q .

Proof. Same proof as inS′. ut
Proposition 4. Let K be an analytic and polynomially bounded function in the strip
Bδ whereδ > α. Assume thatK has a finite number of rootszj with multiplicity
mj , j = 1,2, ...N , in the stripBα.Then the kernel inS′

α of the linear operatorf → Kf

is formed by all linear combinations of the form
∑N
j=1

∑mj
k=1 ajkδ

(k)
zj with arbitrary

ajk ∈ C (whereδq is the Dirac distribution inq which is trivially inS′
α, andδ(m)q is the

mth derivative ofδq ).

Proof. Assume first that all roots are simple. Forf ∈ kernel defined above, and for any
φ in Sα, we have 0= 〈Kf, φ〉 = 〈f,Kφ〉 sinceKφ ∈ Sα. This means that〈f,ψ〉 = 0
for all ψ in Sα which cancel at simple rootszj , j = 1,2, . . . N. Now, anyφ ∈ Sα may
be decomposed as the sum ofN + 1 functions inSα,

φ(z) =
N∑
p=1

φ(zp)
∏
j 6=p(z− zj )

coshα(z− zp)
∏
j 6=p(zp − zj )

+ ψ(z),

whereψ has simple roots inzj , j = 1,2, . . . N , and〈f, φ〉 = ∑N
p=1 apφ(zp). This

proves Proposition 4 for simple roots.
Assume now thatz1, . . . .zr are double roots, andzr+1, . . . zN simple roots ofK = 0

in the stripBα.We conclude from the result above, that r∏
p=1

(z− zp)

 f =
N∑
j=1

aj δzj .

Hence, for anyφ in Sα, we have〈f,
[∏r

p=1(z− zp)
]
φ〉 = ∑N

j=1 ajφ(zj ). This means

that for anyψ in Sα having simple roots inzp, p = 1, . . . r, we have

〈f,ψ〉 =
r∑
j=1

cjψ
′(zj )+

N∑
j=r+1

bjψ(zj ),
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wherebj = aj

[∏r
p=1(zj − zp)

]−1
, cj = aj

[∏r
p=1,p 6=j (zj − zp)

]−1
. Let us take

any φ ∈ Sα, we have the decompositionφ(z) = ∑r
p=1 φ(zp)χp(z) + ψ(z), with

χp(zq) = 0 if q 6= p, and= 1 if q = p, wherep ∈ {1, . . . r}.Now,z1, . . . zr are simple
roots ofψ, hence we have

〈f, φ〉 =
N∑
p=1

αpφ(zp)+
r∑

p=1

cpφ
′(zp),

with

αp = 〈f, χp〉 −
N∑

j=r+1

bjχp(zj )−
r∑
j=1

cjχ
′
p(zj ), p = 1, . . . r,

αp = bp, p = r + 1, . . . N.

Therefore, Proposition 4 is proved for roots at most double. For roots of arbitrary order,
the proof is left to the reader.ut

Proposition 5. LetH ∈ E−δ
0 andg ∈ Eα0 , with δ > α ≥ 0, then we have

i) H ∗ g ∈ Eα0 , with ||H ∗ g||0,α ≤ 2(δ − α)−1||H ||0,−δ||g||0,α
ii) F(H ∗ g) = Ĥ .̂g whereĤ = FH is the Fourier transform in the usual sense of

functions, and̂g andF(H ∗ g) are Fourier transforms inS′
α for α > 0, in S′ for

α = 0.

Proof. i) comes from the inequality∫
R

eα(|s|−|t |)−δ|t−s|ds ≤ 2(δ − α)−1.

Now, forα > 0, F(H ∗ g) ∈ S′
α and satisfies∀ϕ ∈ Sα,

〈F(H ∗ g), ϕ〉 = 〈H ∗ g,Fϕ〉
=
∫ ∫ ∫

H(t − s)g(s)e−iktϕ(k)dkdtds

=
∫
g(s)

∫
e−iksϕ(k)Ĥ (k)dkds = 〈g,F(ϕ.Ĥ )〉

= 〈ĝ, ϕ.Ĥ 〉 = 〈Ĥ .̂g, ϕ〉.

We noticed, in this calculation, thatϕ.Ĥ ∈ Sα becausêH is analytic in the stripBδ ⊃ Bα,

and bounded inBα.As a corollary, this shows thatF−1(Ĥ .̂g) = H ∗ g in Eα0 .

Forα = 0, H ∗ g ∈ E0
0 = C0

b (R),F(H ∗ g) ∈ S′, and all equalities above hold for
φ ∈ S. ut
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Appendix 2. Reversible Normal Form Associated withL(0)

As indicated for instance in ([7], p.18 and 23–24) we need to solve

DU0N(U0).L
(0)∗U0 = L(0)∗N(U0),

SN = −N ◦ S,

whereN = (N0, Ñ0, N1, N0, Ñ0, N1)
T , and

S(A,B,C,A,B,C)T = (A,−B,C,A,−B,C)T .
MoreoverN has polynomial components of an arbitrarily fixed degree in variables
(A,B,C,A,B,C). Let us define the linear differential operator

D∗f = − iq0A
∂f

∂A
+ (−iq0B + A)

∂f

∂B
− iq1C

∂f

∂C
+

+ iq0A
∂f

∂A
+ (iq0B + A)

∂f

∂B
+ iq1C

∂f

∂C
,

then we must verify

D∗N0 = −iq0N0,

D∗Ñ0 = −iq0Ñ0 +N0,

D∗N1 = −iq1N1.

Independent first integrals ofD∗f = 0, are

u1 = AA, u2 = i/2(AB − AB), u3 = iq0B/A+ lnA, u4 = CC, u5 = ArC
s
,

where we assumed thatq1
q0

= r
s
. We observe that

A = u1

A
, B = A

iq0
(u3 − lnA), B = 2u2

iA
+ u1(u3 − lnA)

iq0A
,

C = u4u
−1/s
5 Ar/s, C = u

1/s
5 A−r/s,

hence, a polynomial in variables(A,B,C,A,B,C) can be expressed as a function of
variables(A, u1, u2, u3, u4, u5), polynomial in(u1, u2, u3, u4), with coefficient func-
tions of (A, u5), the dependence inu5 being with polynomials of(u5)

±1/s . Now,
considering polynomial solutions ofD∗f = 0, it results easily, with the variables
(A, u1, u2, u3, u4, u5), thatf is independent ofA, i.e.

f (A,B,C,A,B,C) = φ(u1, u2, u3, u4, u5),

where

φ(u1, u2, u3, u4, u5) =
∑

φr1r2r3r4r5u
r1
1 u

r2
2 u

r3
3 u

r4
4 u

r5/s

5 (finite sum)

with integersrj ≥ 0, j = 1,2,3,4, andr5 ≥ 0 or< 0. We can first assert thatφ is
independent ofu3. This is due to the occurrence of lnA at some power inur33 , and a
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study at infinity shows thatφ cannot behave polynomially inA if u3 occurs inφ. Now,
an examination of the exponents ofC andA (makingB = 0) in φ leads to the conditions

r4 + r5 ≥ 0,

sr1 + rr5 is a positive multiple ofs.

Hence,r5 = k5s, with rk5 ≥ −r1, sk5 ≥ −r4. It results that in casek5 > 0, one has a

monomialur11 u
r2
2 u

r4
4 u

k5
5 while in casek5 < 0, one has a monomialu

r ′1
1 u

r2
2 u

r ′4
4 u

−k5
5 , with

r ′1 = r1 + rk5, r
′
4 = r4 + sk5. Finally the polynomial solutions ofD∗f = 0 can be

written as

f = P0(u1, u2, u4)+ u5P1(u1, u2, u4, u5)+ u5P2(u1, u2, u4, u5),

wherePj are polynomials in their arguments. Notice that, if one has in additionf ◦S =
±f , then polynomialsPj have real or pure imaginary coefficients.

Let us now solveD∗N0 = −iq0N0, N0 ◦ S = −N0.

We observe thatD∗(AN0) = 0, hence

AN0 = φ0(u1, u2, u4)+ u5φ1(u1, u2, u4, u5)+ u5φ2(u1, u2, u4, u5),

andu1 should be a factor of the polynomialsφ0 andφ1. Finally one obtains, after using
the reversibility condition,

N0 = iA[P0(u1, u2, u4)+ u5P1(u1, u2, u4, u5)+ u5P2(u1, u2, u4, u5)]
+ iA

r−1
CsP3(u2, u4, u5),

whereP0, P1, P2, P3 have real coefficients. Let us consider the equationD∗Ñ0 =
−iq0Ñ0 + N0, and observe thatD∗(AÑ0) = AN0,D∗(AB) = u1,D∗(Ar−1

BCs) =
u5, hence (using reversibility again)

AÑ0 = iAB[P0(u1, u2, u4)+ u5P1(u1, u2, u4, u5)+ u5P2(u1, u2, u4, u5)] +
+ AA[Q0(u1, u2, u4)+ u5Q1(u1, u2, u4, u5)+ u5Q2(u1, u2, u4, u5)] +
+ iA

r−1
BCsP3(u2, u4, u5)+ A

r
CsQ3(u2, u4, u5).

If r = 1, makingA = 0, leads to

0 = BCsP3(u2, u4,0),

andu5 is factor ofP3 if r = 1. Finally, we also haveD∗(CN1) = 0, then the normal
form reads

N0 = iA[P0(u1, u2, u4)+ u5P1(u1, u2, u4, u5)+ u5P2(u1, u2, u4, u5)]
+ iA

r−1
CsP3(u2, u4, u5),

Ñ0 = iB[P0(u1, u2, u4)+ u5P1(u1, u2, u4, u5)+ u5P2(u1, u2, u4, u5)]
+ A[Q0(u1, u2, u4)+ u5Q1(u1, u2, u4, u5)+ u5Q2(u1, u2, u4, u5]
+ iA

r−2
BCsP3(u2, u4, u5)+ A

r−1
CsQ3(u2, u4, u5),

N1 = iC[R0(u1, u2, u4)+ u5R1(u1, u2, u4, u5)+ u5R2(u1, u2, u4, u5)]
+ iC

s−1
ArR3(u1, u2, u5),

where all polynomials have real coefficients and whereu5 is in factor inP3 whenr = 1.
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